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Preface

This volume contains the papers selected for presentation at the 19th Interna-
tional Symposium on Methodologies for Intelligent Systems—ISMIS 2011, held
in Warsaw, Poland, June 28-30, 2011. The symposium was organized by the
Institute of Computer Science at Warsaw University of Technology. ISMIS is a
conference series that started in 1986. Held twice every three years, ISMIS pro-
vides an international forum for exchanging scientific, research, and technological
achievements in building intelligent systems.

The following major areas were selected for ISMIS 2011: theory and ap-
plications of rough sets and fuzzy sets, knowledge discovery and data mining,
social networks, multi-agent systems, machine learning, mining in databases and
warehouses, text mining, theoretical issues and applications of intelligent Web,
applications of intelligent systems, inter alia in sound processing, biology and
medicine.

Out of 131 submissions, 71 contributed papers were accepted for publica-
tion by the international Program Committee with help of additional external
referees. Every paper was assigned to three reviewers. Initially, some of these
papers were conditionally approved subject to revision and then re-evaluated. In
addition, four plenary talks were given by Jaime Carbonell, Andrzej Czyzewski,
Donato Malerba, and Luc De Raedt. Four special sessions were organized: Spe-
cial Session on Rough Sets, devoted to the Memory of Zdzistaw Pawlak, Special
Session on Challenges in Knowledge Discovery and Data Mining, devoted to the
Memory of Jan Zytkow, Special Session on Social Networks, and Special Session
on Multi-Agent Systems.

The ISMIS conference was accompanied by the data mining contest on Music
Information Retrieval, and Industrial Session on Emerging Intelligent Technolo-
gies in Industry, as well as a post-conference workshop, devoted to SYNAT,
which is a large scientific Polish project funded by the National Centre for Re-
search and Development (NCBiR), aiming at creating a universal hosting and
scientific content storage and sharing platform for academia, education, and open
knowledge society.

We wish to express our thanks to all the ISMIS 2011 reviewers, and to the
invited speakers. Our thanks go to the organizers of special sessions, namely,
Jerzy Grzymata-Busse (Special Session on Rough Sets), Shusaku Tsumoto (Spe-
cial Session on Challenges in Knowledge Discovery and Data Mining), Hakim
Hacid (Special Session on Social Networks), and Barbara Dunin-Keplicz (Spe-
cial Session on Multi-Agent Systems).

We would also like to express our appreciation to the organizers of accom-
panying events: Marcin Wojnarski and Joanna Swietlicka from TunedIt, who
successfully launched the contest; Bozena Kostek, Pawel Zwan, Andrzej Sitek,
and Andrzej Czyzewski for providing a data set for the Music Genres contest
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task; Zbigniew Ra$ and Wenxin Jiang for providing a data set for the Music
Instruments task; Dominik Ryzko for his involvement in all the organizational
matters related to ISMIS 2011, and for organizing the industrial session; Robert
Bembenik and Lukasz Skonieczny for organizing the post-conference SYNAT
workshop. We are grateful to Piotr Kolaczkowski for the creation and mainte-
nance of the conference website, as well as Bozenna Skalska and Joanna Konczak
for their administrative work.

Our sincere thanks go to Aijun An, Petr Berka, Jaime Carbonell, Nick Cer-
cone, Tapio Elomaa, Floriana Esposito, Donato Malerba, Stan Matwin, Jan
Rauch, Lorenza Saitta, Giovanni Semeraro, Dominik Slezak, Maria Zemankova,
who served as members of ISMIS 2011 Steering Committee. Moreover, our thanks
are due to Alfred Hofmann of Springer for his continuous support and to Anna
Kramer and Ingrid Haas for their work on the proceedings.

June 2011 Marzena Kryszkiewicz
Henryk Rybinski
Andrzej Skowron
Zbigniew W. Ras
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Abstract. The role of computers in school education is briefly discussed.
Multimodal interfaces development history is shortly reviewed. Examples
of applications of multimodal interfaces for learners with special educa-
tional needs are presented, including interactive electronic whiteboard
based on video image analysis, application for controlling computers
with facial expression and speech stretching audio interface represent-
ing audio modality. Intelligent and adaptive algorithms application to
the developed multimodal interfaces is discussed.

1 Introduction

As regards the usage of PC computers in college classrooms, new research shows
that they can actually increase students’ engagement, attentiveness, participa-
tion and learning. However computer employed in the classroom may entail the
following adverse effects:

— isolate school students,

— distract them from the teacher,

— break emotional links between pupils,
— prevent socializing during the lesson,
— change team work habits unfavorably,
— worsen eyesight acuity,

— influence negatively body posture.

Current research at the Multimedia Systems Department is intended to prove
the following thesis: “technology developments can lead us toward a more natural
way of using computers in general, especially in classrooms”.

In order to let computers to be used in a more natural and spontaneous way,
they should fulfill the following demands:

— their presence should remain unnoticed (for as much time as possible),
they should provide fully open platform (in contrast to some recent restricted
ones),

should be operated in natural ways, e.g. by gestures,

should interact with human senses much better.

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAT 6804, pp. 12011.
© Springer-Verlag Berlin Heidelberg 2011
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In order to satisfy above demands, some new ways of human-computer-interfacing
should be pursued. In turn, in the technology layer their realization demands
solving problems requiring a simulation of intelligent thought processes, heuris-
tics and applications of knowledge. In particular children with so called “special
educational needs”, i.e. children with various types of disabilities (communica-
tion senses problems, limb paralysis, infantile paralysis, partial mental retarda-
tion and others) can potentially benefit much from the availability of intelligent
solutions helping them to learn using computers. The needs of partially impaired
children motivated us at the Gdansk University of Technology to develop a pro-
totype series of multimodal interfaces some of which are presented in this paper.

2 Multimodal Interfaces

The following milestones can be identified in the history of man-computing ma-
chine communication:

— in Ancient China the first known interface was the gills of abacus;

— in the 60’s keyboards of cards perforator machines and teletypes appeared;

— when in the 70’s the first terminals appeared, the sudden need for typing
occurred, as terminals accepted only such form of input data;

— the first graphical operating system was developed in the 80’s. This interface
introduced us to the mouse — essentially a simple pointing device;

— the next stage were currently very popular graphical interfaces;

— fast evolution of computing power in the 90’s allowed development of a fair
speech and text recognition systems.

Still it is natural human tendency to speak, gesticulate and sometimes use hand-
writing, when communication is needed, thus various solutions in this domain
appear on the market since 90’s until present, including tablets with touch sensi-
tive screen and others. Nowadays natural forms of communication are the most
desired and interfaces using those are known as multimodal interfaces.

The subject is not new, however, so that many notions related to multimodal
interfaces were hitherto conceived, including the following ones:

— Man-Machine Interaction (MMI) — (during IT Word War);
— Human-Computer Interaction (HCI) — (in the 70’s);

— Human-Machine Communication (HMC);

— Perceptual User Interface (PUI);

— Natural Interactive Systems (CityplaceNIS).

The term multimodal consists of two components, namely: multiplicity and
modality, where modality it is the way of transferring and receiving informa-
tion. There are several kinds of information in the communication, e.g.:

— natural language,
— hands gestures and movements,
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— body language,
— facial expressions,
— handwriting style.

The multimodal systems can be divided into unimodal systems — those using only
one modality e.g. speech recognition or text recognition or multimodal systems —
those using several modalities as an input signal, e.g. speech recognition with si-
multaneous gesture capture. Applications of multimodal systems are widespread
most in education to provide help to pupils with special needs, including:

— children with attention disorders (e.g. ADHD syndrome) — multimodal in-
terfaces give the great opportunity to improve their learning skills through
stimulating different senses helping to focus attention,

— concentration training — biofeedback usage,

— educational games with multimodal interaction,

— others (some cases will be presented later on).

Currently Multimedia Systems Department is carrying out several researches
dealing with multimodal interfaces in a direct co-operation with industrial part-
ners. Human senses: sight, hearing, touch and smell are involved. Moreover,
gesture recognition with video camera image analysis is employed in many ap-
plications. The recognition based on image processing is nowadays research focus
— much effort is put on eliminating the need of usage of all wire connections,
sensors, gloves or other additional tools.

A common feature of all developed system is that their engineering demand
undeterministic problem solving in algorithmic and especially signal process-
ing layers. Thus, the technology layer realization demand solving problems re-
quiring applications of heuristics, soft computing or in general: knowledge-base
systems.

3 Gesture-Controlled Interactive Whiteboard

Interactive electronic whiteboards may support effectively for students who need
to see the material presented again, or are absent from school, for struggling
learners, and for children with special educational needs. The disadvantage of
typical electronic whiteboards is their price which is partly the result of the
necessity of using electronic pens and large frames equipped with sensors. To
improve whiteboard content controlling in cases the system uses a camera, vision-
based gesture recognition can be applied. Some attempts in this domain were
presented in papers of others e.g. [1H3]. Authors of the latter paper use a portable
projector for content displaying and a webcam. The equipment can be mounted
on a helmet worn by the user. Special colorful tips are used on fingers to provide
gesture controlling.

The system developed at the Multimedia Systems Department by M. Lech
and B. Kostek [4] provides the functionality of electronic whiteboards and its
essential feature is lack of the necessity of using any special manipulators or
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sensors. Moreover, the whiteboard content can be handled (e.g. zoomed in / out,
rotated) by dynamic hand gestures. Data gloves (cyber gloves) or special tips on
fingers are not needed.

The hardware part of the system is presented in Fig.[Il It is composed of a PC
(dual core), a multimedia projector, a webcam and a screen for projected image.
The webcam is attached to the multimedia projector in such a way that both
lenses are directed at the projection screen.

Fig. 1. Hardware part of the system: a) projection screen; b) multimedia projector
coupled with a webcam [4]

3.1 Kalman Filtering

To provide reliable hand position tracking each captured frame is appropriately
processed using Kalman filters. Considering the necessity of eliminating distor-
tions introduced by camera lens, perspective transformations and impact of light
on displayed image is performed. The image processing methods used have been
described in earlier papers M, B]

Hand movements are modeled by motion vectors designated on a few suc-
cessive camera frames. Each vector u = [ug,u,] is analyzed in the Cartesian
coordinate system regarding velocity and direction (Fig. [2).

Two parameters of motion vectors, i.e. speed and direction, were used as
a basis for gesture interpretation mechanism. Speed for motion vector within

the time interval ¢; — t;_1, denoted as v;;, where j = i — 1, was calculated
according to Eq. (). Direction for particular motion vector u;; = [u%, uy| was

denoted as an angle «;; in relation to angle ¢;; between u,;; with origin at [0, 0]
and versor of y-axis, according to Eqs. () and (3]).

Vi = \/(1’1 —zi—1)? + (yi — yi-1)? { bz ] (1)
K t; —ti_1 s-10-1
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Fig. 2. Motion vectors created for semi-circular hand movement in the left direction

where: z; and z;_, are x positions of hand in time ¢; and ¢;_1, respectively, and
Vi, Yi—1 are y positions of hand in time ¢; and ¢;,_1, respectively;

.
180° - a;; cos g |
pij = - ] (2)
Pij s u >0
’ {3600—%]», uid <0

For the velocity v;;, also vertical and horizontal velocities are computed us-
ing trigonometric identities for angle ¢;; in relation to angle a;;. The obtained
horizontal and vertical velocities are expressed by Eqgs. {]) and (f]), respectively.

vy = v sinay; (4)

vy = vij cos aij (5)

The Kalman filter [6] is used for estimating the state of a system from a series
of noisy measurements. The predicted state s;;_; in time ¢ is related to state in
time t—1 according to the following equation:

Sti—1 = Fi8¢ 141 t w1 + Br_1us—1 (6)

where F; is transition matrix, w; is process noise drawn from a zero mean multi-
variate normal distribution with covariance ¢, and B;_; is an optional control
matrix applied to control vector u;—1. The updated state estimate is based on the
prediction and observation (measurement) according to the following equation:

St = S¢pe—1 + Ky - (Zt - Ht§t|t—1) (7)
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where K; is optimal Kalman gain, expressed by Eq. (@), z: is the measurement,
and H; is the observation model which maps the true state space into the ob-
served space:
Ky = Py H S (8)
The variable P;;_; is a prior estimate covariance and S; is residual covariance,
expressed by the equation:

Sy = Htpt|t—1HtT + Ry (9)

where R; is the observation noise covariance.

In the presented system Kalman filtering was used to smooth the movement
trajectory resulting in raising gesture recognition effectiveness and improving
accuracy of writing / drawing on the whiteboard. The filtering was implemented
using the OpenCV library [7].

The state of the system (hand) at the given moment is expressed by (z,y)
position, vertical velocity and horizontal velocity according to Eq. (I0);

St = [mt7yt7vf7vi!] (10>

The state in time ¢ is related to state in time t—1 by a function of velocity
and so the transposition matrix takes values as follows:

1 0 dt O
01 0 dt

F= 0 0 1 0 (11)
00 0 1

where dt, expressed by Eq. (), is a time modification of the velocity and de-
pends on the camera frame rate frr and the number of frames n]! basing on
which a singular motion vector is created |4]:
T1
dt=c. ™ (12)
Irr
Constant ¢, equals 10, resulting from the chosen velocity unit and is used to
scale the velocity values. For obtained frame rate equal 15 FPR and the singular
motion vector based on three successive frames dt equals 2. Thus, applying the
transition matrix to state at time step t—1 results in predicted state as follows:

J— xr
Tjp—1 = Ty—1)¢—1 + 2~ Vy_1jt—1

_ y
Ytjt—1 = Ye—1)t—1 T 2~ Vy_1jt—1

Stlt—1 = U — 7 (13)
He—1 = Vi—1)t—1
v _ v
Utjt—1 = Yi—1jt—1

Measurement matrix H; is initialized to identity, as well as the posterior
error covariance P;;. The process noise covariance (¢ and the observation noise
covariance R; are set to diagonal matrices with values equal 10~° and 107",
respectively.

A comparison of grouped gestures recognition efficacy without and with
Kalman filters is presented in Tab. [l and a visual assessment of the related
results can be seen in Fig. B
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Table 1. Comparison of grouped gesture recognition efficacy without and with Kalman
filters [%] (for 20 gesture repetitions made by 20 people)

Gesture Without Kalman filter With Kalman filter
Full screen 91.19 90.99
Quitting full screen 91.78 86.57
Closing application 62.96 88.89

Iy r——r I

[ IM/] T

Fig. 3. Comparison of rectangular shapes created in poor light conditions without the
Kalman filtering (darker line) and with the Kalman filtered hand position tracking
(brighter line)

3.2 Fuzzy Logic Interpreter

Representing a gesture as a singular change of speed and direction over partic-
ular time interval often led to interpreting it as moving hand up — in the begin-
ning phase of the movement — or as moving hand down — in the ending phase.
Therefore, the movement trajectory in the second approach has been modeled
by motion vectors created for points in time moments ¢; and to, in relation to
the moments ty and t;, respectively, as presented in Fig. 2] and gestures were
analyzed considering a possibility of a local change of direction. Time intervals
t1—to and to—tq, expressed in the number of frames retrieved from a camera,
depend on camera frame rate M]

Fuzzy rules were created basing on speed and direction of motion vector over
time interval t5—t; and t; —t( separately for left and right hand. Eight linguistic
variables were proposed, i.e.: speed of left and right hand in time interval to—t1,
speed of left and right hand in time interval ¢ —t(, direction of left and right hand
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in time interval t3—t;, direction of left and right hand in time interval ¢; —tg,
denoted as vy, v& vl vft dE . dly ) dE,, dfY, respectively. Four linguistic terms
were used for speed, i.e.: very small, small (denoted later as vsmall), medium
and high, represented by triangular functions as shown in Fig. dh. Fuzzy sets
were identical for all four variables. For directions the terms used were north,
east, south and west and fuzzy sets were also formed using triangular functions
as shown in Fig. @b.

a) b)

0,8
0.6
0.4

0,2

2?323233% 0 45 90 135 180 225 270 315 360

very small small north east

medium large south west

Fig. 4. Fuzzy sets for linguistic variables speed (a) and direction (b)

The zero-order Takagi-Sugeno inference model which bases on singletons was
used to express discrete rule outputs representing gesture classes. The output
of the system was the maximum of all rule outputs. When this value was lower
than 0.5 a movement was labeled as no gesture. This enabled to efficiently solve
the problem of classifying meaningless transitions between each two gestures to
one of the gesture classes. The total number of rules equaled 30. Two examples
of rules expressed in FCL code are given below [4]:

// beginning phase of hand movement in the left direction (for semi-circular motion) for
left hand

RULE 1: IF directionLtO IS north AND directionLtl IS west AND velocityLt0 IS NOT
small AND velocityLtl IS NOT small AND velocityRt0 IS vsmall AND velocityRt1 IS
vsmall THEN gesture IS gl;

// rotate left

RULE 29: IF directionLtO IS south AND directionLtl IS south AND directionRtO IS north
AND directionRtl IS north AND (velocityLtl IS NOT vsmall AND velocityLt0 IS NOT
vsmall) AND (velocityRt1 IS NOT vsmall AND velocityRt0 IS NOT vsmall) THEN gesture
IS g7;

The first rule describes the beginning phase of semi-circular left hand move-
ment from right to the left side. Therefore, df} is north and df} is west. Since
the gesture involves left hand only, the speed of the right hand should be very



Intelligent Multimedia Solutions Supporting Special Education Needs 9

small. If the right hand is not present in an image, 0.0 values are given as an
input to the fuzzy inference system for variables v£ and vf}. The second rule
represents the gesture associated with rotating the displayed object. During the
gesture performing, the left hand moves down and the right hand moves up. No
local change of direction is allowed. For this reason, both df; and d¥; are south
and dfY, df) are north. While making gestures involving both hands, speed of
each hand movement can be lower than when performing a single hand gesture.
Therefore, contrary to the first rule the second one allows for small speed.

Again 20 persons took part in tests. Each person was asked to repeat each
gesture 18 times. Among these 18 repetitions 10 middle gesture representations
were chosen. Since the system analyzes motion vectors for time intervals to—t;
and t;—tg in relation to each obtained camera frame, among each gesture repre-
sentation there were many assignments to the particular gesture class. Sample
results of a comparison between fuzzy rule-based recognition and recognition
based on fixed thresholds with the analysis of global motion vector change are
presented in Tab.

Table 2. Gesture recognition effectiveness for the system employing fuzzy inference
and without a module of fuzzy inference, for one hand gestures [%)]
With fuzzy logic No fuzzy logic

Hand No . Hand No
steady gesture Left Right Up Down steady gesture

Left 95.0 0.0 23 26 0.0 01 895 00 49 56 0.0 0.0

Left Right Up Down

Right 0.0 942 29 27 0.0 02 00 896 58 46 0.0 0.0
Up 09 05 986 00 0.0 0.0 0.0 0.0 100.0 0.0 0.0 0.0
Down 22 09 00 969 0.0 0.0 00 00 00 998 0.0 0.2

Hand 00 0.0 00 00 1000 00 00 0.0 0.0 0.0 733 16.7
steady

4 Audio Modality: Speech Stretcher

A non-uniform real-time scale speech modification algorithm, was designed to
improve the perception of speech by people with the hearing resolution deficit [g].
The software employing this algorithm enables to use an ultra-portable computer
(e.g. smartphone) as a speech communication interface for people suffering from
certain type of central nervous system impairments, which can impede learning.

The block diagram of the proposed algorithm is presented in Fig. Bl The al-
gorithm provides a combination of voice activity detection, vowel detection, rate
of speech estimation and time-scale modification algorithms. Signal processing
is performed in time frames in the following order:
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1. voice activity detector examines speech presence,

2. for noisy components the frame synchronization procedure is performed; if
the output signal is not synchronized with the input then noise sample frames
are not sent to the output,

3. speech sample frames are tested in order to find vowels,

4. information about vowels locations is used by the rate of speech estimator
to determine the speech rate,

5. speech frames are stretched up with different stretching factors.

As speech signal is usually unrepeatable and often modeled as a stochastic
process, above operations @), @) and () demand a heuristic approach to
computing.

noise
v
v
i Voice activity Vowels Time-scale
MiCopnone—n.  detectnr = | TPoee R dolietr modification i o

A
A 4

ROS estimator

Fig. 5. Non-uniform real-time scale speech modification algorithm block diagram

The vowel detection algorithm is based on the assumption that all vowels
amplitude spectra are consistent. To quantify this similarity a parameter called
PVD (peak-valley difference) was used [9]. Initially PVD was introduced for the
robust voice activity detection. It is defined by the following formula (Eq. (I4):

S vaw) S @Ak -1 - VM)
PVD(VM,A)= "= - = (14)
kX::o VM(k) ’;::O (1-VM(k))

where PVD(V M, A) is the value of peak-valley difference for one frame of the
input signal, A(k) is the value of the kth spectral line of the input signal mag-
nitude spectrum and VM (k) is the value of the kth value in the vowel model
vector.

The V' M is created in the training stage on the basis of the average magnitude
spectra calculated for the pre-recorded vowels. The model consists of binary
values, where 1 is placed in the position of the peak in the average magnitude
spectrum and 0 for all other positions. When the magnitude spectrum of the
input signal is highly correlated with the vowels spectra, the PVD value is high.
Therefore, the PVD have higher values for the vowels than for consonants or
silence parts.
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Vowels detection is executed only for speech frames. The algorithm is based
on time frames with the duration of 23 ms. Each signal frame is windowed using
triangular window defined as:

2n 1<n<L+1
_ L’ STE
W) =93 oL —n+1) Loycner (15)
L b 2 — =

where L is the size of the window and n is the sample number. This type of
window ensures a higher accuracy of vowel detection than other shapes.

Vowel detection requires the initialization step which is performed in parallel
to the initialization of the voice activity detection algorithm. In this step the
threshold for the PVD is calculated as the mean value of first 40 frames of the
signal according to the formula:

N

> PVD(n)

n=1

Pth=C""" (16)

where Pth is initial value of the threshold, PVD(n) is the value of peak-valley
difference for the nth signal frame, IV is the number of frames that were used
for initial threshold calculation, C' is the correction factor. The correction factor
was selected experimentally and was set to 1.1.

For every signal frame the PVD value is determined and smoothed by calcu-
lating the average of the last three values. The signal frame is marked as a vowel
when: the value of the smoothed PVD is higher than Pth threshold and it has
a local maximum in the PVD curve or its value is higher than 70% of the value
of the last local maximum. If the value is lower than Pth, then the decision of
the voice activity detector is corrected and the frame is marked as silence. For
other situations the frame is assigned to the consonant class.

Rate of Speech (ROS) is a useful parameter in many speech processing sys-
tems. For the most part it is used in the automatic speech recognition (ASR).
In the ASR many speech parameters are highly related to ROS. Hence, ROS is
used to adjust the HMM model for different speech rates [10].

For real-time unknown input signal, ROS estimation could be done only by
statistical analysis. In this work, as ROS definition, the VPS parameter is used,
as the derivate of SPS measure. Therefore, ROS is defined as (Eq. (I7)):

Nyowels

ROS(n) = At (17)
Mean value and standard deviation of ROS calculated for the different speech
rates for 3 persons reading the same phrase with three speech rates: high, medium

and low are shown in Tab. [3
It can be seen that, because of the high value of the standard deviation (nearly
0.6 for all classes) and as a consequence of the low distance between the neighbor
classes, only two classes could be separated linearly using the instantaneous ROS
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Table 3. Mean value and standard deviation of ROS calculated for different speech
rates

speech rate low medium high
1(ROS) [vowels/s] 2.23 24  2.56
A(ROS) [vowels/s] 0.6 0.58 0.57

Rate of speech

" Mlbicn | | '
”i low |
|
|
|
E I ienal

—

nput signa

bt s o 4

o 0.5 1 [ 2 15 3

| |
ol  noise |
a3~ speech |
ozf—vowel | i}

Fig. 6. Speech rate recognition for high speech rate female speech

value. On the basis of the statistics, ROSth value was set to 2.5 vowel/s. In Fig.
waveforms corresponding to the recorded female high rate speech with estimated
speech rate are presented.

For time-scale modification of speech an algorithm based on the SOLA
algorithm (Synchronous Overlap-and-Add) was applied which in the fundamen-
tal form uses constant values of the analysis/synthesis frame sizes and anal-
ysis/synthesis time shift [|l_1|] as well ensures quality of the processed speech
nearly as good as for the other methods ﬂﬁ, ]

To achieve high quality of the stretched speech, analysis/synthesis frame size
and analysis time shift should be selected properly i.e. frame length L should
cover at least one period of the lowest speech component and in the synthesis
stage, for all used scaling factors a(t), the overlap size should be at least L/3
length. For the designed algorithm L value was set to 46 ms and the analysis
time shift Sa to 11.5 ms.

The synthesis time shift Ss is dependent on the current value of the scaling
factor «(t). The scaling factor is defined as in Eq. (I8):

alt) = gi (18)
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Synchronization between two synthesized overlapped frames is obtained by
calculating the highest similarity point which is determined by the maximum of
the cross-correlation function calculated for the overlapped parts of successive
frames.

To reduce the duration of the stretched speech and to improve quality of
the modified signal, the scaling factor is changed accordingly to different speech
content. For both speech rates (low and high) vowels are stretched up with
the designed scale factor value (a(t) = g4, being the value that is specified
for the processing), and noise is not modified (a(t) = 1) or removed from the
signal dependently on the input/output synchronization state. For the low rate
speech consonants are stretched up with the factor lower than ay and equal
to a(t) = 0.8 - ag, and for the high rate speech consonants are not stretched
(a(t) =1).

Quality of the whole speech stretching algorithm was assessed in subjective
tests performed for 19 healthy persons (2 women, 17 men) B} Each person
had to assess quality of speech stretched using the typical SOLA algorithm
implementation and the proposed algorithm. Two values of the stretching factors
were chosen: 1.9 and 2.1. Four recordings were used during the experiment: two
spoken with the low rate, and two with the high rate. Both of them were spoken
by a woman and a man. In all recordings the same phrase was uttered.

w
2 3 4 5

Fig. 7. Processed speech quality assessment for high speech rate (grey bars represent
SOLA algorithm, darker bars represent the proposed heuristic algorithm)

1

Three parameters were rated during tests: signal quality, speech naturalness
and speech ineligibility. The assessment was made using the following scale: 1 —
very poor, 2 — poor, 3 — medium, 4 — good, 5 — very good. Test results revealed
that for both speech rates, as well as for all parameter values, histograms that
represent the proposed algorithm assessment have higher placed gravity centers
than for the SOLA algorithm. As is seen in Fig. [7 for the high rate speech this
difference becomes more significant.

Recently an implementation of the algorithm working in real-time have been
performed on the mobile device (the Apple iPhone platform).
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5 Conclusions

Authors of this paper and their co-workers believe that in the future multimodal
interfaces will enable a more natural control of computers with speech, ges-
tures, eye movements and face expression engaging human senses interactively
in a much broader way than today. Consequently, future learning systems will
engage:

— blending technologies (personal and institutional),

— online and onsite convergence,

— customized pedagogy,

— students as knowledge generators, not just consumers,
— immersive, gaming environment for teaching.

Besides three examples presented in this paper, many more multimodal interfaces
are currently under development at our Multimedia Systems Department, includ-
ing: biofeedback-based brain hemispheric synchronizing man-machine
interface [14], virtual computer touch pad [15], browser controller employing
head movements [16], intelligent tablet pen [17] and scent emitting computer
interface [18§].
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Abstract. The rapid growth in the amount of spatial data available in
Geographical Information Systems has given rise to substantial demand
of data mining tools which can help uncover interesting spatial patterns.
We advocate the relational mining approach to spatial domains, due to
both various forms of spatial correlation which characterize these do-
mains and the need to handle spatial relationships in a systematic way.
We present some major achievements in this research direction and point
out some open problems.

1 Introduction

Several real world applications, such as fleet management, environmental and
ecological modeling, remote sensing, are the source of a huge amount of spatial
data, which are stored in spatial databases of Geographic Information Systems
(GISs). A GIS is a software system that provides the infrastructure for edit-
ing, storing, analyzing and displaying spatial objects [I0]. Popular GISs (e.g.
ArcView, Maplnfo and Open GIS) have been designed as a toolbox that allows
planners to explore spatial data by zooming, overlaying, and thematic map color-
ing. They are provided with functionalities that make the spatial visualization of
individual variables effective, but overlook complex multi-variate dependencies.

The solution to this limitation is to integrate GIS with spatial data mining
tools [25]. Spatial data mining investigates how interesting, but not explicitly
available, knowledge (or pattern) can be extracted from spatial data [34]. Sev-
eral algorithms of spatial data mining have been reported in the literature for
both predictive tasks (e.g., regression [24], [14], and localization [32]) and de-
scriptive tasks (e.g., clustering [28/16] and discovery of association rules [T9)3],
co-location patterns [33], subgroups [I8], emerging patterns [6], spatial trends
[11] and outliers [31]).

Spatial data mining differs from traditional data mining in two important
respects. First, spatial objects have a locational property which implicitly defines
several spatial relationships between objects such as topological relationships
(e.g., intersection, adjacency), distance relationships, directional relationships
(e.g., north-of), and hybrid relationships (e.g., parallel-to). Second, attributes of
spatially interacting (i.e., related) units tend to be statistically correlated. Spatial
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cross-correlation refers to the correlation between two distinct attributes across
space (e.g., the employment rate in a city depends on the business activities both
in that city and in its neighborhood). Autocorrelation refers to the correlation
of an an attribute with itself across space (e.g., the price level for a good at a
retail outlet in a city depends on the price for the same good in the nearby). In
geography, spatial autocorrelation is justified by Tobler’s First law of geography,
according to which “everything is related to everything else, but near things are
more related than distant things” [35].

The network of data defined by implicit spatial relationships can sometime
reveal the network of statistical dependencies in a spatial domain (e.g., region
adjacency is a necessary condition for autocorrelation of air pollution). Never-
theless, the two concepts do not necessarily coincide. On the contrary, it is the
identification of some form of spatial correlation which help to clarify what are
the relevant spatial relationships among the infinitely many that are implicitly
defined by locational properties of spatial objects.

The presence of spatial dependence is a clear indication of a violation of one
of the fundamental assumptions of classic data mining algorithms, that is, the
independent generation of data samples. As observed by LeSage and Pace [21],
“anyone seriously interested in prediction when the sample data exhibit spatial
dependence should consider a spatial model”, since this can take into account
different forms of spatial correlation. In addition to predictive data mining tasks,
this consideration can also be applied to descriptive tasks, such as spatial cluster-
ing or spatial association rule discovery. The inappropriate treatment of sample
data with spatial dependence could obfuscate important insights and observed
patterns may even be inverted when spatial autocorrelation is ignored [20].

In order to accommodate several forms of spatial correlation, various models
have been developed in the area of spatial statistics. The most renowned types
of models are the spatial lag model, the spatial error model, and the spatial
cross-regressive model [I], which consider autocorrelation, correlation of errors,
and cross-correlation, respectively.

Despite the many successful applications of these models, there are still several
limitations which prevent their wider usage in a spatial data mining context.
First, they require the careful definition of a spatial weight matrix in order to
specify to what extent a spatially close observation in a given location can affect
the response observed in another location. Second, there is no clear method on
how to express the contribution of different spatial relationships (e.g., topological
and directional) in a spatial weight matrix. Third, spatial relationships are all
extracted in a pre-processing step, which typically ignores the subsequent data
mining step. In principle, a data mining method, which can check whether a
spatial relationship contributes to defining a spatial dependency, presents the
advantage of considering only those relationships that are really relevant to the
task at hand. Fourth, all spatial objects involved in a spatial phenomena are
uniformly represented by the same set of attributes. This can be a problem
when spatial objects are heterogeneous (e.g., city and roads). Fifth, there is no
clear distinction between the reference (or target) objects, which are the main
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“

subject of analysis, and the task-relevant objects, which are spatial objects “in
the neighborhood” that can help to account for the spatial variation.

A solution to above problems is offered by latest developments in relational
mining or relational learning. Indeed, relational mining algorithms can be di-
rectly applied to various representations of networked data, i.e. collections of
interconnected entities. By looking at spatial databases as a kind o networked
data where entities are spatial objects and connections are spatial relationships,
the application of relational mining techniques appears straightforward, at least
in principle. Relational mining techniques can take into account the various forms
of correlation which bias learning in spatial domains. Furthermore, discovered
relational patterns reveal those spatial relationships which correspond to spatial
dependencies.

This relational mining approach to spatial domains has been advocated in
several research papers [I823I12]. Major accomplishments in this direction have
been performed, but there are still many open problems which challenges re-
searchers. In the rest of the paper, we pinpoint the important issues that need
to be addressed in spatial data mining, as well as the opportunities in this emerg-
ing research direction.

2 Integration with Spatial Databases

Spatial data are stored in a set of layers, that is, database relations each of which
has a number of elementary attributes, called thematic data, and a geometry
attribute represented by a vector of coordinates. The computation of spatial
relationships, which are fundamental for querying spatial data, is based on spatial
joins [30]. To support the efficient computation of spatial joins, special purpose
indexes like Quadtrees and Kd-tree [27] are used.

Integration can be tight, as in SubgroupMiner [18] and Mrs-SMOTI [24], or
loose as in ARES [2]. A tight integration:

— guarantees the applicability of spatial data mining algorithms to large spatial
datasets;

— exploits useful knowledge of spatial data model available, free of charge, in
the spatial database;

— avoids useless preprocessing to compute spatial relationships which do not
express statistical dependencies.

A loose integration is less efficient, since it uses a middle layer module to extract
both spatial attributes and relationships independently of the specific data min-
ing step. On the other hand, this decoupling between the spatial database and
the data mining algorithm allows researchers to focus on general aspects of the
relational data mining task, and to exploit important theoretical and empirical
results. A systematic study of these integration approaches should lead to valu-
able information on how a spatial data mining task should be methodologically
dealt with.
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Many relational mining methods take advantage of knowledge on the data
model (e.g., foreign keys), which is obtained free of charge from the database
schema, in order to guide the search process. However, this approach does not
suit spatial databases, since the database navigation is also based on the spatial
relationships, which are not explicitly modeled in the schema. The high number
of spatial relationships is a further complication, since each individual relation-
ship can become insignificant on its own, requiring the use of some form of spatial
aggregation [12].

3 Dealing with Hierarchical Representations of Objects
and Relationships

Both spatial objects and spatial relationships are often organized in taxonomies
typically represented by hierarchies [37]. By descending/ascending through a hi-
erarchy it is possible to view the same spatial object/relationship at different
levels of abstraction (or granularity). Spatial patterns involving the most ab-
stract spatial objects and relationships can be well supported but at the same
time they are the less confident. Therefore, spatial data mining methods should
be able to explore the search space at different granularity levels in order to find
the most interesting patterns (e.g., the most supported and confident). In the
case of granularity levels defined by a containment relationship (e.g., Bari —
Apulia — Ttaly), this corresponds to exploring both global and local aspects of
the underlying phenomenon. Geo-associator [19] and SPADA [22] are two promi-
nent examples of spatial data mining systems which automatically support this
multiple-level analysis. However, there is still no clear methodization for extract-
ing, representing and exploiting hierarchies of spatial objects and relationships
in knowledge discovery.

4 Dealing with Spatial Autocorrelation

Relational mining algorithms exploit two sources of correlation when they dis-
cover relational patterns: local correlation, i.e., correlation between attributes of
each unit of analysis, and within-network correlation, i.e., correlation between
attributes of the various units of analysis. In this sense, they are appropriate for
spatial domains, which present both forms of correlation. For instance, the spatial
subgroup mining system SubgroupMiner [I§] is built on previous work on rela-
tional subgroup discovery [38], although it also allows numeric target variables,
and aggregations based on (spatial) links. The learning system Mrs-SMOTT [24],
which learns a tree-based regression model from spatial data, extends the rela-
tional system Mr-SMOTI [4] by associating spatial queries to nodes of model
trees. UnMASC [12] is based on both the idea of the sequential covering algo-
rithm developed in the relational data mining system CrossMine [39] and on
aggregation-based methods originally proposed for relational classification [13].

However, predictive modeling in spatial domains still challenges most re-
lational mining algorithms when autocorrelation on the target (or response)
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variable is captured. Indeed, values of the target variable of unclassified units of
analysis have to be inferred collectively, and not independently as most relational
mining algorithm do. Collective inference refers to the simultaneous judgments
regarding the values of response variables for multiple linked entities for which
some attribute values are not known. Several collective inference methods (e.g.,
Gibbs sampling, relaxation labeling, and iterative classification) have been inves-
tigated in the context of relational learning. For the specific task of classification
it has been proven that collective inference outperforms independent classifica-
tion when the autocorrelation between linked instances in the data graph is high
[17]. Collective inference in the context of spatial predictive modeling is still a
largely unexplored area of research.

5 Dealing with Unlabeled Data

Learning algorithms designed for mining spatial data may require large sets of
labeled data. However, the common situation is that only few labeled training
data are available since manual annotation of the many objects in a map is very
demanding. Therefore, it is important to exploit the large amount of information
potentially conveyed by unlabeled data to better estimate the data distribution
and to build more accurate classification models. To deal with this issue, two
learning settings have been proposed in the literature: the semi-supervised set-
ting and the transductive setting [29]. The former is a type of inductive learning,
since the learned function is used to make predictions on any possible example.
The latter asks for less - it is only interested in making predictions for the given
set of unlabeled data.

Transduction [36] seems to be the most suitable setting for spatial classifi-
cation tasks, for at least two reasons. First, in spatial domains observations to
be classified are already known in advance: they are spatial objects on maps
already available in a GIS. Second, transduction is based on a (semi-supervised)
smoothness assumption according to which if two points z; and zs in a high-
density region are close, then the corresponding outputs y; and y2 should also
be close [8]. In spatial domains, where closeness of points corresponds to some
spatial distance measure, this assumption is implied by (positive) spatial auto-
correlation. Therefore, we expect that a strong spatial autocorrelation should
counterbalance the lack of labeled data, when transductive relational learners
are applied to spatial domains. Recent results for spatial classification [7] and
spatial regression tasks [5] give support to this expectation. Nevertheless, more
experiments are needed to substantiate this claim.

6 Dealing with Dynamic Spatial Networks

Most of works on spatial data mining assume that the spatial structure is static.
Nevertheless, changes may occur in many real-world applications (e.g., the public
transport network can change). This causes the appearance and disappearance of
spatial objects and spatial relationships over time, while properties of the spatial
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objects may evolve. By analyzing these changes, we can follow variations, adapt
tools and services to new demands, as well as capture and delay undesirable
alterations. Moreover, time associated to changes represent a valuable source
of information which should be modeled to better understand both the whole
dynamics and each change in the course of dynamics.

In the literature, the task of change mining has been mainly explored for
time-series, transactional data and tabular data, by focusing on the detection of
significant deviations in the values of the attributes describing the data. However,
detecting and analyzing changes on spatially referenced data is critical for many
applications. For instance, by taking snapshots of over time of the spatial distri-
bution of plant species, it is possible to monitor significant changes, which may
reveal important ecological phenomena. Pekerskaya et al. [26] address the prob-
lem of mining changing regions by directly comparing models (cluster-embedded
decision trees) built on the original data snapshots. This approach is suitable
when there are data access constraints such as privacy concerns and limited
data online availability. Ciampi et al. [9] consider the case of distributed streams
of unidimensional numeric data, where each data source is a geo-referenced re-
mote sensor which periodically records measures for a specific numeric theme
(e.g., temperature, humidity). A combination of stream and spatial data min-
ing techniques is used to mine a new kind of spatio-temporal patterns, called
trend clusters, which are spatial clusters of sources for which the same temporal
variation is observed over a time window.

Spatial networks demand for attention not only on the attributes which may
describe nodes and links but also on the structural and topological aspects of the
network, namely the relationships among the nodes and the kind of links which
connect the nodes. In this direction, research on network analysis has mainly
investigated graph-theoretical approaches which oversimplify the representation
of spatial networks. Indeed, graph-theory mainly investigates structural aspects,
such as distance and connectivity, in homogeneous networks, while it almost ig-
nores the data heterogeneity issue, which is typical of spatial networks, where
nodes are of different types (e.g. in public transport networks, public services
and private houses should be described by different feature sets), and relation-
ships among nodes can be of different nature (e.g. connection by bus, railway
or road). Methods for learning and inference with networks of heterogeneous
data have been investigated in the context of statistical relational learning [15],
however the scalability issue that characterizes many most statistical relational
learning methods makes their application very challenging in the case of dynamic
networks due to continuous changes in the network.

7 Conclusions

In this paper, we have advocated a relational mining approach to spatial do-
mains, and we have presented some major research achievements in this direc-
tion. Research results are encouraging but there are still many open problems
which challenge current relational mining systems, namely:
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. a methodological support to the integration of spatial database technology

with data mining tools;

the potentially infinitely many spatial relationships which are implicitly de-
fined by spatial objects;

the efficient discovery of spatial patterns at various levels of granularity;
the demand for collective inference in predictive models which capture au-
tocorrelation;

the exploitation of the many unlabeled spatial objects in a semi-supervised
or transductive setting;

the need of new types of patters which capture the interactions between both
spatial and temporal dimensions in spatially static structures;

the structural changes of dynamic networks with heterogeneous spatial
objects.

Obviously, this list of challenges is not exhaustive, but rather it is indicative of
the necessity for developing synergies between researchers interested in spatial
data mining and relational learning. Some efforts have been made, but the two
research communities still work in relative isolation from one another, with little
methodological common ground. Nonetheless, there is good cause for optimism:
there are many real-world applications which cry out for this collaboration.
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Towards Programming Languages for Machine
Learning and Data Mining (Extended Abstract)
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Abstract. Today there is only little support for developing software
that incorporates a machine learning or a data mining component. To
alleviate this situation, we propose to develop programming languages
for machine learning and data mining. We also argue that such languages
should be declarative and should be based on constraint programming
modeling principles. In this way, one could declaratively specify the prob-
lem of machine learning or data mining problem of interest in a high-level
modeling language and then translate it into a constraint satisfaction
or optimization problem, which could then be solved using particular
solvers. These ideas are illustrated on problems of constraint-based item-
set and pattern set mining.

1 DMotivation

Today, machine learning and data mining are popular and mature subfields
of artificial intelligence. The former is concerned with programs that improve
their performance on specific tasks over time with experience and the later one
with analyzing data in order to discover interesting patterns, regularities or
models in the data. The two are intimately related in that machine learning often
analyses data in order to learn, and that data mining often employs machine
learning techniques to compute the regularities of interest, which explains why
we shall not always distinguish these two fields. Significant progress in the past
few years has resulted in a thorough understanding of different problem settings
and paradigms and has contributed many algorithms, techniques, and systems
that have enabled the development of numerous applications in science as well
as industry.

Despite this progress, developing software that learns from experience or ana-
lyzes data remains extremely challenging because there is only little support for
the programmer. Current support is limited to the availability of some software
libraries [2I] and the existence of data mining tools such as Weka and Orange,
most of which only support the most common tasks of machine learning and
data mining. Using these libraries for a specific application requires at best a
thorough understanding of the underlying machine learning principles and al-
gorithms; at worst it is impossible because the tool does not directly support
the targeted learning or mining task. What is lacking is a direct support for the
programmer of the machine learning software. This has motivated Tom Mitchell
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to formulate the following long term research question in his influential essay
The Discipline of Machine Learning [15]:

Can we design programming languages containing machine learning prim-
itives? Can a new generation of computer programming languages di-
rectly support writing programs that learn? ... Why not design a new
computer programming language that supports writing programs in which
some subroutines are hand-coded while others are specified as to be learned?

This question is not really new; it represents an old but still unrealized dream
that has been raised in a number different ways and contexts throughout the
history of artificial intelligence. For instance, some adaptive programming lan-
guages [120] have been developed that embed hierarchical reinforcement learning
modules in programming languages, while probabilistic programming languages
aim at integrating graphical models and uncertainty reasoning into program-
ming languages [9/4]. Other endeavors related to this question concern inductive
query languages, which extend database query languages with the ability to
declaratively query for patterns and models that in a database; these patterns
and models become ’first class citizens’ and the idea is to tightly integrate data
mining inside databases; this has been the topic of a lot of research since the
introduction of the vision by Iemielinski and Mannila [13]; cf. [3], and automatic
programming [2], inductive logic programming [16J5] and program synthesis by
sketching [12] which all attempt to synthesize in one way or another programs
from examples of their input and output behavior.

While all these approaches have contributed important new insights and tech-
niques, we are still far away from programming languages and primitives that
support the writing and integration of programs for machine learning problems
that arise in many applications.

In this extended abstract, we outline some principles and ideas that should
allow us to alleviate this situation and we illustrate them using a particular
example taken from our work on combining itemset mining and constraint pro-
gramming [I8/I7]. Using this preliminary work, some interesting directions for
further research are pointed out.

2 Machine Learning and Data Mining as Constraint
Satisfaction and Optimization Problems

What we believe is necessary to realize Mitchell’s vision, is a way to declaratively
specify what the underlying machine learning problem is rather than outlining
how that solution should be computed. Thus a number of modeling and infer-
ence primitives should be provided that allow the programmer to declaratively
specify machine learning and data mining problems. This should be much easier
than implementing the algorithms that are needed to compute solutions to these
problems. Contemporary approaches to machine learning and data mining are
too procedural, that is, they focus too much on the algorithms and the opti-
mizations that are necessary to obtain high performance on specific tasks and
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datasets. This makes it hard to identify common primitives and abstractions
that are useful across a wide range of such algorithms. Yet abstraction is nec-
essary to cope with the complexity of developing software. To make abstraction
of the underlying algorithms we believe it is useful to assume that

Machine learning and data mining tasks can be declaratively expressed as con-
straint satisfaction and optimisation problems.

This assumption can be justified by observing that it is common practice to de-
fine machine learning tasks as those of finding an approximation f of an unknown
target function f from data D such that

1. f belongs to a particular hypothesis space H, that is, f € H;

2. f is a good approximation of the target function f on the training data, that
is, f(D) ~ f(D); and/or

3. f scores best with regard to a scoring function score(f, D), that is, f =
arg max ey score(f, D).

This type of problem is essentially a constraint satisfaction and optimization
problem where the requirements f € D and f (D) = f(D) impose constraints on
the possible hypotheses and the second requirement f = arg maxsey score(f, D)
involves the optimization step. In data mining, this is often formulated as com-
puting a theory Th(H,D,q) = {f € H|q(f, D) is true}, where H is the space of
possibly hypotheses, D the dataset and q specifies the constraints and optimiza-
tion criteria [14].

We shall refer to the ensemble of constraints and optimization criterion as the
model of the learning task. Models are almost by definition declarative and it
is useful to distinguish the constraint satisfaction problem, which is concerned
with finding a solution that satisfies all the constraints in the model, from the
optimization problem, where one also must guarantee that the found solution be
optimal w.r.t. the optimization function. Examples of typical constraint satisfac-
tion problems in our context include local pattern mining, where the constraints
impose for instance a minimum frequency threshold, and concept-learning, where
the hypothesis should be consistent w.r.t. all examples. Typical optimization
problems include the learning of support vector machines, where one wants to
minimize the loss, and the parameters of a graphical model, where one wants to
maximize the likelihood.

3 Declarative Programming for Machine Learning and
Data Mining

Specifying a machine learning or data mining problem as a constraint satisfaction
and optimization problem enables us to treat machine learning and data mining
problems as any other constraint satisfaction and optimization problem. General
methodologies for solving wide ranges of constraint satisfaction problems, as well
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as the inclusion of these methodologies in programming languages, have been
well studied within the field of constraint programming since the early 90s [19].

Applying the modeling principles of constraint programming to machine learn-
ing and data mining leads naturally to a layered approach in which one can
distinguish:

the modeling (M) language is the most abstract language, which allows us
to declaratively specify the problem; at this level the machine learning or
data mining problem is encoded in a similar way as that used by machine
learning and data mining researchers for specifying problems of interest;

the constraint satisfaction and optimization (CSO) language is a lower
level language for specifying constraint satisfaction and optimization prob-
lems at an operational solver level, that is, at this level the problem is en-
coded in a way that is understood by solvers, and that may also include
some procedural elements;

the programming (P) language is the (traditional) programming language
which serves as the host language; at this level one can outline how to com-
pute the inputs for the machine learning and data mining models and how
to process the outputs.

In constraint programming, Essence [0] is an example of a modeling language. It
allows one to specify combinatorial problems in almost the same way at that used
in textbooks (such as Garey and Johnsson’s [7]). The challenge is to translate
these specifications into models at the CSO level, so that solutions can be com-
puted by existing solvers. Finally, these solvers are embedded inside traditional
programming languages.

A benefit of this approach is that it decouples the modeling language from
the solver. In this regard, not only constraint programming solvers, but also
satisfiability solvers or integer programming solvers could be used as a back-
end, where applicable.

To illustrate these ideas, consider the following example pptaken from our
work on combining constraint programming and pattern mining [I8/17), which
fits within this paradigm. More specifically, we show the M and CSO-level specifi-
cations in Algorithms 1 and 2 for frequent itemset mining. This involves finding
sets of items that frequently occur in a set of transactions. Frequent itemset
mining is probably the simplest and best studied data mining problem.

Algorithm 1. Frequent Item-Set Mining at the M-level

: given Nr'T, Nrl : int > # transactions, # item
given D: matrix of boolean indexed by [int(1 ..NrT), int (1 .. NrI)] > the dataset
given Freq: int > frequency threshold

find Items: matrix of boolean indexed by [int(1 ..NrI)]
such that frequency(Items, D) > Freq.

Algorithm 1 directly encodes the frequent itemset mining problem at the
M-level. The CSO-level, illustrated in Algorithm 2, is a much more detailed
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Algorithm 2. Frequent Item-Set Mining at the CSO-level

1: given NrT, Nrl : int > # transactions, # item
2: given D:matrix of boolean indexed by [int(1 ..NrT), int (1 .. NrI)] > the dataset
3: given Freq: int > frequency threshold
4: find Items: matrix of boolean indexed by [int(1 ..NrI)]

5: find Trans: matrix of boolean indexed by [int(1 ..NrT)]

6: such that

7: for all t:int(1 .. NrT) > coverage constraint
8: Trans(t) <=>((sum i: int(1..NrI). !D[t,i]*Items[i]) <=0)

9: for all i:int(1 .. NrI) > frequency constraint
10: Items(i) =>((sum t: int(1..NrT). D[t,i|*Trans[t]) >=Freq)

level model which provides an efficient encoding that can almost directly be
written down in the primitives supported by constraint programming systems
such as Gecode [8] In the CSO formulation of the problem, one searches for
a combination of two vectors Items and Trans such that 1) the transaction-set
encoded by Trans corresponds exactly to all transactions in the dataset that are
covered by the itemset encoded by Items (the coverage constraint); and 2) the
itemset is frequent; cf. [I8[I7] for more details.

In a series of papers [I8/17] we have shown that the same declarative constraint
programming principles can not only be applied to frequent itemset mining but
also to a wide variety of constraint-based pattern mining tasks such as find-
ing maximal, closed, discriminative itemsets, ... This often involves only minor
changes to the constraints. For instance, finding maximal frequent itemsets in-
volves changing the “=>” implication in the frequency constraint in a “<=>"
double implication, which shows the flexibility and power of the constraint pro-
gramming approach. In addition, we have studied an extension of the pattern
mining tasks to mining sets of k patterns [10] that satisfy constraints and we
have shown that several well-known data mining tasks such as concept-learning,
tiling, redescription mining and a form of conceptual clustering can be modeled
within this framework.

Compared to using pattern mining algorithms present in libraries such as
Weka, the benefit of the proposed approach is that it is easier to extend with
further constraints and that it is easier to extend towards other settings: whereas
in the procedural approach it is necessary to modify the algorithm in the library
itself, in our proposed approach it suffices to change the high-level model of the
problem, where any constraint provided in the modeling language can be used.
For instance, by including statistical tests as a primitive in a modeling language,
we could easily extend frequent itemset mining towards finding statistically rel-
evant itemsets without implementing a new algorithm [17].

! The notation used in Algorithm 2 deviates from the actual one used by Gecode,
as Gecode models problems in the C++ host language. It closely mirrors the way
constraints CSO problems can be specified in Gecode, however.
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4 Challenges

Whereas our previous work showed that constraint programming provides an
interesting approach to addressing basic itemset mining problems, extending this
approach towards other data mining and machine learning tasks faces several
important challenges.

First, most current constraint programming systems are finite domain solvers,
that is, they solve problems in which all variables are discrete and finite. In data
mining and machine learning many tasks involve numerical computation and
optimization, for instance, in statistical and Bayesian learning. Most current CP
solvers are not well equipped to solve such numerical problems and do not yet
provide a suitable language at the CSO-level. To deal with this issue in a scalable
and usable manner, solvers are needed that also support numerical primitives
such as convex optimization.

Fortunately, a key feature of constraint programming systems is their ex-
tendibility towards new constraints. A core area of CP research is that of devel-
oping propagators for new global constraints, i.e. constraints that involve many
variables. An initial step could be to develop global constraints, as well as their
propagators, for a number of showcase applications in mining and learning, such
as clustering and Bayesian modeling; initially, these constraints could operate on
discrete decision variables, while later on adding non-discrete decision variables
can be considered.

Second, many data mining and machine learning problems are computation-
ally hard so that it cannot be expected that a global solution can be calculated
in reasonable time. In many cases, this might not even be needed and finding
a locally optimal solution is sufficient. A solver is needed in which the speci-
fied problem is solved using local search or heuristic search. Ideally this solver
would make reasonable choices with respect to how to perform the local search
by itself, and only limited input by the user is needed at the P-level. Also here
programming languages for local search under development in the constraint
programming community could provide a useful starting point [11].

Third, even in the discrete case the current CSO modeling languages are
not well adapted to machine learning and data mining tasks. In any language
for mining and learning one would expect support for basic concepts such as
datasets, coverage, and error, but there is currently no language at the M-level
which supports these and makes modeling easy. Developing a suitable language
at the M-level cannot be seen independently from developments at the other
levels. The M-level language should be such that automatically mapping it to
an appropriate model at the CSO-level is feasible; if new primitives are needed
in underlying solvers, their implementation should be made easy. Also at the M-
level there are significant challenges in designing effective and declarative high
level modeling primitives; for instance, to model statistical and Bayesian learning
approaches.

Fourth, a remaining challenge is that of dealing with structured data. When
the data consists of networks, graphs, text, or logical descriptions, it is not
clear how current solvers can be applied; it may be that new solvers are needed
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(CSO-level), or that the mapping from the M-level to the CSO-level needs further
study, exploiting results in grounding logical formulas, for instance.

5 Conclusions

In this extended abstract, it has been argued that programming languages for
machine learning and data mining can be developed based on principles of con-
straint programming. This would involve declarative models specifying the ma-
chine learning or data mining problem at hand, and then, translating it into a
lower level constraint satisfaction and optimization problem that can be solved
using existing solvers. These preliminary ideas have been illustrated using our
existing work on constraint programming and pattern mining. They leave open
a large number of interesting research questions.
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Abstract. The paradigm of Granular Computing has emerged quite
recently as an area of research on its own; in particular, it is pursued
within the rough set theory initiated by Zdzistaw Pawlak. Granules of
knowledge can be used for the approximation of knowledge. Another
natural application of granular structures is using them in the classifi-
cation process. In this work we apply the granular classifier based on
rough mereology, recently studied by Polkowski and Artiemjew 8 vl w4
algorithm in exploration of DNA Microarrays. An indispensable element
of the analysis of DNA microarray are the gene extraction methods, be-
cause of their high number of attributes and a relatively small number
of objects, which in turn results in overfitting during the classification.
In this paper we present one of our approaches to gene separation based
on modified F' statistics. The modification of F statistics, widely used
in binary decision systems, consists in an extension to multiple decision
classes and the application of a particular method to choose the best
genes after their calculation for particular pairs of decision classes. The
results of our research, obtained for modified F' statistics, are comparable
to, or even better than, the results obtained in other methods with data
from the Advanced Track of the recent DNA Microarray data mining
competition.

Keywords: rough mereology, granular computing, rough sets, DNA
microarrays, features extraction.

1 Introduction

The last few years have seen a growing interest in the exploration of DNA mi-
croarrays; the more so due to some meaningful competitions, see [I7]. A number
of researchers have attempted to find effective gene extraction methods and clas-
sifiers in order to predict particular scientific problems. An exemplary application
can be the ability to detect some illnesses, or predict vulnerability to some dis-
eases, and distinguish some organisms’ features or types. The main motivation to
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use our granular methods in DNA microarray exploration was our participation
in the discovery challenge, see [I7] at Tunedlt platform. Our algorithm, based
on the modified Fisher method [7] with our weighted voting classifier 8 v1 w4
see [14], reached eighteenth place on the basic track of this competition, and was
worse only by 3.491 per cent balanced accuracy than the winner. Since that time
we have been carrying out intensive research on new methods of gene extrac-
tion, and we have created more than 20 new methods of gene extraction. One of
the effects of our work was the idea of DNA gene extraction methods based on
modified F' statistics.

This work is devoted to the classification problems of DNA arrays, with the use
of the methods of granular computing presented in [12], [13]. In the Introduction
we briefly show the idea of DNA microarrays, and define the basic concepts of
granular computing in the sense of Polkowski , op.cit., and recall the idea of
granular classification ([12], [13], [14]).

1.1 DNA Microarrays

The complementary DNA microarray is the most commonly used type of DNA
microarrays, which is cheaper than other types of medical microarrays. The basic
information about DNA microarray can be found in [4], [5], [6] and [I5].

The DNA microarray is a tool which provides the means of measuring the
gene expression on a mass scale, by simultaneously examining up to 40000 DNA
strands with respect to their hybridization with complementary DNA (cDNA).

This analysis technique is widely applied in genome sequencing, for example
the recognition of genes responsible for specific illnesses, etc. From the classi-
fication point of view, each gene can be regarded as an attribute and its value
is the intensity of the bond with cDNA. A large number of attributes calls for
new methods of data analysis, and in this paper we apply methods of granular
classification, especially the method of weight incrementation in weighted voting
by residual classifiers, as proposed in [2] and [14].

1.2 Basic Notions of Rough Set Theory and Granular Theory

In the light of rough set theory, knowledge can be represented by means of
information or decision systems. An information system is defined as a pair
(U, A) where U is a universe of objects, and A is a set of attributes; a decision
system is defined as triple (U, A, d) where d ¢ A is a decision. Objects in u are
represented by means of information sets: Infa(u) = {(a = a(u)) : a € A} is the
information set of the object u; the formula (@ = a(u)) is a particular case of a
descriptor of the form (a = v) where v is a value of the attribute a € AU {d}.
Decision rules are expressions of the form

A (a=a(w) = (d = d(u)) (1)
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In the classic meaning, the granulation of knowledge in information/decision
systems consists of partitioning the set of objects U into classes of the indis-
cernibility relation

IND(A) = {(u,v) : a(u) = a(v) for each a € A} (2)

Each class [u]a = {v € U : (u,v) € IND(A)} is interpreted as an elementary
granule, and unions of elementary granules are granules of knowledge. Thus gran-
ulation, in this case, means forming aggregates of objects which are indiscernible
over sets of attributes.

Rough inclusions, due to [ITJ12], are relations which in natural language can
be expressed by saying that ‘an object x is a part of an object y to a degree of
r’. A formal description of a rough inclusion is as a relation,

pwCUXux|0,1] (3)

In [12], [13], some methods for inducing rough inclusions in information/decision
systems were introduced, from which we apply in this paper methods based on
voting by test objects by means of weights computed with the help of residual
rough inclusions, which we will now discuss.

Granular computing, introduced by Zadeh [I§], consists in replacing objects
with ‘clumps of objects’ collected together by means of a similarity relation,
and in computing using these aggregates. In our setting, granules are formed by
means of rough inclusions in the way pointed to in [12], see a survey in [13]. In
formal terms, for a rough inclusion pu, an object u, and a real number r € [0, 1],
a granule about u of radius r, g(u,r) is defined as follows,

g(u,r) - {U eU: /U'(va U,?”)} (4)

1.3 Granular Classification of Knowledge

This type of granules may be applied in synthesis of a classifier in the way
first proposed in [I2]. The idea consists of fixing a radius of granulation r, and
computing granules g(u,r) for all objects u € U. From the set of all granules a
covering C'(U, r) is chosen, usually by means of a random choice. For each granule
g € C(U,r), factored values a(g) of attributes a on g are computed, usually by
means of majority voting, with random resolution of ties. The decision system
(UC,r),{a : a € A},d) is called a granular resolution of the initial decision
system (U, A, d). For the granular resolution, various methods known in rough
sets or elsewhere for classifier synthesis can be applied. The main features of
this approach, see [2I3], [14], are: noise reduction - resulting in higher accuracy
of classification - and classifier size reduction, resulting in much smaller number
of classifying rules.

In the next section we describe in more detail rough inclusions used in this
work along with their usage in analysis of DNA microarrays.
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2 Application of Residual Rough Inclusions

For the decision system (U, A,d), we outline a rough inclusion based on the
notion of a residuum of a t-—norm.

2.1 Residua of T-Norms, Residual Rough Inclusions

The function T : [0,1] x [0, 1] — [0, 1] which is symmetric, associative, increasing
in each coordinate, and subject to boundary conditions: T'(z,0) = 0,T(z,1) = «,
is a t—norm, see, e.g, [8]. Examples of t—norms are,

1. (the Lukasiewicz t-norm) L(z,y) = max{0,x +y — 1}.

2. (the Product t-norm) P(x,y) =z - y.

3. (the Minimum t-norm) M (z,y) = min{z, y}.
By a residuum x =7 y of a t—norm T, a function is meant, defined by means of,

x=py>rifandonlyif T(z,r) <y (5)

As all t-norms L, P, M are continuous, in their cases, the residual implication is
given by the formula,

x =7y =max{r:T(z,r) <y} (6)
Residual rough inclusions on the interval [0, 1] are defined, see, eg, [13] as,

pr(x,y,r)if and only if © =>ry>r (7)

2.2 A Voting Scheme for Decision Value Assignment

In classifier synthesis, this rough inclusion, e.g., induced by the Lukasiewicz t—
norm L, is applied in the following way. As usual, the data set is split into training
set and the test set. For a test object u, training objects v vote for decision value
at u by means of weights

w(v,u,e) = dise(u,v) =7 ind:(u,v) (8)

For each decision value vg4, a parameter,

Param(vg) = Z w(v,u,€) (9)

{vEUrpn:d(v)=v4}
is computed and the decision value assigned to u is vg(u) with the property that
va(u) = min{Param(vq) : v4} (10)

We have introduced basic facts about our approach, and now we return to our
analysis of DNA microarrays.
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3 DNA Microarray Features Extraction Method

The main purpose of this work is to present a selected gene extraction method
based on modified F' statistics - by using a classifier based on mereological gran-
ules. The data presented in this paper can be interpreted without context, be-
cause all the decision classes of the examined DNA microarrays are classified in
a general sense, as one big decision system.

The huge amount of information obtained from DNA microarrays, due to the
large number of gene—attributes, needs some preparatory methods in order to
reduce this amount of information. We attempt to choose the genes that best
separate the decision classes. Our approach to the separation of classes in this
paper is as follows.

We have applied here F' statistics, extended over multiple decision classes,
which are well-known for the separation of the two decision classes.

Features Extraction Method Based on Modified F' Statistics Method:
Case6 (MSF6). For the decision system (U, A, d), where U = {uy, ua, ..., un},
A ={ay,a9,...,an}, d & A, classes of d: ¢, ¢a, ..., ¢, we propose to obtain the
rate of separation of the gene a € A for pairs of decision classes c¢;, ¢j, where
i,j=1,2,....,k and 7 # j in the following way. We let,
MSTR,, ., (a)

B B 11
Fe;c;(a) MSE,, ., (a) Y

Ci ={a(u) :u € U and d(u) = ¢;},C} = {a(v) : v € U and d(v) = ¢;}.

o HDlalu):ueU and d(u) = ¢;} o {3 aw):velUanddv) =c;}
¢ card{C¢} T card{C}}
ot {3 a(uw):uelUand (du) = ¢ or dlu) =c¢;)}
hJ card{C{'} + card{C{ } ’

MSTR., ,(a) = card{C{} « (C{ — C_’,ffj)2 + card{C{} * (C§ — é;fj)Z

card{C¢ Sa card{C}} Ya
9 a(u) — Co)+ o  (a(om) — C9)

. =1
MSE., ., (a) = card{C¢} + card{C9} — 2

where w; € Cf, 1 =1,2,...,card{C}'}, vy, € Cj,m =1,2,...,card{C}'}

After the rate of the separation F, . (a), are computed for all genes a € A and
all pairs of decision classes c;,cj, where ¢ # j and ¢ < j genes are sorted in
decreasing order of , F, ., (a)
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Fl o >F2 o > >FHA) whereiy € {1,2, .., k—1}and s € {i1+1, ..., k}
Finally, for experiments we have chosen the fixed number of genes from the
sorted list by means of the procedure,

Procedure
Input data
A —1
iter < 0
fori=1,2,...,card{A} do
for j1; =1,2,...,k—1do
for j2 = jl + 17 ,k‘ do

if Fo, c;,(a) =F; . (a)anda g A’ then
A — a

iter «— iter + 1
if iter = fixed number of the best genes then
BREAK
end if
end if
end for
if iter = fixed number of the best genes then
BREAK
end if
end for
if iter = fized number of the best genes then
BREAK
end if
end for
return A’

4 Augmented Weighted Voting by Granules of Training
Objects

The voting scheme proposed in sect. is here augmented along the lines of [2].
The idea is to increase or decrease weights depending on the case, as shown in
five variants (as Algorithms 8 v1.1, v1.2, v1.3, v1.4, v1.5 of [2]). These variants
are described in [, [I4], but in this work we use only the best algorithm among
those studied, variant 8 v1.4.

The procedure of chosen algorithm is as follows:

Step 1. The training decision system (Uyprn, A, d) and the test decision system
(Utst, 4, d) have been input, where Uy, Uy, are, respectively, the test set and
the training set, A is a set of attributes, and d is a decision.
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Step 2. max attr, and min attr, have been found from the training data
set, where max attr,, min attr, are, respectively, the maximal and the minimal
value of attribute a on the training set.

Step 3. A chosen value of € (determining attribute similarity degree) has been
input.

Step 4. Classification of testing objects by means of weighted granules of train-
ing objects is done as follows:

For all conditional attributes a € A, training objects v, € Upp, where p €
{1,...,card{Usn} and test objects uy € Us, where ¢ € {1, ..., card{Us}, for

a(ug)—a(vp)|

gl we compute
raiNg

traing = max attrq —min attre and ||a(uq) —a(vp)|| = |

Subcase a) If ||la(uq) — a(vp)|| > €, then

|la(ug) — a(vp)|

wltig, 0p) =Wty 00) + i (e + Ylatug) — a(up)])

_ |a(ug) — a(vp)|
w(ug, vp) = wltg, vp) + traing * € + |a(ug) — a(vy)|
Subcase b) If [|a(ug) — a(vp)|| < €, then

|a(uq) — alvp)|
traing * €

After weights in either Case are computed - for a given test object u, and
each training objects v, - the voting procedure comprises computing values of
parameters,

Param(c) = Z w(ug; vp), (12)
{vp €Utrn:d(vp)=c}

for Ve, decision classes.

Finally, the test object u, is classified to the class ¢* with a minimal value of
Param(c).

After all test objects u, are classified, quality parameters Total accuracy and
Total coverage are computed.

The results for our algorithms with real DNA microarrays (see Table [I] from
Advanced Track of Discovery Challenge see [16] and [I7]) are reported in the
next section.
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5 The Results of Experiments with Leave One Out
Method for Sample DNA Microarray Data

As we have studied, DNA microarrays contain unequal and small significant
decision classes - see Table [Il - which is why we are evaluating results by a
balanced accuracy parameter,

Bace — acce, + acce, + ... + acce, (13)

k

Due to considerations of space, only an exemplary test can be discussed here. We
apply our best classification algorithm 8 v1.4 among those studied [I] based on
weighed voting with fixed parameter € = 0.01, and our feature extraction method
with Leave One Out method (LOO). For Leave One Out method a confusion
matrix is built, in which the tested objects from all folds are treated as one
test decision system. The motivation to use the Leave One Out method can be
found, among other places in [9] and [I7]. These papers prove the effectiveness
and almost unbiased character of this method. Another argument proving its
effectiveness it that FS4+LOO model was successfully used for microarray data
by the winners of the Advanced Track competition [I7].

Table 1. An information table of the examined data sets (see [16]); datal = anthra-
cyclineTaxaneChemotherapy, data2 = BurkittLymphoma, data3 = HepatitisC, data4d
= mouseType, datab = ovarianTumour, data6 = variousCancers final

Data.name No.of.attr No.of.obj No.of.dec.class The.dec.class.details
datal 61359 159 2 1(59.7%), 2(40.2%)
data?2 22283 220 3 3(58.1%), 2(20%), 1(21.8%)
data3 22277 123 4 2(13.8%), 4(15.4%), 1(33.3%), 3(37.3%)
3(9.8%), 2(32.2%), 7(7.4%), 6(18.2%),
datad 45101 214 7 5016.5%). 4(9.8%) . 1(6%)
datas 54621 283 3 3(86.5%), 1(6.3%), 2(7%)
datab 54675 383 5 3(6.2%), 2(40.4%), 4(10.1%), 7(5.2%), 5(12.2%),

6(10.9%), 8(4.1%), 9(4.6%), 10(5.7%)

5.1 The Results for Our Gene Extraction Method

DNA microarray gene separation method MSF6 based on modified statistic F
produces one of the best average results in a global sense from among all the
methods that we have studied. On the basis of average results for our best
method - see Table 2] - we can conclude that the best balanced accuracy 0.789
for all examined data has been obtained with only 50 genes. Tabled presents the
comparison of our best results and the results of the winners of Advanced Track
discovery challenge - see [I7]. It is evident that our methods are comparable
to, or even better than, other methods. Balanced accuracy computed in all 28
decision classes of examined data is about 3 percent better than the best from
Advanced Track [17].
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Table 2. Leave One Out; The average balanced accuracy of classification for MSF6
algorithm; Examined data sets: all from Table [t No.of.genes = number of classified
genes, method = method’s name

method\No.of.genes 10 20 50 100 200 500 1000
MSF6 0.718 0.759 0.789 0.782 0.781 0.777 0.783

Table 3. Leave One Out; 50 genes; The balanced accuracy of classification for all 28
decision classes with MSF6 algorithm; Examined data sets: all from Table [I acc, =
Balanced Accuracy

data.class acc, data.class accy, data.class accy data.class accy
datal.l 0.568 data3.1 0.927 data4.4 0.81 data6.4 0.538

datal.2 0.703 data3.3 0.87 data4.1 1 data6.7 1
data2.3 0.969 data4.3 0.952 data5.3 0.963 data6.5 0.809
data2.2 0.977 data4.2 0.536 datab.1 1 data6.6 0.714

data2.1 0.688 data4.7 0.438 datab5.2 0.4 data6.8 0.938
data3.2 0.941 data4.6 0.359 data6.3 0.958 data6.9 0.833
data3.4 1 data4.5 0.629 data6.2 0.665 data6.10 0.909

Table 4. Average balanced accuracy; Modified F' statistics vs Advanced Track results
of the Discovery Challenge [17]; Examined data sets: all from Table [T} in case * Leave
One Out result for 50 genes

method Balanced Accuracy
MSF6* 0.789
RoughBoy [17] 0.75661
ChenZe [17] 0.75180
wulala [I7] 0.75168

6 Conclusions

The research results for our 8 vl w4 classification method [2], [I4] (with gene
extraction MSF6 algorithm with examined data) are comparable to the best
results from the Advanced Track of data mining contest see [I7]. Those results
have been evaluated by means of average balanced accuracy computed in all
28 decision classes of examined data. What follows from our experiments is
that the essential element of gene separation methods is the way to choose the
best genes after their calculation. In the case of the MSF6 method we choose
genes which best separate particular pairs of decision classes one by one from all
combinations, without the repetition of length 2 of decision classes.

The search is in progress for a theoretical explanation of the effectiveness
of gene separation methods, based on F' statistics, as well as work aimed at
developing the theoretical description of these statistics, and will be reported.
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Abstract. Dynamics with respect to attributes in an information (de-
cision) table is studied. That is, we show how the main rough set in-
struments change when new knowledge (in form of new attributes) is
available. In particular, we analyze the approximations, positive regions,
generalized decision, reducts and rules. With respect to classification, an
algorithm to update reducts and rules is presented and a preliminary
study on rule performance is given.

1 Introduction

In [2] we gave a classification of dynamics in rough sets. The main distinction was
between synchronous and asynchronous dynamics. In this second case, we char-
acterized different ways to have an increase, or dually decrease of information,
in time and with respect to three different approaches to rough sets: Information
Tables, Approximation Spaces and Coverings. When considering Information Ta-
bles, we can have an increase of information with respect to objects, attributes
and values (a formal definition will be given in the next section). Increase of
information with respect to objects has been studied in [I1], where an algorithm
to incrementally update the reducts has been proposed. In [12] objects observed
at different times are collected in a unique temporal information system, which
is then studied, for instance with regards to changes of functional dependen-
cies between attributes. In [3] increase of information with respect to values is
addressed. The authors show how approximations and positive regions change
when an unknown value becomes known and an algorithm to update reducts is
also proposed. Grzymala-Busse [4] analyses in quantitative terms what happens
when known values are turned to unknown. The result is that imprecise tables
(i.e., with more unknown values) generate better rules.

Here we are focusing on attributes and study what happens when we add (or
delete) an attribute to an Information Table. At first, we give some theoretical
results. In particular, we study the behaviour of set approximations, positive
regions and reducts. Then, we deal with rule performance in applications.

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 43[51] 2011.
© Springer-Verlag Berlin Heidelberg 2011
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2 Preliminary Notions

2.1 Rough Sets Basis

Information Tables (or Information Systems) [709] are basic terms of rough set
theory. They have been defined to represent knowledge about objects in terms
of observables (attributes).

Definition 2.1. An Information Table is a structure K(X) = (X, A,val, F)
where:

— the universe X is a non empty set of objects;

— A is a non empty set of condition attributes;

— wval is the set of all possible values that can be observed for all attributes;

— F (called the information map) is a mapping F : X x A — val U {x} which
associates to any pair object—attribute, the value F(x,a) € val assumed by
the attribute a for the object x. If F(x,a) = * it means that this particular
value is unknown.

Let us note that we do not deal with different semantics of incomplete informa-
tion tables, but simply take into account that for some reason a value can be
missing, i.e., F(z,a) = *.
A decision table is an Information Table where the attributes are divided in
two groups AU D, with A condition attributes and D decision attributes which
represent a set of decisions to be taken given the conditions represented by A.
Usually, |D| = 1.

Given an information (or decision) table, the indiscernibility relation with
respect to a set of attributes B C A is defined as

2Zpy iff Va € B, F(z,a) = F(y,a)

This relation is an equivalence one, which partitions X into equivalence classes
[x] B, our granules of information. Due to a lack of knowledge we are not able to
distinguish objects inside the granules, thus not all subsets of X can be precisely
characterized in terms of the available attributes B. However, any set H C X can
be approximated by a lower and an upper approximation, respectively defined
as:

Lp(H)={x:|z]p CH} (2.1a)
Up(H) ={z:[z]pNH # 0} (2.1b)

Other forms of imprecision arise in decision tables, since it may happen that
two objects with the same conditions have different decision. In this case the de-
cision table is said non-deterministic, and we can define the generalized decision:

dp(x) ={i: F(y,d) =iand 2Zpy}

Thus, in a non-deterministic situation, only a subset of objects can be precisely
classified: the positive region of the decision table, defined as

POSp(K(X),d) = ULp([x](a})
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A decision table can be simplified by searching for a reduct: the smallest set
of attributes which preserves the classification. More precisely, given a decision
table, a set of attributes B; C A is a reduct of By C A if

1. By and By generate the same generalized decision: for all objects = € X,
531 (33) = 632 (3’]),

2. A minimality condition holds: for all C' C Bs such that dc = dp,, then
By CC.

Clearly, there can be more than one reduct for a given set Bs.

Finally, classification rules can be deduced by a reduct or directly computed
by a proper algorithm, for instance LEM (and its descendants). Here, we are
not going into details on how we can obtain rules, for an overview the reader is
referred to [8]. We just denote a rule as r : a; =v1,...a, = v, — dy ords...or
dmm, with the meaning that when conditions a; = v; are satisfied than an object
can belong to one of the decisions d;. Of course, in the deterministic case we
have m = 1, that is only one decision is possible.

2.2 Temporal Dynamics in Information Tables

If we consider an information system evolving in time, it may change in terms of
objects, attributes, values or information map. We can describe three different
situations where the knowledge increases going from time ¢ to time ¢ 4+ 1 and
they are formalized in the following way.

Definition 2.2. [2] Let K (X,) = (X, Ay, valy, F1) and K*)(Xy) =
(X2, Az, valy, Fy), with ti,ta € R, t1 < ta be two Information Tables. We will
say that there is a monotonic increase of information from time t1 to time to

— wrt values iff K1) and K*2) are defined on the same set of objects, attributes
and values and Fy(z,a) # % implies Fy(z,a) = Fi(x,a).

— wrt attributes iff X, = Xo, i.e., K& and K*2) are defined on the same set of
objects and A; C Ay, valy Cwvaly andVa € Ay, Vr € Xy, Fa(z,a) = Fi(z,a).

— wrt objects iff K1) and K*) have the same set of attributes and values,
X1 C Xy and Vzx € X1, Fa(z,a) = Fi(z,a).

In all the three cases we can also define a decrease of knowledge when the reverse
orderings hold. In the sequel we focus on the increase/decrease with respect to
attributes.

Ezample 2.1. In Table [l we can see a monotone increase wrt attributes from
time ¢; to time ¢y since the new attribute Rooms is added while the others do
not change.
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Table 1. Flats incomplete information systems

Observer at time t1
Flat Price Down-Town Furniture

f1  high yes *

f2  high yes no
fs * yes no
fa o * * yes

Observer at time t2
Flat Price Rooms Down-Town Furniture

f1  high 2 yes *

f2 high * yes no
fs * 2 yes no
fa 1 * yes

3 Theoretical Results

Now, we give some results showing that, as expected, to a new attribute corre-
sponds a deeper knowledge on the problem. At first, in proposition 3] (already
given in [I] without proof), we see that an increase of knowledge with respect
to attributes leads to better approximations.

Proposition 3.1. Let K*)(X) and K*)(X) be two information systems char-
acterized by a monotone increase of knowledge with respect to attributes from
time tg to time t1. Then

Lig(H) € Ly (H) € H C U (H) € U (H).

Sketch of Proof. With a new attribute, equivalence classes become smaller. Hence,
from equations (2J]) more objects can belong to the lower approximation and
less to the upper.

Let us note that the above proposition can be applied to more general rough-set
models, for instance tolerance rough sets. Indeed, in order to apply it, it is suffi-
cient to have a situation in which a new attribute induces a smaller granulation
or not greater one.

As a consequence of proposition Bl also the number of objects that can be
correctly classified (that is the positive region of the decision table) increases.

Proposition 3.2. Let K*)(X) and K*)(X) be two information systems char-
acterized by a monotone increase of knowledge with respect to attributes from
time tg to time t1. Then,

POSp(K)(X),d) € POSE(K*)(X),d)
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Proof. Tt follows from definition and proposition [3.1]

As expected, generalized decisions have the opposite behaviour: for a given ob-
ject, its generalized decision becomes smaller.

Proposition 3.3. Let () (X) and K*)(X) be two information systems char-
acterized by a monotone increase of knowledge with respect to attributes from
time to to time t1. Then, for all x € X :

6At1 (IL‘) - 6Az0 (IL‘)

Proof. Also this result is due to a finer granulation of the objects when having
more attributes.

3.1 Reducts Update

Now, let us consider the reducts. Supposing that A;, C A;,, it can happen that
Red,,, the reduct of Ay, is a reduct of A;,. In this case the reduct at time ¢;
does not change. On the contrary, if Red,, is not a reduct of A;,, we have that
Redy,, C Redy,, and the rules obtained at time ¢; are more precise, in the sense
that they contain more conditions. If we desire to compute the reducts at time t;
we can start from an existing one and update it, instead of re-calculating them
all. For the sake of simplicity, let us suppose that we add only one attribute a
from time tq to time #;. A way to update a reduct is sketched in algorithm [l

Algorithm 1. Update reducts

Require: A set of objects X = {z1,z2,...2n}, a reduct Redy,, a new attribute a
Ensure: An updated reduct

=1
while (514,,1 (xl) = (514,,0 (xl) do
increase 4
end while
if i #n 4+ 1 then
add a to the reduct: Red;, = Red, U {a}
end if

That is, we add a to the reduct Redy, if it enables to discern objects belonging
to different decision classes which were equivalent with respect to attributes in
Redy,. Clearly, if we add more than one attribute we can proceed by applying
the above algorithm for each attribute. In this case, the order of considering the
attributes will influence the result (heuristics can be found in literature [§]) and
we may also loose some reduct respect to computing them from scratch. Another
approach could be to ask if there exists a reduct at time ¢; which contains the
reduct at time ¢p. This can be solved in polynomial time similarly to the covering
problem discussed in [6].
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Ezample 3.1. Let us consider a simple example of a medical decision table (tables
2 B), in which patients are characterized according to some attribute and a
decision on their disease has to be taken.

At time to a possible reduct is made of only one attribute: Red;, ={Pressure}.
At time ¢; we add the attribute Temperature and we recompute the generalized
decision. We have that d4, (71) = {A} # {A, NO} = 64, (21). Hence, we add
the attribute Temperature and obtain Red;, ={Pressure, Temperature}.

Table 2. Medical decision table, time tg

Patient Pressure Headache Muscle Pain Disease

p1 2 yes yes A
P2 3 no yes B
D3 1 yes no NO
Da 2 no yes NO

Table 3. Medical decision table, time ¢;

Patient Pressure Headache Muscle Pain Temperature Disease

p1 2 yes yes very high A
D2 3 no yes high B
3 1 yes no normal NO
P4 2 yes yes high NO

3.2 Rules Update

A similar method to the one described for reducts can be applied directly to
rules. The deterministic rules are not changed, since the new attribute will not
affect the classification. Imprecise rules can be improved if the new attribute is
able to discern similar objects with different decisions. In algorithm [l a rule is
substituted by a set of new rules.

We add a new rule if (condition at line 4) the set of objects satisfying the
conditions of the actual rule is not contained in one of the equivalence classes
with respect to the new attribute. Let us note that the new rules are better than
the hold ones in the sense that they have less elements in the right part.

Ezxample 3.2. Let us consider the same decision tables of example Bl A rule at
time tg is

ro : Pressure = 2, Headache = yes, Muscle Pain = yes — A or NO.
The set of patients satisfying ro is H = {p1,pa} and we get [pi]remp = {P1},

[Pa]Temp = {pa}. Since H Z [p1]remp and H  [pa]remp, at time t1, we have two
new rules:
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) : Pressure = 2, Headache = yes, Muscle Pain = yes, Temp. = very high — A
r,l, : Pressure = 2, Headache = yes, Muscle Pain = yes, Temp. = high — NO.

We note that the attributes Headache and Muscle Pain are not decisive in this
rules and they can be removed without affecting the result.

Algorithm 2. Update rules

Require: a decision table, a new attribute a, an imprecise rule of the form r : a1 =
V1,02 = V2,...4n =V — (d1 Or dz Or ... Or d)

Ensure: updated versions of the rule r

1: Compute H = all the objects which satisfies the conditions of r

2: Partition H with respect to the attribute a in classes [z]q

3: for all classes [z], such that [z], N H # 0 do

4: if H ¢ [z], then

5: generate the rule a1 = vi,a2 = va,...an = vn,a = F(z,a) — §(z)
6: end if

T

8: end for

4 Experiments

From a theoretical standpoint, we expect that the rules computed with more
attributes are more accurate. We can however wonder if, as in the case of values
increase of knowledge [4], the less accurate rules have better performances. In
order to verify this, we made some preliminary test. We used ROSEH! as our
software framework. Rules are computed directly from the table without dis-
cretization which is performed directly inside the execution of MLEM algorithm
[5]. All the datasets are taken from the UCI repositoryg and accuracy measures
are obtained by a 10-fold cross validation procedure

The first data set taken into account is the well-known Iris one. In this case
performances are measured with respect to the full set of attributes, then delet-
ing one attribute (25% of the total) and two attributes (50%). The results are
reported in table [l

As can be seen in the last three rows, on average accuracy decreases as at-
tributes diminish. That is, to a monotone decrease of knowledge with respect
to attributes corresponds a decrease of accuracy. From this table we can also
get some (indirect) indication on the dependence of the decision from the con-
ditions. Indeed, deleting attributes 1 and 2 has a weaker impact than deleting 3
and 4, either separately or together. This means that the classification depend
in a stronger manner on attributes 3 and 4, than on attributes 1 and 2.

! http://idss.cs.put.poznan.pl/site/rose.html
2 http://archive.ics.uci.edu/ml/
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Table 4. Iris dataset accuracy

Missing attributes Accuracy

1,2 94.0
1,3 92.0
1,4 92.0
2,3 92.0
2.4 92.0
3,4 72.0
1 94.7
2 94.0
3 92.0
4 92.0
None 95.3

Average 25% 93.2
Average 50% 89.0

Table 5. Pima diabetes (on the left) and breast cancer (right) datasets accuracy

Missing attributes Accuracy Missing attributes Accuracy
1,2,3,4 70.1 1,3,4,8 56.9
2,3,4,5 67.6 2,5,6,7 60.0
3,4,5,6 72.4 1,3,5,6 69.2
4,5,6,7 69.9 2,4,7,8 59.2
5,6,7,8 69.1 1,2,3,7 73.7

2,6 65,62 1,4 69.1

5,7 72.8 7,8 65.9

1,4 74.4 3,5 66.6

3,8 70.6 2,6 68.5

2,4 68.5 1,6 64.9
None 73.4 None 66.7
Average 25% 70.4 Average 25% 67.0
Average 50% 69.8 Average 50% 63.8

In case of Pima Diabetes and Breast Cancer, not all subsets of attributes have
been tested, but only some samples with 25% and 50% of the original attributes.

Also in these cases, it seems that to less attributes correspond worst per-
formances. There is only one exception in the breast cancer case which has
approximately the same performance with the whole set of attributes and the
average of 25% of missing attributes. Further, let us remark that in some cases,
the accuracy of less attributes is better than the whole Information Table, for
instance in Pima data sets and attributes 1 and 4 deleted.

5 Conclusion

The monotone increase of knowledge with respect to attributes in decision ta-
bles has been analyzed. From a theoretical standpoint, we saw that better
approximations and classification power (in term of positive regions and decision
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rules) correspond to this increase of knowledge. Algorithms to update reducts
and rules have been proposed. In order to quantify the increase of rule perfor-
mance, some preliminary tests have been reported. As one could expect, and
with only few exceptions, the results point out that worst rules correspond to a
decrease of knowledge. These results can also be useful if interpreted as a way
to preprocess data. Indeed, we can have some information on which attributes
should be retained and which not in order to generate rules. As pointed out in
the previous section, in the Iris case we had the indication that attributes 3 and
4 have more influence on classification than attributes 1 and 2. More important,
it can happen that deleting some attributes we get better performances as in the
case of attributes 1,4 in the Pima case. Of course, in order to better understand
when there is an increase of accuracy in deleting attributes and which is the
gain, more tests are needed . It is not excluded that in this step it will be of
some help to use other software besides ROSE 2 or to develop ad hoc libraries.
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Abstract. This paper presents results of experiments on incomplete
data sets obtained by random replacement of attribute values with sym-
bols of missing attribute values. Rule sets were induced from such data
using two different types of lower and upper approximation: local and
global, and two different interpretations of missing attribute values: lost
values and ”do not care” conditions. Additionally, we used a probabilistic
option, one of the most successful traditional methods to handle missing
attribute values. In our experiments we recorded the total error rate,
a result of ten-fold cross validation. Using the Wicoxon matched-pairs
signed ranks test (5% level of significance for two-tailed test) we observed
that for missing attribute values interpreted as ”do not care” conditions,
the global type of approximations is worse than the local type and that
the probabilistic option is worse than the local type.

1 Introduction

Many real-life data sets are incomplete. In some cases an attribute value was
accidentally erased or is unreadable. The most cautious approach to missing
attribute values of this type is mining data using only specified attribute values.
This type of missing attribute values will be called lost and denoted by ”7”.

Another type of missing attribute values may be exemplified by reluctance to
answer some questions. For example, a patient is tested for flu and one of the
questions is a color of hair. This type of missing attribute values will be called
a ”do mot care” condition and denoted by ”*”.

We studied data sets with all missing attribute values lost, using rough set
approach, for the first time in [I]. In this paper two algorithms for rule induction
from such data were presented. The same data sets were studied later, see, e.g.,
[213].

The first study of "do not care” conditions, again using rough set theory,
was presented in [4], where a method for rule induction in which missing at-
tribute values were replaced by all values from the domain of the attribute was
introduced. ”Do not care” conditions were also studied later, see, e.g. [5l6].

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAT 6804, pp. 52| 61,/2011.
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In our experiments we used two types of approximations: local and global.
The idea of local approximations was introduced in [7]. The results of exper-
iments [8] show superiority of local approximations. This paper presents new
results of extensive experiments on symbolic data with missing attribute values.
For missing attribute values interpreted as ”do not care” conditions, for which
local approximations are not reduced to global approximations [9], the results
of experiments show that local approximations are better than global ones. Ad-
ditionally, local approximations are better than a probabilistic option, one of
the most successful, traditional imputation method handling missing attribute
values based on the largest conditional probability given the concept to which
the case belongs. This option was included to our experiments for completeness.

2 Rough Set Approaches to Missing Attribute Values

An important tool to analyze data sets is a block of an attribute-value pair. Let
(a,v) be an attribute-value pair. For complete decision tables, i.e., decision tables
in which every attribute value is specified, a block of (a,v), denoted by [(a,v)],
is the set of all cases z for which a(z) = v, where a(x) denotes the value of the
attribute a for the case z. For incomplete decision tables the definition of a block
of an attribute-value pair is modified.

— If for an attribute a there exists a case x such that a(z) = 7, i.e., the
corresponding value is lost, then the case x should not be included in any
blocks [(a, v)] for all values v of attribute a,

— If for an attribute a there exists a case x such that the corresponding value is
a ”do not care” condition, i.e., a(x) = *, then the case z should be included
in blocks [(a, v)] for all specified values v of attribute a.

For a case € U the characteristic set Kp(x) is defined as the intersection of
the sets K(x,a), for all a € B, where the set K(x,a) is defined in the following
way:

— If a(x) is specified, then K (xz,a) is the block [(a, a(z)] of attribute a and its
value a(z),
— If a(x)) =7 or a(z) = * then the set K(x,a) =U.

Note that for incomplete data there is a few possible ways to define approxima-
tions [8/10], we used concept approximations. A B-global lower approzimation of
the concept X is defined as follows:

BX = U{KB(.’E) ‘ S X,KB(.’I}) - X}
A B-global upper approximation of the concept X is defined as follows:
BX =U{Kp(z) |r€ X,Kp(r)NX # 0} = U{Kp(x) | z € X}.

A set T of attribute-value pairs, where all attributes belong to the set B and
are distinct, will be called a B-complex. A B-local lower approximation of the
concept X is defined as follows
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U{[T] | T is a B-complex of X, [T] C X}.

A B-local upper approximation of the concept X is defined as the minimal set
containing X and defined in the following way

U{[T] | 3 a family T of B-complezes of X withV T € T, [T|N X # 0}.

For rule induction from incomplete data we used the MLEM2 data mining
algorithm, for details see [I1I]. We used rough set methodology [12], i.e., for a
given interpretation of missing attribute vales and for a particular version of the
definition (local or global), lower and upper approzimations were computed for
all concepts and then rule sets were induced, certain rules from lower approxi-
mations and possible rules from upper approximations.
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Fig. 1. Results of experiments on breast cancer data set, certain rule set

3 A Probabilistic Option

In our experiments we used a probabilistic method to handle missing attribute
values based on conditional probability. This method is frequently used in data
mining and is considered to be very successful. There are many other methods
to deal with missing attribute values, see, e.g., [13].
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Fig. 2. Results of experiments on breast cancer data set, possible rule set
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In this method, for any case x, a missing attribute value was replaced by the
most common value of the same attribute restricted to the concept to which x
belongs. Thus, a missing attribute value was replaced by an attribute value with
the largest conditional probability, given the concept to which the case belongs.

4 Experiments

In our experiments we used five well-known data sets, accessible at the Univer-
sity of California at Irvine Data Depository. Three data sets: hepatitis, image
segmentation and wine, were discretized using a discretization method based on
cluster analysis [14].

For every data set a set of templates was created. Templates were formed by
replacing incrementally (with 5% increment) existing specified attribute values
by lost values. Thus, we started each series of experiments with no lost values,
then we added 5% of lost values, then we added additional 5% of lost values, etc.,
until at least one entire row of the data sets was full of lost values. Then three
attempts were made to change configuration of new lost values and either a new
data set with extra 5% of lost values was created or the process was terminated.
Additionally, the same formed templates were edited for further experiments by
replacing question marks, representing lost values, by ”*”s, representing ”do not
care” conditions.

For each data set with some percentage of missing attribute values of a given
type, experiments were conducted separately for certain and possible rule sets,
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using four rough set approaches and the probabilistic option, respectively. Ten-
fold cross validation was used to compute an error rate. Rule sets were induced by
the MLEM2 option of the LERS data mining system. Results of our experiments
are presented in Figures 1-10.

5 Conclusions

As follows from our experiments, there is not much difference in performance
between certain and possible rule sets, with two exceptions: the certain rule
set induced by the global version of MLEM2 combined with the ”do not care”
condition interpretation of missing attribute values is the worst approach overall.
Using the Wicoxon matched-pairs signed ranks test (5% level of significance for
two-tailed test) we observed that for missing attribute values interpreted as ”do
not care” conditions, the global version is worse than the local version, for both
certain and possible rule sets (this observation is backed up by all data sets except
breast cancer where the outcome is indecisive). Note that for the local and global
options, for missing attribute values interpreted as lost values, for both certain
and possible rule sets, the outcome is indecisive. This is not difficult to explain:
for lost values, local approximations are reduced to global approximations, as it
was observed in [9]. Using the same test we draw two additional observations. The
probabilistic option is worse than local option combined with missing attribute
values interpreted as ”do not care” conditions, for both certain and possible rule
sets. This observation is supported by all data sets except the breast cancer for
both certain and possible rule sets and wine data sets for certain rule sets, where
the outcome is indecisive. Additionally, for some data sets and some types of rule
sets (for the image and wine data sets combined with certain rule sets and for the
lymphography data set, for both certain and possible rule sets), the global option
combined with missing attribute values interpreted as ”do not care” conditions
is worse than the probabilistic option. For remaining data sets and type of rule
sets the outcome is indecisive.

An additional observation is related to an increase of the error rate with the
increase of the percentage of missing attribute values. For some data sets (e.g.,
the breast cancer data set) the error rate is more or less constant. For some data
sets (e.g., the hepatitis data set) the increase of the error rate is not essential. For
some data sets the increase of the error rate is obvious (remaining three data sets).

The difference in performance between rough set approaches and probabilistic
versions are frequently substantial. Our final conclusion is that for a given data
set all ten methods should be tested and the best one should be applied for data
mining.
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Abstract. An action is defined as controlling or changing some of attribute val-
ues in an information system to achieve desired result. An action reduct is a
minimal set of attribute values distinguishing a favorable object from other ob-
jects. We use action reducts to formulate necessary actions. The action sug-
gested by an action reduct induces changes of decision attribute values by
changing the condition attribute values to the distinct patterns in action reducts.

Keywords: Reduct, Action Reduct, Prime Implicant, Rough Set.

1 Introduction

Suppose that the customers of a bank can be classified into several groups according
to their satisfaction levels, such as satisfied, neutral, or unsatisfied. One thing the bank
can do to improve the business is finding a way to make the customers more satisfied,
so that they continue to do the business with the bank. The algorithm described in this
paper tries to solve such problem using existing data. Assume that a bank maintains a
database for customer information in a table. The table has a number of columns de-
scribing the characteristics of the customers, such as personal information, account
data, survey result etc. We divide the customers into two groups based on the satisfac-
tion level (decision value). The first group is comprised of satisfied customers who
will most likely keep their account active for an extended period of time. The second
group is comprised of neutral or unsatisfied customers. We find a set of distinct val-
ues or unique patterns from the first group that does not exist in the second group. The
unique characteristics of the satisfied customers can be used by the bank to improve
the customer satisfaction for the people in the second group. Clearly, some of attribute
values describing the customers can be controlled or changed, which is defined as an
action. In this paper, we propose the concept of action reduct to formulate necessary
actions. An action reduct has following properties; (1) It is obtained from objects
having favorable decision values. (2) It is a distinct set of values not found in the
other group, the group not having favorable decision values. (3) It is the minimal set
of differences between separate groups of objects. The minimal set has the advantages
when formulating actions because smaller changes are easier to undertake.

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 62-169] 2011.
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The rest of this paper is organized as follows. Chapter 2 describes the algorithm.
Related works are presented in Chapter 3. Implementation and experimental results
are shown in Chapter 4. Chapter 5 concludes the paper.

Table 1. Information System S. The decision attribute is D. The condition attributes are B, C,
and E. There are eight objects referred as x; ~ x;

B C E D
X; bz Cy € d2
X2 bl C3 € dz
X3 bl Cy dz
Xyg b1 C3 € d2
X5 b] Cq €1 d]
X6 b € € d
X7 b, € d
X8 by %) ) d;

2 Algorithm

2.1 Notations

We will use the following notations throughout the paper.
By an information system [2] we mean a triple S=(X,A,V), where

X = {x1,x5,...x;} is a finite set of objects,
A = {aay,...a;}) is a finite set of attributes, defined as partial functions from X into V,
V = {v,vy,...,vi/} is a finite set of attribute values.

We also assume that V = CfV, : a €A}, where V, is a domain of attribute a.

For instance, in the information system § presented by Table 1, x; refers to the first
row and B(x;) = b,. There are four attributes, A = {B, C, E, D}. We classify the attrib-
utes into two types: condition and decision. The condition attributes are B, C, and E,
and the decision attribute is D. We assume that the set of condition attributes is fur-
ther partitioned into stable attributes, Ag, and flexible attributes, Ag. An attribute is
called stable if the values assigned to objects do not change over time. Otherwise, the
attribute is flexible. Birth date is an example of a stable attribute. Interest rate is a
flexible attribute.

Ap= { B, C}
As={E]}
D = decision attribute

The values in D are divided into two sets.

dy={v; € Vp, v;is a desired decision value}

dlg: VD-da
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For simplicity of presentation, we use an example having only one element d, in d,,
and d; in dg (d, = {d>}, dg = {d;}). However, the algorithm described in the next sec-
tion directly carries over to the general case where ld | = 2 and ldg = 2.

The objects are partitioned into 2 groups based on the decision values.

Xo={x; € X; D(x;) € dyJj; i.e., objects that the decision values are in d,
Xp={x; € X; D(x;) € dg}; i.e., objects that the decision values are in dg

In Table 1, Xa= {.X'], X2, X3 .X'4} and Xﬂ= {X5, X6, X7, .X'g}.

2.2 Algorithm Description

We want to provide the user a list of attribute values that can be used to make changes
on some of the objects to steer the unfavorable decision value to a more favorable
value. We use the reduct [2][9] to create that list.

By a reduct relative to an object x we mean a minimal set of attribute values distin-
guishing x from all other objects in the information system. For example, {b,, e,} is a
reduct relative to x; since {b,, e;} can differentiate x; from other objects in S (see
Table 1).

Now, we will extend the concept of “reduct relative to an object” to “o-reduct”.
We partitioned the objects in S into two groups by their decision values. Objects in X,
have d, that is the favorable decision value. Our goal is to identify which sets of con-
dition attribute values describing objects in X, make them different from the objects
in Xg. Although there are several different ways to find distinct condition attribute
values (e.g. association rules), reducts have clear advantages; it does not require the
user to specify the rule extraction criteria, such as support and confidence values,
while generating the minimal set of distinct sets. Thereby, the algorithm is much eas-
ier to use, and creates a consistent result across different users.

Table 5 shows a-reducts for S. Those are the smallest sets of condition attribute
values that are different from the condition attribute values representing objects in Xj.
We obtained the first two o-reducts relative to x;. These are the prime implicants [1]
(see the next section for details) of the differences between x; and {xs5, x5 X7 Xg}.
Subsequent o-reducts are extracted using objects x,, x;, and xy.

We need a method to measure the usability of the a-reducts. Two factors, frequency
and hit ratio, determine the usability. (1) Frequency : More than one object can have the
same o-reduct. The frequency of an o-reduct in X, is denoted by f. (2) Hit Ratio : The
hit ratio, represented as h, is the ratio between the number of applicable objects and the
total number of objects in X An applicable object is the object that the attribute values
are different from those in a-reduct, and they are not stable values. The o-reducts may
not be used to make changes for some of the attribute values of x € Xz for two reasons.
Some objects in Xz do not differ in terms of their attribute values. Therefore, changes
cannot be made. Second, we cannot modify stable attribute values. It does not make
sense to suggest a change of un-modifiable values. We define the following function to
measure the usability. The weight of an o-reduct « is,

wi=(fi -l ) (2 f-h)),
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where f; and A, are the frequency and hit ratio for k, and 2{ f - ) is the sum of the
weights of all o-reducts. It provides a way to prioritize the o-reduct using a normal-

ized value.

Table 2. X,,. The objects classified as d,. We assume that d, is the favorable decision.

B C E D

X7 b, €1 €1 d;

X2 b, C3 ) d;

X3 by €1 d;

Xy b, C3 €1 d,

Table 3. Xz The objects classified as d,

B C E D
Xs b, C1 €1 d
X6 b C €1 d
X7 b, €2 d
Xs b, C ) d

2.3 Example

Step 1. Finding o-reducts

Using the partitions in Tables 2 and 3, we find distinct attribute values of x € X,
against x e Xz. The following matrix shows the discernable attribute values for {x;, x,,
X3 X4} against {xs, xg x7, X3}

Table 4. Discernable attribute values for {x;, x,, x3 x,} against {xs, xs, X7, X5}

X X, X3 Xy

Xs bz C3+ ¢ C3

X6 bz C3+ € C3

X7 Ci+¢ b1+C3 b1+Cl b1+C3+61
Xg b, +c;+¢ C3 Cy c3te

For example, b, in x; is different from xs. We need b, to discern x; from x;. Either
c; or (or is denoted as + sign) e; can be used to distinguish x; from x;. In order to find
the minimal set of values that distinguishes x; from all objects in Xg= {x5, x5 X7 x5}
we multiply all discernable values: (by) X (by) X (¢; + €1) X ( by + ¢ + e;). That is, (by)
and (c; or e;) and (b, or ¢; or e;) should be different to make x; distinct from all other
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objects. The process is known as finding a prime implicant by converting the conjunc-
tion normal form (CNF) to disjunction normal form (DNF)[2][9]. The o-reduct r(x;)
relative to x; is computed using the conversion and the absorption laws:

r(x;) = (by) X (by) X (¢c;+€1) X (b + ¢y +€;)
=(by) X (by) X (c;+¢€))
=(byxc)) + (byXey)

A missing attribute value of an object in X, does not qualify to discern the object from
the objects in X because it is undefined. A missing value in Xz however, is regarded
as a different value if a value is present in x € X,, When a discernible value does not
exist, we do not include it in the calculation of the prime implicant. We acquired the
following a-reducts:

r(x;) = (by X ¢1) + (by X €))

r(x;) = (¢3)
r(x3) = (¢1)
r(xy) = (c3)

Step 2. Measuring the usability of o-reduct

Table 5 shows the o-reducts for information System S. The frequency of o-reduct
{b,, ¢} is 1 because it appears in X, once. The hit ratio is 4/4 = 1, meaning that we
can use the reduct for all objects in Xz The weight is 0.25, which is acquired by divid-
ing its weight, f - h = 1, by the sum of all weights, 2{ f-h)=(1-1)+(1-0.5) + (2- 1)
+(1-0.5) =4.

The values in the stable attribute E cannot be modified. Therefore, the hit ratio for

o-reduct {b,, e;} is 2/4 = 0.5 because the stable value, e,, in x; and xg cannot be con-
verted to e;.

Table 5. o-reduct for Information Sytem S. * indicate a stable attribute value.

o-reduct Weight (w) Frequency (f) Hit Ratio ()
{by, ¢} 0.25 (25%) 1 1

{by, e} 0.125 (12.5%) 1 0.5

{cs} 0.5 (50%) 2 1

{c1} 0.125 (12.5%) 1 0.5

Using the o-reduct {c;} that has the highest weight, we can make a recommenda-
tion; change the value of C in Xz to c3 in order to induce the decision value in Xg
to dz.

3 Implementation and Experiment

We implemented the algorithm in Python 2.6 on a MacBook computer running OS X,
and tested it using a sample data set (lenses) obtained from [8]. The data set contains
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information for fitting contact lenses. Table 6 shows the attributes names, descriptions,
and the partitions. The decision attribute, lenses, has three classes. We set the second
class (soft lenses) as the favorable decision value. The data set has 4 condition attrib-
utes. We assumed that the age of the patient is a stable attribute, and prescription, as-
tigmatic and tear production rate are flexible attributes. The favorable decision value
and the attribute partition are defined only for this experiment. Their actual definitions
might be different. All attributes are categorical in the dataset.

Table 6. Dataset used for the experiment

Attribute Values Type

(1) age of the patient * young, pre-presbyopic, presbyopic Stable
(2) spectacle prescription | myope, hypermetrope Flexible
(3) astigmatic no, yes Flexible
(4) tear production rate reduced, normal Flexible
(5) lenses the patient fitted with hard contact lenses Decision
the patient fitted with soft contact lenses = dor
the patient not be fitted with contact lenses.

Table 7 shows the a-reducts generated during experiment. We interpret them as ac-
tion reducts. For instance, the second o-reduct can be read as, change the values in
attribute 2, 3, and 4 to the suggested values (hypermetrope, no, normal) in order to
change the decision to 'soft lenses'. Because there is no stable attribute value in the o-
reduct and the same pattern has not been found in Xp, its hit ratio is 1.

Table 7. a-reduct for d,, = soft lenses. * indicate the attribute value is stable. The number in the
() is the attribute number in Table 6.

o-reduct. Weight (w) Frequency (f) Hit Ratio ()
young(1)*, no(3), normal(4) 0.14 2 0.31
hypermetrope(2), no(3), normal(4) |0.72 3 1
pre-presbyopic(1)*, no(3), normal(4) |0.14 2 0.31

4 Related Work and Contribution

The procedure for formulating an action from existing database has been discussed in
many literatures. A definition of an action as a form of a rule was given in [4]. The
method of action rules discovery from certain pairs of association rules was proposed
in [3]. A concept similar to action rules known as interventions was introduced in [5].
The action rules introduced in [3] has been investigated further. In [12], authors pre-
sent a new agglomerative strategy for constructing action rules from single classifica-
tion rules. Algorithm ARAS, proposed in [13], is also an agglomerative type strategy
generating action rules. The method generates sets of terms (built from values of
attributes) around classification rules and constructs action rules directly from them.
In [10], authors proposed a method that extracts action rules directly from attribute
values from an incomplete information system without using pre-existing conditional
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rules. In these earlier works, action rules are constructed from classification rules.
This means that they use pre-existing classification rules or generate rules using a rule
discovery algorithm, such as LERS [6], then, construct action rules either from certain
pairs of the rules or from a single classification rule. The methods in [10], [13], [14]
and [7] do not formulate actions directly from existing classification rules. However,
the extraction of classification rules during the formulation of an action rule is inevi-
table because actions are built as the effect of possible changes in different rules.
Action rules constructed from classification rules provide a complete list of actions to
be taken. However, we want to develop a method that provides a simple set of attrib-
ute values to be modified without using a typical action rule form (e.g. [condi-
tion1—condition2]=>[decision] —decision2] ) for decision makers who want to have
simple recommendations. The recommendations made by a-reduct is typically quite
simple, i.e. change a couple of values to have a better outcome. In addition, it does not
require from the user to define two sets of support and confidence values; one set for
classification rules, and other for action rules.

5 Summary

This paper discussed an algorithm for finding o—reducts (also called action reducts)
from an information system, and presented an experimental result. An action reduct is
a minimal set of attribute values distinguishing a favorable object from other objects,
and are used to formulate necessary actions. The action suggested by an action reduct
aims to induce the change of the decision attribute value by changing the condition
attribute values to the unique pattern in the action reduct. The algorithm is developed
as part of on-going research project seeking solution to the problem of reducing
college freshman dropouts. We plan to run the algorithm using real world data in the
near future.

Acknowledgments. This research has been partially supported by the President's
Mentorship Fund at the University of Pittsburgh Johnstown.
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Abstract. Extending the concepts of rule induction methods based on
rough set theory, we introduce a new approach to knowledge acquis-
tion, which induces probabilistic rules in an incremental way, which is
called PRIMEROSE-INC (Probabilistic Rule Induction Method based
on Rough Sets for Incremental Learning Methods). This method first
uses coverage rather than accuracy, to search for the candidates of rules,
and secondly uses accuracy to select from the candidates. This system
was evaluated on clinical databases on headache and meningitis. The
results show that PRIMEROSE-INC induces the same rules as those in-
duced by the former system: PRIMEROSE, which extracts rules from all
the datasets, but that the former method requires much computational
resources than the latter approach.

1 Introduction

There have been proposed several symbolic inductive learning methods, such as
induction of decision trees [1I5], and AQ family [3]. These methods are applied
to discover meaningful knowledge from large databases, and their usefulness is
in some aspects ensured. However, most of the approaches induces rules from all
the data in databases, and cannot induce incrementally when new samples are
derived. Thus, we have to apply rule induction methods again to the databases
when such new samples are given, which causes the computational complexity
to be expensive even if the complexity is n?.

Thus, it is important to develop incremental learning systems in order to man-
age large databases [0/9]. However, most of the previously introduced learning
systems have the following two problems: first, those systems do not outperform
ordinary learning systems, such as AQ15 [3], C4.5 [5] and CN2 [2]. Secondly,
those incremental learning systems mainly induce deterministic rules. There-
fore, it is indispensable to develop incremental learning systems which induce
probabilistic rules to solve the above two problems.

Extending the concepts of rule induction methods based on rough set theory,
we introduce a new approach to knowledge acquistion, which induces probabilis-
tic rules incrementally, called PRIMEROSE-INC (Probabilistic Rule Induction
Method based on Rough Sets for Incremental Learning Methods).

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAT 6804, pp. 701792011.
© Springer-Verlag Berlin Heidelberg 2011
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Although the formerly proposed rule induction method PRIMEROSE [§],
which extracts rules from all the data in database uses apparent accuracy to
search for probabilistic rules, PRIMEROSE-INC first uses coverage, to search for
the candidates of rules, and secondly uses accuracy to select from the candidates.
When new examples are added, firstly, the method revise the coverage and an
accuracy of each elementary attribute value pairs. Then, for each pair, if coverage
value decreases, then it stores it into a removal-candidate list. Else, it stores it
into an acceptance-candidate list. Thirdly, for each pair in the removal candidate
list, the method searches for a rule including this paer and check whether the
accuracy and coverage are larger than given thresholds. Then, the same process
is applied to each pair in the acceptance-candidate list. For other rules, the
method revises accuracy and coverage.

This system was evaluated on two clinical databases: databases on menin-
goencephalitis and databases on headache with respect to the following four
points: accuracy of classification, the number of generated rules, spatial compu-
tational complexity, and temporal computational complexity. The results show
that PRIMEROSE-INC induced the same rules as those induced by the former
system: PRIMEROSE.

2 Rough Sets and Probabilistic Rules

2.1 Rough Set Theory

Rough set theory clarifies set-theoretic characteristics of the classes over combi-
natorial patterns of the attributes, which are precisely discussed by Pawlak [4].
This theory can be used to acquire some sets of attributes for classification and
can also evaluate how precisely the attributes of database are able to classify
data.

Table 1. An Example of Database

No. loc nat his nau class
who per per no m.c.h.
who per per no m.c.h.
lat thr per no migraine
who thr per yes migraine
who per per no psycho

Tt W N =~

Let us illustrate the main concepts of rough sets which are needed for our
formulation. Table [l is a small example of database which collects the patients
who complained of headachel} First, let us consider how an attribute “loc” clas-
sify the headache patients’ set of the table. The set whose value of the attribute

1 The abbreviated attribute names of this table stand for the following: loc: location,
nat: nature, his: history, nau: nausea, who: whole, lat: lateral, per: persistent, thr:
throbbing, m.c.h.: muscle contraction headache, migraine: classic migraine, psycho:
psychogenic headache.
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“loc” is equal to “who” is {1,2,4,5}, which shows that the 1st, 2nd, 4th, 5th
case (In the following, the numbers in a set are used to represent each record
number). This set means that we cannot classify {1,2,4,5} further solely by us-
ing the constraint R = [loc = who]. This set is defined as the indiscernible
set over the relation R and described as follows: [x]r = {1,2,4,5}. In this set,
{1,2} suffer from muscle contraction headache(“m.c.h.”), {4} from classical mi-
graine(“migraine”), and {5} from psychological headache(“psycho”). Hence we
need other additional attributes to discriminate between m.c.h., migraine, and
psycho. Using this concept, we can evaluate the classification power of each
attribute. For example, “nat=thr” is specific to the case of classic migraine (mi-
graine). We can also extend this indiscernible relation to multivariate cases, such
as [37] [loc=who]A[nau=no] — {172} and [37] [loc=who]V[nat=no] — {1727475}7 where A
and V denote "and” and ”or” respectively. In the framework of rough set theory,
the set {1,2} is called strictly definable by the former conjunction, and also called
roughly definable by the latter disjunctive formula. Therefore, the classification
of training samples D can be viewed as a search for the best set [z]r which is
supported by the relation R. In this way, we can define the characteristics of clas-
sification in the set-theoretic framework. For example, accuracy and coverage,
or true positive rate can be defined as:

Jr N D

|[z]r|

RﬂD|

, and kr(D) = [m]|D| ,

an(D) = [z
where |A| denotes the cardinality of a set A, ar(D) denotes an accuracy of R
as to classification of D, and kr(D) denotes a coverage, or a true positive rate
of R to D, respectively. For example, when R and D are set to [nau = yes] and
[class = migraine], ar(D) =1/1=1.0 and k(D) = 1/2 = 0.50.

It is notable that ar(D) measures the degree of the sufficiency of a proposi-
tion, R — D, and that k(D) measures the degree of its necessity. For example,
if ag(D) is equal to 1.0, then R — D is true. On the other hand, if kg(D) is
equal to 1.0, then D — R is true. Thus, if both measures are 1.0, then R < D.

2.2 Probabilistic Rules

The simplest probabilistic model is that which only uses classification rules which
have high accuracy and high CoverageE This model is applicable when rules of
high accuracy can be derived. Such rules can be defined as:

R%™ dst. R=ViRi=VAja;=uvl,
ag; (D) > §, and kg, (D) > 6,
where d,, and §,, denote given thresholds for accuracy and coverage, respectively.

For the above example shown in Table[I], probabilistic rules for m.c.h. are given
as follows:

[loc = whol&[nau = no] — m.c.h. « =2/3 = 0.67, kK = 1.0,
[nat = per] — m.c.h.a =2/3=0.67, k = 1.0,

2 In this model, we assume that accuracy is dominant over coverage.
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where J, and . are set to 0.5 and 0.3, respectively.
It is notable that this rule is a kind of probabilistic proposition with two sta-

tistical measures, which is one kind of an extension of Ziarko’s variable precision
model(VPRS) [T0J.

3 Problems in Incremental Rule Induction

The most important problem in incremental learning is that it does not always in-
duce the same rules as those induced by ordinary learning systemsﬁ7 although an
applied domain is deterministic. Furthermore, since induced results are strongly
dependent on the former training samples, the tendency of overfitting is larger
than the ordinary learning systems.

The most important factor of this tendency is that the revision of rules is based
on the formerly induced rules, which is the best way to suppress the exhaustive
use of computational resources. However, when induction of the same rules as
ordinary learning methods is required, computational resources will be needed,
because all the candidates of rules should be considered.

Thus, for each step, computational space for deletion of candidates and ad-
dition of candidates should be needed, which causes the computational speed
of incremental learning to be slow. Moreover, in case when probabilistic rules
should be induced, the situation becomes much severer, since the candidates for
probabilistic rules become much larger than those for deterministic rules.

For the above example, no deterministic rule can be derived from Table [l
Then, when an additional example is given as shown in Section (the 6th
example), [loc = lat]&[nau = yes] — m.c.h. will be calculated. However, in
the case of probabilistic rules, two rule will be derived under the condition that
0o = 0.5 and 6, = 0.3, as shown in Section If these thresholds are not
used, induced probabilistic rules becomes much larger. Thus, there is a trade-off
between the performance of incremental learning methods and its computational
complexity.

In our approach, we first focus on the performance of incremental learning
methods, that is, we introduce a method which induces the same rules as those
derived by ordinary learning methods. Then, we estimate the effect of this in-
duction on computational complexity.

4 An Algorithm for Incremental Learning

In order to provide the same classificatory power to incremental learning methods
as ordinary learning algorithms, we introduce an incremental learning method

3 In VPRS model, the two kinds of precision of accuracy is given, and the probabilistic
proposition with accuracy and two precision conserves the characteristics of the
ordinary proposition. Thus, our model is to introduce the probabilistic proposition
not only with accuracy, but also with coverage.

4 Here, ordinary learning systems denote methods that induce all rules by using all
the samples.
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PRIMEROSE-INC (Probabilistic Rule Induction Method based on Rough Sets
for Incremental Learning Methods ). PRIMEROSE-INC first measures the sta-
tistical characteristics of coverage of elementary attribute-value pairs, which cor-
responds to selectors. Then, it measures the statistical characteristics of accuracy
of the whole pattern of attribute-value pairs observed in a dataset.

In this algorithm, we use the following characteristic of coverage.

Proposition 1 (Monotonicity of Coverage)
Let R; denote an attribute-value pair, which is a conjunction of R; and [a;11 =
vj]. Then,

kr; (D) < kg, (D).
Proof.
Since [x|r; C [z]r, holds, kr,(D) = I[E]TBTDI < I[z]l%lle = kg, (D). 0

Furthermore, in rule induction methods, R; is selected to satisfy ag;(D) >
ag,; (D). Therefore, it is sufficient to check the behavior of coverage of elemen-
tary attribute-value pairs in order to estimate the characteristics of induced rules,
while it is necessary to check the behavior of accuracy of elementary attribute-
value pairs and accuracy of patterns observed in the databases in order to esti-
mate the characteristics of induced rules.

4.1 Algorithm

From these consideration, the selection algorithm is defined as follows, where the
following four lists are used. List; and Lists stores an elementary relation which
decrease and increase its coverage, respectively, when a new training sample is
given. List, is a list of probabilistic rules which satisfy the condition on the
thresholds of accuracy and coverage. Finally, List, stores a list of probabilistic
rules which do not satisfy the above condition.

(1) Revise the coverage and an accuracy of each elementary attribute value pair
[a; = v;] by using a new additional sample Sk.

(2) For each pair r;; = [a; = vj], if k,,; decreases, then store it into List;. Else,
store it into Lista.

(3) For each member 7;; in Listy, Search for a rule in List, whose condition R
includes 7;; and which satisfies ag > d, and kg > d,.. Remove it from List,
and Store it into List,..

(4) For each member r;; in Listy, Search for a rule in List, whose condition
R includes r4;. If it satisfies ap > do and Kr > 6, then Remove it from
List, and Store it into List,. Else, search for a rule which satisfies the above
condition by using rule induction methods

(5) For other rules in List,, revise accuracy and coverage. If a rule does not
satisfy ag > 0, and kg > 0., then Remove it from List, and Store it into
List,.

® That is, it makes a conjunction of attribute-value pairs and checks whether this
conjunction satisfies ar > 0o and Kgr > k.
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4.2 Example

For example, let us consider a case when the following new sample is provided
after probabilistic rules are induced from Table [Tk G

No. loc nat his nau class
6 lat thr per no m.c.h.

The initial condition of this system derived by Table [l is summarized into Ta-
ble Bl and List, and List, for m.c.h. are given as follows: List, = {[loc =
whol&nau = no|, [nat = per|}, and List, = {[loc = who],[loc = lat], [nat =
thr], [his = per],[nau = yes|, [nau = nol}. Then, the first procedure revises

Table 2. Accuracy and Coverage of Elementary Relations (m.c.h.)

Relation  Accuracy Coverage

[loc = who] 0.5 1.0
[loc = lat] 0.0 0.0
[nat = per]  0.67 1.0
[nat = thr] 0.0 0.0
[his = per] 0.4 1.0
[nau = yes] 0.0 0.0
[nau = noj 0.5 1.0

Table 3. Revised Accuracy and Coverage of Elementary Relations (m.c.h.)

Relation  Accuracy Coverage
[loc =who] 0.5 0.67
[loc = lat] 0.5 0.33
[nat = per]  0.67 0.67
[nat = thr]  0.33 0.33
[
[
[

his = per] 0.5 1.0
nau = yes] 0.5 0.33
nau = noj 0.4 0.67

accuracy and coverage for all the elementary relations (Table B]). Since the cov-
erages of [loc = lat], [nat = thr], and [nau = yes| become larger than 0.3, they
are included in Lists. In the same way, [loc = whol, [nat = per], and [nau = no]
are included in List;.

Next, the second procedure revises two measures for all the rules in List,
whose conditional parts include a member of List;. Then, the formerly induced
probabilistic rules are revised into:

5 In this example, d, and §, are again set to 0.5 and 0.3, respectively.
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[loc = whol&[nau = no] — m.c.h. a = 0.67, k = 0.67,
[nat = per] — m.c.h. a = 0.67, kK = 0.67,

and none of them are not removed from List,. Then, the third procedure revises
two measures for all the rules in List,. whose conditional parts include a member
of Listy. Then, the following probabilistic rule satisfies a > 0.5 and x > 0.3:

[loc = lat]&[nau = yes] — m.c.h. a« = 1.0, k = 0.33,

and is stored into List,. Finally, List, and List, for m.c.h. are calculated as
follows:

List, = {[loc = whol&[nau = no], [nat = per|&[nau = no),
[loc = lat)&[nau = yes]},
List, = {[loc = whol, [loc = lat], [nat = per], [nat = thr], [his = per],

[nau = yes], [nau = nol}.

5 Experimental Results

PRIMEROSE-INC was applied to headache and meningitis, whose precise in-
formation is given in Table @l and compared with PRIMEROSE [§], its de-
terministic version PRIMEROSE(ﬂ, C4.5, CN2 and AQ15. The experiments

Table 4. Information about Databases

Domain  Samples Classes Attributes
headache 1477 10 20
meningitis 198 3 25

were conducted by the following three procedures. First, these samples were
randomly splits into pseudo-training samples and pseudo-test samples. Second,
by using the pseudo-training samples, PRIMEROSE-INC, PRIMEROSE, and
PRIMEROSEO induced rules and the statistical measuress. Third, the induced
results were tested by the pseudo-test samples. These procedures were repeated
for 100 times and average each accuracy and the estimators for accuracy of
diagnosis over 100 trials.

Table [ and B give the comparison between PRIMEROSE-INC and other rule
induction methods with respect to the averaged classification accuracy and the
number of induced rules. These results show that PRIMEROSE-INC attains the
same performance of PRIMEROSE, which is the best performance in those rule
induction systems. These results show that PRIMEROSE-INC overperforms all
the other non-incremental learning methods, although they need much larger
memory space for running.

" This version is given by setting 6, to 1.0 and d, to 0.0 in PRIMEROSE.
8 The thresholds d, and 8, is set to 0.75 and 0.5, respectively in these experiments.
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6 Related Work

Shan and Ziarko [6] introduce decision matrix method, which is based on an
indiscernible matrix introduced by Skowron and Rauszer [7], in order to make
incremental learning methods efficient.

Their approach is simple, but very powerful. For the above example shown
in Table [ the decision matrix for m.c.h. is given as Table B where the rows
denote positive examples of m.c.h., the columns denote negative examples of
m.c.h., and each matrix element a;; shows the differences in attribute-value
pairs between ith sample and jth sample. Also, ¢ denotes that all the attribute-
value pairs in two samples are the same. Shan and Ziarko discuss induction

Table 5. Decision Matrix for m.c.h.

U 3 4 5

1 (l=w),(n=p) (n=p),(na =n) ¢

2 (l=w),(n=p) (n=p),(na=n) ¢
NOTATIONS: l=w: loc=who, n=p: nat=per,
Ng = N: Nau=no.

of deterministic rules in their original paper, but it is easy to extend it into
probabilistic domain. In Table [l the appearance of ¢ shows that decision rules
for m.c.h. should be probabilistic. Since the first and the second row have the
same pattern, {1,2,5} have the same pattern of attribute-value pairs, whose
accuracy is equal to 2/3=0.67.

Furthermore, rules are obtained as: ([loc = who] V [nat = per]) A ([nat =
per| V [nau = nol) — m.c.h., which are exactly the same as shown in Section [l

When a new example is given, it will be added to a row when it is a positive
example, and a column when a negative example. Then, again, new matrix el-
ements will be calculated. For the above example, the new decision matrix will
be obtained as in Table [Gl

Then, from the last row, the third rule [loc = lat] A [nau = yes] — m.c.h. is
obtained.

The main difference between our method and decision matrix is that the latter
approach is based on apparent accuracy, rather than coverage. While the same
results are obtained in the above simple example, the former approach is sensitive
to the change of coverage and the latter is to the change of accuracy. Thus,
if we need rules of high accuracy, decision matrix technique is very powerful.
However, when an applied domain is not so stable, calculation of rules is not so
easier. Furthermore, in such an application area, a rule of high accuracy supports
only a small case, which suggests that this rule is overfitted to the training
samples. Thus, in this domain, coverage should be dominant over accuracy in
order to suppress the tendency of overfitting, although rules of high coverage are
weaker than rules of high accuracy in general. This suggests that there is a trade-
off between accuracy and coverage. As shown in the definition, the difference
between accuracy and coverage is only their denominators: [z]g and D. Although
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Table 6. Decision Matrix with Additional Sample

5
) ¢
- ¢
6 (na=y) (=0 (=D, (n=1)(n=y)

NOTATIONS: lI=w: loc=who, 1=I: loc=lat, n=p:
nat=per, n=t: nat=thr, n, = y/n: nau=yes/no

it is difficult to discuss the differences in the behavior between accuracy and
coverage, accuracy is inversely proportional to coverage in many domains.

However, original decision matrix technique does not incorporate such calcu-
lation of coverage. Thus, it needs to include such calculation mechanism when
we extend it into the usage of both statistical measures.

Table 7. Experimental Results: Accuracy and Number of Rules (Headache)

Method Accuracy No. of Rules
PRIMEROSE-INC 89.5 +5.4% 67.3 +3.0
PRIMEROSE 89.5 +5.4% 67.3+3.0
PRIMEROSE0 76.1 +1.7% 15.9+4.1

C4.5 85.8 £24% 16.3+2.1
CN2 87.0+£3.9% 19.2+1.7
AQ15 86.2+2.6% 31.2+2.1

Table 8. Experimental Results: Accuracy and Number of Rules (Meningitis)

Method Accuracy No. of Rules
PRIMEROSE-INC 81.5 +3.2% 52.3+ 1.4
PRIMEROSE 81.54+3.2% 523+1.4
PRIMEROSE0 72.1 +£2.7% 129+2.1

C4.5 74.0 £21% 11.9+£3.7
CN2 75.0+3.9% 33.1+4.1
AQ15 80.7+2.7% 32.5+2.3

7 Conclusions

Extending concepts of rule induction methods based on rough set theory, we have
introduced a new approach to knowledge acquistion, which induces probabilis-
tic rules incrementally, called PRIMEROSE-INC (Probabilistic Rule Induction
Method based on Rough Sets for Incremental Learning Methods). This method
first uses coverage rather than accuracy, to search for the candidates of rules, and
secondly uses accuracy to select from the candidates. When new examples are
added, firstly, the method revise the coverage and an accuracy of each elemen-
tary attribute value pairs. Then, for each pair, if coverage value decreases, then
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it stores it into a removal-candidate list. Else, it stores it into an acceptance-
candidate list. Thirdly, for each pair in the removal candidate list, the method
searches for a rule including this paer and check whether the accuracy and cov-
erage are larger than given thresholds. Then, the same process is applied to
each pair in the acceptance-candidate list. For other rules, the method revises
accuracy and coverage.

This system was evaluated on clinical databases on headache and meningitis.
The results show that PRIMEROSE-INC induces the same rules as those induced
by PRIMEROSE, which extracts rules from all the datasets, but that the former
method requires much computational resources than the latter approach.
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Abstract. Computer physician order entry (CPOE) systems play an important
role in hospital information systems. However, there are still remaining order cor-
rections and deletions, caused by both of changes of patients’ condition and oper-
ational problems between a CPOE system and medical doctors. Although medical
doctors know a relationship between numbers of order entries and order changes,
more concrete descriptions about the order changes are required. In this paper,
we present a method for obtaining classification rules of the order changes by
using characteristic order entry subsequences that are extracted from daily order
entry sequences of patients. By combining patients’ basic information, numbers
of orders, numbers of order corrections and deletions, and the characteristic order
entry subsequences, we obtained classification rules for describing the relation-
ship between the numbers and the order entry changes as a case study. By com-
paring the contents of the classification rules, we discuss about usefulness of the
characteristic order entry sub-sequences for analyzing the order changing factors.

1 Introduction

Recently, computer physician order entry (CPOE) has been introduced as a part of many
hospital information systems. The advantage by the computerization of order informa-
tion is given the improvement of the certainty and promptness, and contributes to doing
the communication between medics more smoothly. However, correspondence by the
CPOE system that achieves the order entry so that the influence should not go out to
a safe medical treatment by correcting and deleting order information (Hereafter, it is
called “order change”) is needed as described in [3]]. The change in these orders should
exist together the one thought to be a problem in the one and the system in the treatment
process, clarify the patterns in what factor to cause of each, and improve the system.

However, such order entry changes are caused by complex factors including the
changes of patient’s conditions and the problem between medical doctors and CPOE
systems. Although some medical doctors aware the relationship between numbers of
order entry and order changes because of difficult conditions of a patient, the implicit
knowledge has not been shared among medical stuffs including system engineers. In
order to share such knowledge from the view of stored data utilization, the descriptions
including patient information, the numbers of order entries, and more concrete features
related to the medical processes are needed.

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 8089]2011.
(© Springer-Verlag Berlin Heidelberg 2011
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In this study, we aim to clarify the factor of order changes by using both of the
numbers of representative order entries and the input sequence of CPOEs. In order
to extract the characteristic partial order sequences, we introduce an automatic term
extraction method in natural language processing with regarding each order entry as
words. We extract the characteristic partial order sequences identified regardless of the
presence of the order change, and propose a method for obtaining classification rules
that represent relationships between the partial order sequences and the order change.

In this paper, we describe about the method in Section [2] firstly. Then, by using a
order history data from a university hospital, we process datasets consisting of patients’
basic information, numbers of order for a day, numbers of order changes, and other in-
formation as attributes for each data in Section[3l As for the datasets for a comparison,
we obtained two datasets. One includes the characteristic partial order sequences, and
the other does not includes them. After obtaining the datasets, we applied if-then rule
mining algorithms to obtain rule sets that represent the relationships between the at-
tributes and the medication order changes in Section[d] In this comparison, we compare
the accuracies and contents of the rules. Finally, we conclude this in Section[3]

2 A Method to Obtain Classification Rules with Characteristic
Order Subsequences

In order to obtain more concrete descriptions that represent the relationships between
the characteristic partial order entry sequences and order changes, we combined pa-
tients’ basic information, the counts of order entries, characteristic order entry subse-
quences that are ordered in a period.

The process of the method is described as the followings:

— Obtaining datasets for rule mining: extracting basic information of each patient,
counting order entry and order changes for a period for each patient, gathering
order entry sequences for a period for each patient

— Characteristic partial order sequence extraction: extracting characteristic partial or-
der entry sequences by using a sequential pattern mining method

— Rule generation: applying a classification rule mining algorithm

Based on the numbers of order entries, we can obtain the rules to understand the volume
of order entries that causes medication order changes in our previous study. However,
the processes of the order entries were not clear in that study, because the counts cannot
express the order of the entries. In order to describe the situation of order changes more
concretely, we propose to use characteristic order entry sequences included in sequences
of CPOE:s of each patient.

By assuming the order entries in a period as one sequence, the characteristic order
entry subsequences are extracted by using a sequential pattern mining method. Sequen-
tial pattern mining is a unsupervised mining approach for extracting meaningful sub-
sequences from the dataset, that consists of ordered items as one instance, by using an
index such as frequency [2]. The meaningfulness depends on the application of the se-
quential pattern mining algorithms. In the following case study, we used an automatic
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term extraction method from natural language processing for extracting characteristic
order entry subsequences without gaps between two order entries.

Subsequently, by using the appearances of the extracted characteristic order entry
subsequences and other features of the order entries in each period, the system extracts
the relationships between a target order entry changes and the features. In order to
obtain comprehensive descriptions about the relationships for human medical experts,
classification rule mining is used to extract the relationships as if-then rules.

3 Processing Order History Data to the Dataset for Rule Mining

In order to obtain the datasets for rule mining, we firstly extracting basic information of
each patient form the order history data. Then, we count the numbers of order entries
and order changes for a day for each patient. At the same time, we gather order entry
sequences for a day for each patient. The process is illustrated as shown in Figure[Il We
assume log data of a hospital information system as the original history data of the order
entries consisting of ordered patient ID, whose basic information, timestamp of each
order, order physician, whose section, order type, and details of each order. According
to the timestamps and the patient IDs, the system gathers the following attribute values,
sequences of order entries, and class values in a given period for each patient.

Processed data

1D Timestamp Diseas:Section Order Name Corr./Del  Order Detail H *
T 2008/6/1 XX PIH  Medication OR100mg Attributes Class
1 2008/6/1 x x  WE Medication AR |
= 00676 = Tk omm [s091mMos22. 002 ] N |
1 2008/6/1 x % PAIf Test R
2 2008/6/1 OO MiH Medication Of&100me
2 2008/6/1 00 WH  Medcation C1%500mg [ l Y ‘
2 2008/6/1 OO WH Medication Comect  [J§500mg
2 2008/6/1 00 ALEH Medcation A
2 2008/6/1 OO {EEH Medcaton Comect  ORESOmg | | Y |
2 2008/6/1 OO #H{EHEE Medication Deleta % §£150mg
1 2008/6/2 x % HH Medication Of2100mg
1 2008/6/2 x x PMH Medication A
T 50007072 Kk (i Tiedostion e 160 S | 60,10.1.N0.4.4,..20,..20 | Y |
1 2008/6/2 x x  NE Medication Delete N

*Class: is any order change occurred in a day ? (Y/N)

Fig. 1. Overview of the pre-processing of the dataset for rule mining analysis

3.1 Gathering Patient Basic Information

Firstly, we gathered the basic information of patients included in the monthly history
data. Since the original patient IDs and the patient names are eliminated previously, we
gathered their sex, age, and number of disease by identifying masked ID numbers. The
basic features of the patients are appended to the following counts of the daily orders,
their changes, the appearances of characteristic order entry subsequences, and the class
values. Thus, we set up each day as the period for constructing each instance for rule
mining in the following case study.
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3.2 Constructing the Instances of the Dataset for Rule Mining

After gathering the patient basic information, the system constructed instances for the
rule mining. The instance consists of the patient basic information, the daily features.
If a patient consulted two or more sections in a day, two instances are obtained for
the results of the consultations in each section. For the abovementioned process, the
features related the sections and the consulted hour are also added to the instances.

In order to find out the relationships between a target order changes and other order
entries and order changes, we counted the following five representative order entries
and their total:

Total of order entries

Medication order (Med)

Laboratory test order (LabTest)
Physiological function test order (PhyTest)
Injection order (Inj)

Rehabilitation order (Reha)

At the same time, we counted the numbers of corrections and deletions of the five order
entries.

— Frequencies of order corrections
e Medication order (MedCrr)
e Laboratory test order (LabTestCrr)
e Physiological function test order (PhyTestCrr)
e Injection order (Inj)
e Rehabilitation order (RehaCrr)
— Frequencies of order deletions
e Medication order (MedDel)
Laboratory test order (LabTestDel)
Physiological function test order (PhyTestDel)
Injection order (InjDel)
Rehabilitation order (RehaDel)

In addition, we also calculated the difference values between the simple counts of the
order entries and their changes. Thus, the 22 features were constructed as the numbers
of order entries in a day for each patient in the case study.

3.3 Extracting Characteristic Order Entry Subsequences by Using Sequential
Pattern Mining Approach

In the abovementioned daily order entries, the entries make one ordered sequence be-
cause each entry has the timestamps. For the order entry sequence corresponded to each
instance, we can apply sequential pattern mining for obtaining characteristic partial or-
der entry sequences.

As for the sequential pattern mining approach, there are two major kinds of algo-
rithms developed from different contexts. The algorithms in the one group obtain the
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subsequences with gaps such as PrefixSpan [3]] and other frequent sequential pattern
mining algorithms [2]]. The algorithms in the other group obtain the subsequences with-
out gaps such as n-gram [8].

As for considering the relationship between order changes and the concrete order
entry subsequences, the subsequences without gaps are more comprehensive than that
with gaps. In the following case study, we take a continuing sequential pattern mining
algorithm, which was developed for mining more meaningful terms consisting of one
or more words automatically. Then, the appearances(0/1) of the top N characteristic
order entry subsequences for each instance are added to the datasets.

4 A Case Study on an Actual Order Entry Histories

In this section, we used an actual computer physician order entry data that were obtained
in a Japanese hospital that has more than 600 beds and 1000 outpatients a day. By
applying a sub-sequence extraction method, we extracted characteristic partial order
entry sequences related to medication order changes. The relationships are described
by if-then rules in the followings.

4.1 Counts of the Five Kinds of Order Entries and the Medication Order Entry
Changes

According to the pre-processing process as described in Section[3] we obtained datasets
for rule mining algorithms that are consisting of basic information of the patients,
counts of the orders, and the appearances of extracted characteristic order entry sub-
sequences.

We counted the two monthly order entry history data for June 2008 and June 2009.
Since most Japanese hospital for outpatients is timeless to input the medical records,
we separated the processed dataset for outpatients and inpatients. Considering the dif-
ference of the time limitation of each consultation, we counted the numbers of the order
entries and their changes separately. The statistics of the numbers of the 22 order entries
as shown in Table[Il Excepting the number of the medication order and the total number
of the daily order entries, the minimum number of these order entries is 0.

Based on the numbers of order entries, we set up the class for the medication order
entry changes by using the corrections of medication order and the deletions. The class
distributions of the datasets for the two months, June 2008 and June 2009, are shown in
Table

In order to avoid tautological rules from the datasets, we removed the features di-
rectly counting the class for the following analysis; MedCrr and MedDel.

4.2 Extracting Characteristic Order Entry Subsequences by Using Term
Extraction Method in Natural Language Processing

In order to constructs the features of the characteristic order entry subsequences, we
performed the following steps:



Table 1. The maximum and averaged numbers of daily counts of the five order entries
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June 2008 June 2008
Inpatient OQutpatient Inpatient Outpatient

Att. rmia avg i avg rnax avg rnax avg

Total 47 424 47 3485 58 432 63 3584
hied 44 254 47 305 43 285 G2 3.08
LabTest 19 054 11 054 14 050 10 054
PhyTest g 007 g 011 7 008 g 010
Inj 29 1.00 22 015 38 084 17 017
Reha 5 008 14 004 14 011 9 0.04
hedCr 25 0z0 21 008 32 0z2 13 008
LabTestCrr 13 008 K 00z 10 005 5 oM
PhyTestCrr 3 om 2 om 4 oM 1 oM
InjCrr g 008 K 003 10 010 12 00z
RehaCrr 2 Q00 12 Q00 3 Q.00 3 Q.00
MedDel 20 0065 20 00z 14 005 27 oM
LabTestDel 3 o0z 3 om 4 00z 2 00z
PhyTestDel 2 000 2 000 2 000 2 000
InjDel 5 om 5 000 21 oM 4 000
RehaDel 3 000 2 000 1] Q.00 3 0.00
Total=ub 3 375 30 372 37 384 34 377
MWed3ub 29 228 29 285 36 238 35 288
LabTestSub 13 047 11 03 13 04z g 03
PhyTestSub 7 0085 g 010 7 0086 5} 008
InjEub 21 085 15 013 27 085 13 014
RehaZub 5 008 5 003 g 010 i} 004

85

Table 2. Class distributions about the medication order changes on June 2008 and June 2009

—

June Inpatient

Overall Without Med.
Order Changes Order Changes

7136

2008 Outpatient 10201

June Inpatient

7426

2009 Outpatient 10509

6607
9863
6864
10096

Gathering daily order entry sequences of the patient
2. Applying a sequential pattern mining algorithm for extracting characteristic order

entry subsequences from the overall sequences

3. Selecting top N characteristic order entry subsequences under the unsupervised

manner

With Med.

529
338

56
413

4. Obtaining the features corresponding to the characteristic order entry subsequences
to the dataset for the rule mining

In this case study, we applied an automatic term extraction method [4] for extracting

characteristic partial order sequences in the set of order entry sequences by assuming
the order entry sequences as documents.

This method involves the detection of technical terms by using the following values
for each candidate CN:

FLR(CN) = f(CN) x ([[(FL(N;) + 1)(FR(N;) + 1))

L

i=1

1
L
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Table 3. Top 10 characteristic partial order sequences based on FLR scores: (a) on June 2008, (b)
on June 2009

(a) June 2008
Inpatient Outpatient
Order entry subsequence FLR score Order entry subsequence FLR score
Med 12.17 Med 11.45
Med Med 9.66 Med Med 10.48
HospCtrl Med 9.00 PhyTest med 10.11
Med HospCitrl 8.94 Med PhyTest Med 9.72
Med PhyTest 8.74 PhyTest Med Med 9.37
PhyTest Med 8.74 Med PhyTest 9.33
Med Med Med 8.40 Med Med Med Med 8.93
Med Reha 8.13 PhyTest Med Med Med 8.53
HospCtrl Med Med 7.88 Med Med Med Med Med 8.41
Reha Med 7.72 HospCtrl Med 8.26
(b) June 2009
Inpatient Outpatient

Order entry subsequence FLR score Order entry subsequence FLR score
Med 12.14 Med 11.54
Med Med 9.56 Med Med 10.52
HospCtrl Med 8.97 PhyTest Med 10.09
Med HospCtrl 8.78 Med Med Med 9.71
Med LabTest 8.62 Med PhyTest 9.44
Med Med Med 8.55 PhyTest Med Med 9.35
PhyTest Med 8.55 Med Med Med Med 9.04
Med Reha 8.36 Med Med Med Med Med 8.65
Reha Med 8.17 PhyTest Med Med Med 8.65
HospCtrl Med Med 8.09 HospCtrl Med 8.31

where f(CN) means frequency of a candidate C'N appeared isolated, and F'L(N;)
and F'R(N;) indicate the frequencies of different orders on the right and the left of
each order entry N; in bi-grams including each C'N. In the experiments, we selected
technical terms with this FLR score as FLR(t) > 1.0.

By applying this method to the two dataset on June 2008 and June 2009, the system
extracted partial order sequences respectively. The top ten characteristic partial order
sequences are shown in Table Bl Since these partial order sequences are determined
whole of order entry sequences, we do not know about which ones are related to the
target order changes in this stage. However, these partial order sequences are not only
appeared frequently but also used some characteristic situations.

For example, "Med LabTest” means continued one medication order entry and one
laboratory test order entry. This partial order sequence is more characteristic in the
outpatient situations than "Med Med Med” (three continued medication order entries)
based on their FLR scores. Although there are the differences of the extracted subse-
quences between the inpatient sequences and outpatient sequences, the top 10 charac-
teristic subsequences are the same on both of the months from different years.
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Table 4. Averaged accuracies(%) and their SDs of classifiers on each dataset

2008 Inpatient Outpatient

June Witho ut Subseguences|With Subsequences |Without Subseguences | With Subseguences
g Aco{®) SD Avz Accld] SD |Ave Acc{%) SD Aoz Aco{%) D

MNaive Bayes 8736 112 8680 115 8075 0az 8955 054

k=M 8046 088 8953 089 5434 043 5470 060

OreR 3525 048 F5.25 048 5670 048 5670 048

4 50.48] 59.14 .36 g4.758 036 9854 040 35.54 039

PART 39.400 0.38 §8.54 043 95.48 040 35.49 041

% Majority 9260 92 60 8620 96.20

2009 Inpatient Outpatient

June Witho ut Subseguences|With Subsequences |Without Subseguences | With Subseguences
vz Aco{®) SD Avz Accld] SD |Ave Acc{%) SD Aoz Aco{%) D

MNaive Bayes 8586 1.20 8635 117 8041 0a7 4584 1.02

k=M 8557 1.01 87173 114 5373 0a2 5525 051

OreR 35.54 051 F554 051 728 045 3728 045

4 50.48] 5925 034 g8 033 9545 0.3 3547 033

PART 39.46 0.33 §8.48 032 38.22 045 38.24 035

% Majority 9240 9240 8610 9610

After extracting the top 10 characteristic order entry subsequences, we obtained the
features corresponding to the subsequences as their appearances. If a characteristic or-
der entry subsequence appears in the daily sequence of order entries, the value of the
feature is ‘1°. Otherwise, the value is ‘0’. This process is repeated to the top 10 charac-
teristic order entry subsequences for each daily order entry sequence of the patient.

4.3 Obtaining Classification Rules with/without Characteristic Order Entry
Subsequences

In this section, we compare the accuracies on the datasets including the appearances of
top 10 characteristic order entry subsequences to without them by using five represen-
tative classification learning algorithms. Then, we discuss the contents of the two rule
sets. We used the four datasets the numbers of order entries with/without the appear-
ances of the top 10 characteristic order entry subsequences on the different two months
and the place of the entries.

In order to evaluate the effect of the characteristic order entry sequences for the clas-
sification of the medication order changes, we performed 100 times repeated 10-fold
cross validation on the following five classification learning algorithms; NaiveBayes,
k-NN(k = 5), C4.5 [6], OneR [7]], and PART [[1]]. We used their implementations on
Weka [9].

As shown in Table [ the emphasized averaged accuracies in Table M significantly
outperform the percentages of the majority class label; without medication order changes.
The significance of the difference is tested by using one-tail t-test with o = 0.05 as the
significance level. As shown in this result, C4.5 and PART obtain more accurate clas-
sification models by using both of the feature sets; with/without the appearances of the
top 10 characteristic order entry subsequences. The result for the June 2009 datasets
indicates that the characteristic partial order entry sequences mean the relationships
between the order entry sequences and the medication order changes.

In order to compare the availability of the partial order entry sequences for detecting
medication order changes, we observed the contents of the representative rules obtained
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for each dataset. The classifiers of PART achieve the highest accuracies to the dataset
with generating classification rules based on the information gain ratio by separating
a given dataset into subsets. The representative rules with/without the partial order se-
quences are shown in Figure 21

The rules without the characteristic order entry subsequences cover large number of
instances for each dataset. However, these rules do not express any order of the entries,
and the rule obtained from the datasets of June 2009 for inpatients is very difficult to
understand. So, medical doctors pointed out that it is difficult to image concrete medical
situations from the rules.

Without characteristic With characteristic
Order entry subsequences Order entry subsequences
Jun. 2008 In. |

IF # of Orderiwithout changes)<3
AND # of Lab. Test Order= 0
AND # of Inj. Order < 8
THEN "Class= ¥~
(Covered Instances 317)

4
Jun. 2008 Out Jun. 2008 Out.
I Rt El'frﬁ"g:’:r“: changesisl] IF 4 < #of Medication Order <7
THEN “Class=Y" AND “Med Med Med Med Med Med" = 1
(Covered Instances 214) THEMN “Class = N™{Covered instances 868, misclassify 2)
7 4
Jun. 2008 In. l Jun. 2009 In.
— kel Lol
IF #of Order(without changes)=0 IF # of Total Orders < 18
THEN "Class=Y" AND # of Total Orders without order changes =8
{Covered Instances 409} AND # of PhyTest Orders without order changes =0
I AND “Med LabTest™=1
THEN “Class= N"
Jun. 2009 Out. ( [ 1ces 95, mi ity 0)
IF # of Order(without changes)<4 4
THEN “Class=Y"

(Covered Instances 217)

Fig. 2. The representative rules with highest coverage for each entire training dataset

On the other hand, the rules containing the characteristic order partial sequences
are shown in Figure 2l Although these rules represent the relationships between the
partial order entry sequences and the result without order changes, the coverage and the
correctness of these rules are high. Although the rules with the characteristic order entry
subsequences cover only few instances, their accuracies are higher than the rules that
are constructed with the numbers of order entries. Based on this result, the order partial
sequences distinguish the result without the medication order changes more concretely.

5 Conclusion

In this paper, we present a rule mining process for detecting CPOE changes by using
numbers of order entries and characteristic partial physician order entry sequences on
the log data. In order to extract the characteristic order entry subsequences, we introduce
the automatic term extraction method that has been developed as a natural language
processing method.
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By applying the classification rule mining, we obtained more accurate classification
rules that outperform the percentages of the majority class labels. Based on the result,
the characteristic partial order entry sequences can distinguish the situations without
any medication order change for a day more clearly.

In the future, we will combine this method with more detailed medication order sub-
sequences such as sequences of the names of drugs. We will also analyze the temporal
patterns for the factors related to the order changes based on the attributes of this anal-
ysis and the textual descriptions on the medical documents.
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Abstract. Traditional customer relationship management (CRM) models often
ignore the correlation that could exist in the purchasing behavior of neighboring
customers. Instead of treating this correlation as nuisance in the error term, a
generalized linear autologistic regression can be used to take these neighbor-
hood effects into account and improve the predictive performance of a customer
identification model for a Japanese automobile brand. In addition, this study
shows that the level on which neighborhoods are composed has an important
influence on the extra value that results from the incorporation of spatial
autocorrelation.

Keywords: Customer Intelligence; Predictive Analytics; Marketing; Data
Augmentation; Autoregressive Model; Automobile Industry.

1 Introduction

Besides the data mining technique, the success of a CRM model also depends on the
quality of the information used as input for the model [1]. Traditional CRM models
often ignore neighborhood information and rely on the assumption of independent
observations. This means that customers’ purchasing behavior is totally unrelated to
the behavior of others. However, in reality, customer preferences do not only depend
on their own characteristics but are often related to the behaviors of other customers
in their neighborhood. Using neighborhood information to incorporate spatial auto-
correlation in the model can solve this violation and significantly improve the predic-
tive performance of the model.

Several studies have already proven that spatial statistics can produce interesting in-
sights in marketing [2-8]. However, only a limited number of studies use spatial infor-
mation to improve the accuracy of a predictive CRM model. In reference [9], customer
interdependence is estimated based on geographic and demographic proximity. The
study indicates that geographic reference groups are more important than demographic
reference groups in determining individual automobile preferences. Reference [10]
shows that taking zip-code information into account can significantly improve a model
used for the attraction of new students by a private university. The focus of this study
will also be on incorporating physical geographic interdependence to improve CRM
models, but, compared to this previous literature, this study includes a large number of
independent socio-demographic and lifestyle variables that are typically available at an
external data vendor. This should avoid that the predictive improvement could
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be caused by the absence of other important variables that can easily be obtained for
customer acquisition models.

In addition, this article introduces an extra complexity that is mostly ignored in
previous literature. Customers can often be clustered in neighborhoods at multiple
levels (e.g. country, district, ward, etc.). In order to incorporate these neighborhood
effects efficiently, the level of granularity should be carefully chosen. If the neighbor-
hood is chosen too large, interdependences will fade away because the preferences of
too many surrounding customers are taken into account that do not have any influence
in reality. On the other hand, choosing neighborhoods that are too small can affect the
reliability of the measured influence and ignore the correlation with some customers
that still have an influence. This study will compare the relevance of taking spatial
neighborhood effects into account at different levels of granularity.

In this paper, neighborhood information is used to incorporate spatial autocorrela-
tion in a customer acquisition model for a Japanese car brand. Within CRM models,
customer acquisition models suffer often the most from a lack of data quality. A com-
pany’s customer database is typically single source in nature. The data collection is
limited to the information a company retrieves from its own customers. As a result,
for customer acquisition campaigns the company has to attract data from external data
vendors. Nevertheless, this data still only contains socio-demographic and lifestyle
variables [11]. Especially in such situation, incorporating extra neighborhood infor-
mation can improve the identification of potential customers.

The remainder of this article is organized as follows. Section 2 describes the me-
thodology, consisting of the data description and the generalized linear autologistic
regression model used in this study. Next, the results are reported in Section 3 and this
paper ends with conclusions in Section 4.

2 Methodology

2.1 Data Description

Data is collected from one of the largest external data vendors in Belgium. This exter-
nal data vendor possesses data about socio-demographics and lifestyle variables from
more than 3 million respondents in Belgium. Furthermore, it provides information
about automobile ownership in December 2007 of a Japanese automobile brand.

The model in this study has a binary dependent variable, indicating whether the
respondent owns the Japanese automobile brand. Based on this model, potential cus-
tomers with a similar profile as the current owners can be identified. These prospects
can then be used in a marketing acquisition campaign. Because a customer acquisition
model typically cannot rely on transactional information, 52 socio-demographic and
lifestyle variables are included as predictors.

Further, also information about the geographical location of the respondents is
available. Table 1 illustrates that respondents can be divided into several mutually
exclusive neighborhoods at different levels of granularity. This table presents seven
granularity levels together with information about the number of neighborhoods at
each level, the average number of respondents and the average number of owners in
each neighborhood.
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Table 1. Overview of the granularity levels

Number of Average number  Average number

Granularity level neighborhoods  of respondents of owners

level 1 9 349281.78 3073.00
level 2 43 73105.49 643.19
level 3 589 5337.07 46.96
level 4 3092 1016.67 8.94
level 5 6738 466.54 4.10
level 6 19272 163.11 1.44
level 7 156089 20.14 0.18

Analysis based on a finer level of granularity will divide the respondents over more
neighborhoods resulting in a smaller number of interdependent neighbors. At the
finest level, an average of about 20 respondents is present in each neighborhood,
which corresponds with an average of only 0.18 owners per neighborhood. This study
will investigate which granularity level is optimal to incorporate customer interde-
pendence using a generalized linear autologistic regression model.

2.2 Generalized Linear Autologistic Regression Model

A typical data mining technique used in CRM to solve a binary classification problem
is a logistic regression. This model is very popular in CRM because of its interpreta-
bility. Unlike other, more complex predictive techniques (e.g. neural networks), logis-
tic regression is able to provide information about the size and direction of the effects
of independent variables [12,13].

A key assumption of this traditional model is that the behavior of one individual is
independent of the behavior of another individual. Though, in reality, a customers’
behavior is not only dependent of its own characteristics but is also influenced by the
preferences of others. In traditional data mining techniques this interdependence is
treated as nuisance in the error term. However, an autologistic regression model can
be used to consider spatial autocorrelation explicitly in a predictive model for a binary
variable [6,14-16]. The generalized linear autologistic regression model in this study
is a modified version of the general autologistic model used in reference [17]:

exp ()
T+exp(m)’ M

Where n = B, + XB; + pWY.

P(y = 1 |all other values) =

In this equation a logit link function is used to adopt the regression equation to a
binomial outcome variable. Whereby Y is an n x 1 vector of the dependent variable;
X is an n x k matrix containing the explanatory variables; the intercept is represented
by Bo.and B; is a k x 1 vector of regression coefficients to be estimated. This model
includes a spatial lag effect by means of the autoregressive coefficient p to be esti-
mated for the spatially lagged dependent variables WY.

These spatially lagged dependent variables are constructed based on a spatial
weight matrix W. This is an n x n matrix containing non-zero elements w;; indicating
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interdependence between observation i (row) and j (column). By convention, self-
influence is excluded such that diagonal elements w;; equal zero. Next, this weight
matrix is row-standardized using the following formula:
s — Wi

The weight matrix is an important element in a generalized linear autologistic re-
gression model. This study investigates how the choice of neighborhood level can
influence the predictive performance of the customer acquisition model. For custom-
ers living in the same neighborhood w;; will be set to one in the non-standardized
weight matrix. Hence, at a coarse granularity level the number of neighborhoods is
small resulting in a high number of interdependent relationships included in the
weight matrix. As the granularity level becomes finer, the number of non-zero ele-
ments in the weight matrix will drop.

3 Results

In Figure 1, the traditional customer identification model and all spatial models at
different levels of granularity are compared. This figure presents for each model the
predictive performance on the validation sample in terms of AUC [18] and the auto-
regressive coefficients estimated by the spatial models.

0.67 0.17

- 015

0.66 - 0.13

AUC - 0,11 Rho

0,65 — 0.09

- 0,07

0.64 rad 0,05
Model level 1 | level2 | level 3 | leveld | level & | levelB | level 7
ALIC | DB423 | 06530 | 06551 | 0,6696 | 0 BBEE | 0,6644 | 0,6594 | 0,6533
—Cho 0,1132 | 01212 | 0,1610 | 0,1201 |0,1119|0,0973 | 0,0658

Granularity level

Fig. 1. Overview of the AUCs and the spatial autoregressive coefficients

This spatial autoregressive coefficient is positive and significantly different from
zero in all autologistic regressions. This suggests the existence of interdependence at
all granularity levels. In other words, the average correlation between automobile
preferences of respondents in the same neighborhood is higher than the average
correlation between automobile preferences of respondents located in different neigh-
borhoods. Comparing the AUC indicators of the spatial models with the benchmark
traditional logistic regression model, using the non-parametric test of Delong et al.
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[19], demonstrates that incorporating these neighborhood effects significantly im-
proves the accuracy of the acquisition model.

Figure 1 illustrates that the proportion of this predictive improvement heavily de-
pends on the chosen granularity level. The optimal predictive performance in this
study is achieved at granularity level 3. If the neighborhood level is too coarse, corre-
lation is assumed between too many customers that do not influence each other in
reality. On the other hand, a granularity level that is too fine can affect the reliably of
the measured autocorrelation and ignore interdependences that exist in reality. A
similar evolution can be found in the spatial autoregressive coefficient, which
represents the existence of spatial interdependence in the model.

Comparing the predictive performance of a customer acquisition model that incor-
porates neighborhood effects at the optimal granularity level with the benchmark
traditional logistic regression model illustrates that taking spatial correlation into
account increases the AUC by 0.0273. This is not only statistically significant, but
also economically relevant and should help the marketing decision maker to improve
his customer acquisition strategies.

4 Conclusions

Traditional customer acquisition models often ignore the spatial correlation that could
exist between the purchasing behaviors of neighboring customers and treats this as
nuisance in the error term. This study shows that, even in a model that already includes
a large number of socio-demographic and lifestyle variables typically attracted for cus-
tomer acquisition, Extra predictive value can still be obtained by taking this spatial
interdependence into account using a generalized linear autologistic regression model.

Moreover, this study illustrates that the choice of neighborhood level in such an au-
tologistic model has an important impact on the model’s accuracy. Using a granularity
level that is too coarse or too fine respectively incorporates too much or too little
interdependence in the weight matrix resulting in a less than optimal predictive im-
provement.
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Abstract. Induction of decision trees belongs to the most popular algo-
rithms used in machine learning and data mining. This process will result
in a single tree that can be use both for classification of new examples
and for description the partitioning of the training set. In the paper we
propose an alternative approach that is related to the idea of finding
all interesting relations (usually association rules, but in our case all in-
teresting trees) in given data. When building the so called exploration
trees, we consider not a single best attribute for branching but more
”good” attributes for each split. The proposed method will be compared
with the ”standard” C4.5 algorithm on several data sets from the loan
application domain.

We propose this algorithm in the framework of the GUHA method,
a genuine exploratory analysis method that aims at finding all patterns,
that are true in the analyzed data.

1 Introduction

GUHA is an original Czech method of exploratory data analysis developed since
1960s. Its principle is to offer all interesting facts following from the given data
to the given problem. A milestone in the GUHA method development was the
monograph [7], which introduces the general theory of mechanized hypothesis
formation based on mathematical logic and statistics. The main idea of the
GUHA method is to find all patterns (relations, rules), that are true in the
analyzed data.

Recently, various GUHA procedures, that mine for different types of rule-like
patterns have been proposed and implemented in the LISp-Miner [12], [13] and
Ferda systems [I1]. The patterns are various types of relations between pairs of
boolean or categorial attributes. Let us consider as an example the 4FT-Miner
procedure. This procedure mines for patterns in the form ¢ =~ /£, where ¢
(antecedent), ¥ (succedent) and ¢ (condition) are conjunctions of literals and =
denotes a relation between ¢ and v for the examples from the analyzed data
table, that fulfill £ (£ need not to be defined). Literal is in tho form A(«) or its
negation ~A(«), where A is an attribute and «) is a subset of its possible values.
A 4FT pattern is true in the analyzed data table, if the condition associated
with = is satisfied for the frequencies a, b, ¢, d of the corresponding contingency
table. Since ~ can be defined e.g. as aib > 0.9, one type of patterns that can
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be looked for using 4FT-Miner are association rules as defined by Agrawal e.g.
in [IJ.

The tree building algorithm proposed in this paper fits into the GUHA frame-
work as a procedure that looks for tree-like patterns each defining a particular
partition of the analysed data table w.r.t. the given (class) attribute.

2 Induction of Exploration Trees

The TDIDT (top-down induction of decision trees) family of algorithms recur-
sively partitions the attribute space to build rectangular regions that contain
examples of one class. This method, also known as ”divide and conquer” has
been implemented in a number of algorithms like ID3 [9], C4.5 algorithm [10],
CART [] or CHAID [2]. All these algorithms are based on greedy top-down
search in the space of possible trees. Once a splitting attribute is chosen, the
algorithm proceeds further and no backtracking (and changing the splitting at-
tribute) is possible. The result is thus a single tree.

The decision trees are usually used for classification. In this case, a new exam-
ple is propagated down the tree at each splitting node selecting the branch that
corresponds to the value of the splitting attribute. The leaf of the tree shows
then the class for this example. But simultaneously, a decion tree can be inter-
preted as a pertition of the given data set into subsets, that are homogeneous
w.r.t. class attribute.

2.1 The Algorithm

Our proposed algorithm for exploration trees is based on an extension of this
approach. Instead of selecting single best attribute to make a split of the data, we
select more suitable attributes. The result thus will be a set of trees (forest) where
each tree represents one model applicable for both description and classification.
The algorithm thus differs from the ”standard” TDIDT algorithms in two aspects
(see Fig. [l for a simplified description):

— we use more attributes to make a split (see point 1 of the algorithm),
— we use different stopping criteria to terminate the tree growth (see point 1.2
of the algorithm).

The basic difference is the possibility to use of more attributes to make a split.
To decide about the suitability of an attribute to make a split, we use the x?
criterion defined as

Ti*Sj )2

5 (@ij —
i g n
where a;; is the number of examples that have the i-th value of the attribute 4

and the j-th value of the target attribute, r; is the number of examples that have
the i-th value of the attribute A, s; is the number of examples that have the j-th
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ETree algorithm

1. for every attribute suitable as a root of the current (sub)tree,
1.1 divide data in this node into subsets according to the values of the
selected attribute and add new node for each this subset,
1.2 if there is an added node, for which the data do not belong to the
same class, goto step 1.

Fig. 1. The ETree algorithm

value of the target attribute and n is the number of all examples. This criterion
not only ranks the attributes but also evaluates the ”strengths” of the relation
between the evaluated and class attributes. So we can consider only significant
splitting attributes. The significance testing allows also to reduce the number of
generated trees; if the best splitting attribute is not significantly related with
the class, we can immediately stop growing tree at this node and need not to
consider other splitting possibilities. We can of course use only the best splitting
attribute, in this case we get the classical TDIDT algorithm.

We consider several stopping criteria to terminate the tree growing. Beside
the standard node impurity (the fraction of examples of the majority class) we
can use also the node frequency (number of examples in a node), the depth of
the tree and the above mentioned x? test of significance.

The quality of the exploration tree is evaluated using the classification accu-
racy on training data. This quantity, like the confidence of an association rule,
shows how good the tree corresponds to the given data (and only trees that
satisfy the given lower bound are produced at the output of the algorithm). So
we are primary interested in description not classification; in this situation, each
tree should be inspected and interpreted by the domain expert. Nevertheless,
the exploration trees can be used for classification as well. Here we can employ
different classification strategies (not yet fully implemented):

— classical decision tree: only the best attribute is using for branching, stopping
criterion is the node impurity,

— ensemble of best trees: k best attributes used for branching, stopping crite-
rion can be node impurity, node frequency or tree depth, classification based
on voting of each of the trees,

— ensemble of decision stumps: all attributes used for branching, the depth of
the tree set to 0, classification based on voting of each of the trees.

The algorithm for finding exploration trees is implemented in the Ferda sys-
tem [IT]. This system offers a user friendly visual (graphical) environment to
compose and run the data mining tasks realized as various GUHA procedures.
The incorporation of ETree algorithm into the LISp-Miner system is under
development.
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2.2 Empirical Evaluation

The goal of the experiments was to test the ETree algorithm when building
description trees. We thus evaluate the results only on the training data. We
compared the behavior of our algorithm with the C4.5 algorithm implemented
in Weka system [15].

We used several data sets from the UCI Machine Learning Repository [14].
The characteristics of these data are shown in Tab. [l

We run two types of experiments. Our aim in experiment 1 was to create
single, most accurate tree. Tree growing in ETree was thus not restricted by
any of the parameters min. node impurity or min. node frequency. In C4.5 we
disable pruning of the tree. The results (left part of Table [I) show, that the
results of both algorithms are (for 10 out of 11 data sets) the same in terms of
classification accuracy on training data. The goal in experiment 2 was to build
more exploration trees. In C4.5 we set the minimal number of examples in a leaf
to 3. We used the same setting for this parameter in ETree and we further set
the max. number of best attributes considered for splitting to 2 and the depth
of the tree corresponding to the depth of the tree generated in C4.5 (to have
same settings for both algorithms). The results for this experiment (right part
of Table []) show, that ETree founds (for 10 out of 11 data sets) a tree that was
better (on the training data) than that generated by C4.5. The number in bold
emphasise (for both experiments) the better results.

Table 1. Description of used data

Data no. examples no. attributes
Australian credit 690 15
Brest cancer 286 10
Iris 150 5
Japan Credit 125 11
Lenses 24 5
Monk1 123 7
Mushroom 8124 23
Pima indian diabetes 768 9
Tic-tac-toe 958 10
Tumor 339 18
Vote 435 17

3 Related Work

The exploration trees, especially when used for classification, can be understood
as a kind of ensembles. From this point of view, we can find some related work
in the area of combining tree-based classifiers: AdaBoost creates a sequence of
models (trees) where every model in the sequence focuses on examples wrongly
classified by its predecessors [6]. Random forrest algorithm builds a set of trees
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Table 2. Summary of the results

Data Experiment 1 Experiment 2

C4.5 ETree C4.5 ETree

Australian credit  0.9913 0.9913 0.9275 0.9565
Breast cancer 0.9792 0.9792 0.8671 0.9214

Iris 0.9801 0.9801 0.9733 0.9735

Japan Credit 1.0000 1.0000 0.8560 0.9360
Lenses 1.0000 1.0000 0.9167 0.9167
Monk1 0.9837 0.8780 0.8699 0.8374
Mushroom 1.0000 1.0000 1.0000 1.0000
Pima indian diabetes 0.9518 0.9518 0.8568 0.9010
Tic-tac-toe 1.0000 1.0000 0.9436 0.9761
Tumor 0.8289 0.9357 0.6017 0.7535

Vote 0.9908 0.9908 0.9678 0.9770

by randomly splitting the data into training subsets and by randomly selecting
a subset of input attributes to build an individual tree [3]. The Option Trees
algorithm creates a single tree that beside ”regular” branching nodes contains
also so called option nodes that include more attributes proposed to make a
split. This tree thus represents a set of trees that differ in the splitting attribute
used in the option node [§]. The ADTree (alternating decision trees) algorithm
builds a sequence of trees with increasing depth. These trees are represented in a
compact form of the tree with the maximal depth where each branching node is
replaced by a pair [classifying node, branching node], where classifying node is a
leaf node at the position of branching [5]. All these algorithms focus on building
ensemble classifiers, so the individual trees are not presented to the user.

4 Conclusions

The paper presents ETree, a novel algorithm for building so called exploration
trees. It’s main difference to standard TDIDT algorithms is the possibility to
use more attributes to create a split and thus the possibility to build more trees
that describe given data. The resulting trees can be used for both classification
and description (segmentation).

We empirically evaluated our algorithm by comparing its classification ac-
curacy (computed for the training data) on some benchmark data with the
state-of-the-art algorithm C4.5. The first experiment shows that when giving
no restrictions that will reduce the tree growing, the ”best” tree generated by
both algorithms is usually the same. The second experiment shows, that when
building in ETRee Miner more trees with initial setting that corresponds to a
pruned version of the tree generated by C4.5, we can usually find (among the
trees generated) a better tree than that of C4.5. The reason can be twofold: (1)
C4.5 is optimized to perform well on unseen data and thus does not cover the
training data as precise as possible, and (2) the greedy search need not to find
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the best tree (especially if the selection of the splitting attribute is based on few
examples, what is typical for branching nodes far from the root).
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Abstract. Data mining algorithms are designed to extract information
from a huge amount of data in an automatic way. The datasets that
can be analysed with these techniques are gathered from a variety of
domains, from business related fields to HPC and supercomputers. The
datasets continue to increase at an exponential rate, so research has been
focusing on parallelizing different data mining techniques. Recently, GPU
hybrid architectures are starting to be used for this task. However the
data transfer rate between CPU and GPU is a bottleneck for the applica-
tions dealing with large data entries exhibiting numerous dependencies.
In this paper we analyse how efficient data mining algorithms can be
mapped on these architectures by extracting the common characteris-
tics of these methods and by looking at the communication patterns
between the main memory and the GPU’s shared memory. We propose
an experimental study for the performance of memory systems on GPU
architectures when dealing with data mining algorithms and we also ad-
vance performance model guidelines based on the observations.

1 Introduction

1.1 Motivation

Data mining algorithms are generally used for the process of extracting inter-
esting and unknown patterns or building models from any given dataset. Tradi-
tionally, these algorithms have their roots in the fields of statistics and machine
learning. However, the amount of scientific data that needs to be analysed is ap-
proximately doubling every year [I0] so the sheer volume of today’s datasets is
putting serious problems to the analysing process. Data mining is computation-
ally expensive by nature and the size of the datasets that need to be analysed
make the task even more expensive.

In recent years, there is an increasing interest in the research of parallel data
mining algorithms. In parallel environments, algorithms are exploiting the vast
aggregate main memory and processing power of parallel processors. During the
last few years, Graphics Processing Units (GPU) have evolved into powerful pro-
cessors that not only support typical computer graphics tasks but are also flexible
enough to perform general purpose computations [9]. GPUs represent highly spe-
cialized architectures designed for graphics rendering, their development driven
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by the computer gaming industry. Recently these devices were successfully used
to accelerate computationally intensive applications from a large variety of fields.
The major advantage of today’s GPUs is the combination they provide between
extremely high parallelism and high bandwidth in memory transfer. GPUs offer
floating point throughput and thousands of hardware thread contexts with hun-
dreds of parallel compute pipelines executing programs in a SIMD fashion. High
performance GPUs are now an integral part of every personal computer making
this device very popular for algorithm optimizations.

However, it is not trivial to parallelize existing algorithms to achieve good per-
formance as well as scalability to massive data sets on these hybrid architectures.
First, it is crucial to design a good data organization and decomposition strategy
so that the workload can be evenly partitioned among all threads with minimal
data dependencies across them. Second, minimizing synchronization and com-
munication overhead is crucial in order for the parallel algorithm to scale well.
Workload balancing also needs to be carefully designed.

To best utilize the power computing resources offered by GPUs, it is necessary
to examine to what extent traditionally CPU-based data mining problems can
be mapped to a GPU architecture. In this paper, parallel algorithms specifically
developed for GPUs with different types of data mining tasks are analysed.
We are investigating how parallel techniques can be efficiently applied to data
mining applications. Our goal in this paper is to understand the factors affecting
GPU performance for these types of applications. We analyse the communication
patterns for several basic data mining tasks and investigate what is the optimal
way of dividing tasks and data for each type of algorithm.

1.2 Hardware Configuration

The GPU architecture is presented in Figure 1. The device has a different number
of multiprocessors, where each is a set of 32-bit processors with a Single Instruc-
tion Multiple Data (SIMD) architecture. At each clock cycle, a multiprocessor
executes the same instruction on a group of threads called a warp.

The GPU uses different types of memories. The shared memory (SM) is a
memory unit with fast access and is shared among all processors of a multipro-
cessor. Usually SMs are limited in capacity and cannot be used for information
which is shared among threads on different multiprocessors. Local and global
memory reside in device memory (DM), which is the actual video RAM of the
graphics card. The bandwidth for transferring data between DM and GPU is
almost 10 times higher than that of CPU and main memory. So, a profitable
way of performing computation on the device is to block data and computation
to take advantage of fast shared memory by partition data into data subsets that
fit into shared memory. The third kind of memory is the main memory which
is not part of the graphics card. This memory is only accessed by the CPU so
data needs to be transferred from one memory to another to be available for the
GPU. The bandwidth of these bus systems is strictly limited, so these transfer
operations are more expensive than direct accesses of the GPU to DM or of the
CPU to main memory.
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Fig. 1. GPU Architecture

The grapic processor used in our experimental study is a NVIDIA GeForce GT
420M. This processor works at 1GHz and consists of 12 Streaming Processors,
each with 8 cores, making for a total of 96 cores. It features 2048MB device
memory connected to the GPU via a 128-bit channel. Up to two data transfers
are allowed to be made every clock cycle, so the peak memory bandwidth for this
processor is 28.8GB/s. The computational power sums up to a peak performance
of 134.4 GFLOP/s. The host machine is a Intel Core i3 370M processor at
2.4Ghz, with a 3MB L3 cache and 4GB of RAM. Nvidia offers a programming
framework, CUDA, that allows the developer to write code for GPU with familiar
C/C++ interfaces. Such frameworks model the GPU as a many-core architecture
exposing hardware features for general-purpose computation. For all our tests
we used NVIDIA CUDA 1.1.

The rest of the paper is organized as follows: Section 2 describes current paral-
lelizations of different data mining algorithms that will be analysed, and presents
results, highlighting the common properties and characteristics for them. Section
3 derives a minimal performance model for GPUs based on the factors discovered
in the previous section. Finally, in section 4 we provide conclusions and present
possible directions for future work.

2 Performance Study

2.1 Data Mining on GPUs

There are several algorithms proposed that implement different data mining
algorithms for GPUs: classification [TITT], clustering [56], frequent itemset iden-
tification [12], association [34]. In this section we will give a short description for
the ones that obtained the best speed-up result for every type. Since we are only
interested in the most influential and widely used methods and algorithms in the
data mining community, in this paper we investigate algorithms and methods
that are described in the top 10 data mining algorithms paper [g].

Association rule mining is mostly represented by the Apriori and the Frequent
Pattern Tree methods. Finding frequent item sets is not trivial because of its
combinatorial explosion so there are many techniques proposed to parallelize
both, the Apriori and the FP-growth algorithms, for parallel systems [12J13].
Based on those, more recently, research has started to focus on optimizing them
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Table 1. Experimental datasets

Name No. items Avg. Length Size Density Characteristics

datasetl 21.317 10 ™ ™% Synthetic
dataset2 87.211 10.3 25M  1.2% Sparse/Synthetic
dataset3 73.167 53 41IM  47% Dense/Synthetic

for GPUs [1I2I3/4]. We analysed two of these methods, one for the Apriori and
one for the FP-Growth methods.

The first method is [3] where the authors propose two implementations for the
Apriori algorithm on GPUs. Both implementations exploit the bitmap represen-
tation of transactions, which facilitates fast set intersection to obtain transac-
tions containing a particular item set. Both implementations follow the workflow
of the original Apriori algorithm, one runs entirely on the GPU and eliminates in-
termediate data transfer between the GPU memory and the CPU memory while
the other employs both the GPU and the CPU for processing. In [4] the authors
propose a parallelization method for a cache-conscious FP-array. The FP-growth
stage has a trivial parallelization, by assigning items to the worker threads in a
dynamic manner. For building FP-trees, the authors divide the transactions into
tiles, where different tiles contain the same set of frequent items. After this, the
tiles are grouped and sent to the GPU. A considerable performance improvement
is obtained due to the spatial locality optimization.

Most papers that deal with optimizing clustering methods are focusing on
k-means methods [56] mainly because is the most parallel friendly algorithm.
However, research is conducted on k-nn [I4], neural networks [I5], and density
clustering [16]. Here we will analyze two of these methods. In [5] the clustering
approach presented extends the basic idea of K-means by calculating simultane-
ously on GPU the distances from a single centroid to all objects at each iteration.
In [14] the authors propose a GPU algorithm to compute the k-nearest neigh-
bour problem with respect to Kullback-Leibler divergence [I8]. Their algorithm’s
performance largely depends on the cache-hit ratio, and for a large data, it is
likely that a cache miss occurs frequently.

Given an unsupervised learning technique, a classification algorithm builds a
model that predicts whether a new example falls into one of the categories. [7]
focuses on a SVM algorithm, used for building regression models in chemical
informatics area. The SVM-light algorithm proposed implements various effi-
ciency optimizations for GPUs to reduce the overall computational cost. The
authors use a caching strategy to reuse previously calculated kernel values hence
providing a good trade-off between memory consumption and training time.

Table 1 presents the datasets used for the experiments; one is small and fits
in the GPU’s shared memory and the others must be divided in subsets.

2.2 Memory Latency Analysis

We measure the latency of memory read and write operations and the execution
time for different data mining algorithms. This experiment shows how much data
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Fig. 2. Memory latency analysis

is exchanged by each algorithm from the main memory to the GPU’s memory.
Figure 2 presents the scaling obtained by each algorithm, for all considered
datasets. As the first dataset fits entirely in the shared memory, it’s execution
time is accordingly fast, compared to the rest of the runs. Subsequently, the
execution time increases with one order of magnitude for the first and second
datasets, as is shown in figure 2(b). However, the second dataset is only three
times larger. Since this is valid for the last two datasets as well, figure 2 is showing
that, for all algorithms, the read latency for the input data once it does not fit
in the shared memory is making the execution time increase dramatically. These
numbers are showing that the way that each algorithm communicates with the
input data influences the performance. The scalability limiting factors are largely
from load imbalance and hardware resource contention.

In the second part, we investigate which part of each algorithm dominates the
total execution time by running them on the scenarios proposed in their papers.
We are especially interested to quantify how much of the total execution time is
occupied by the data transfer between the main memory and the GPU memory
when the input dataset does not fit in the shared memory.

Most of the algorithms have two main phases that alternate throughout the
whole execution. For example, for both Apriori algorithms, apart for the time
required by the data transfer between the GPU and CPU memory, candidate
generation and support counting dominate the running time. Figure 3 shows the
results for all the algorithms. The values presented represent the mean between
the results from the second and third dataset. All methods need a significant
percentage of time for data transfer, from 10% to over 30%. The datasets used
for this experiment have the same size for all algorithms so that this difference
is only given by the way in which the algorithms interact with the input data.

The Apriori method needs to pass through the entire dataset in each iteration.
If the data does not fit in the GPU’s memory it has to be transferred in pieces
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every cycle. FP-Growth uses tiles with information that needs to be analysed
together, so the communication time is better. K-means changes the centres in
each iteration so the distances from all the points to the new centres must be
computed in each iteration. Since the points are not grouped depending on how
they are related, the communication time is also high. K-nn also needs to inves-
tigate the whole data set to find the closest neighbours, making it the algorithm
with the minimal execution time per data size. SVM have mathematical tasks
so the execution time for the same data is higher than in other cases. All these
facts, together with the cache optimization strategy are the reason for the low
communication latency.

The way in which algorithms interact with the input data set is also impor-
tant — all need several passes through the entire datasets. Even though there
are differences between how they interact with the data, there is one common
optimization that could be applied to all: the input set could be grouped in a
cache friendly way and transferred to the GPU’s memory on a bulk of pieces.
The rate at which the execution time increases is not necessary higher if the com-
munication time is higher — this fact is best observed for the FP-growth method.
This explains how well the algorithm scales. Thus, because the execution times
for the Apriori and FP-Growth methods increase almost exponentially, even if
the communication time for FP-Growth is not that high, the execution time in-
creases considerably faster for a bigger dataset than for corresponding K-means
implementation, since the equivalent K-means runs in less steps.

In the third experiment we investigate how much time each algorithm uses for
CPU computations. Most of the algorithms are iterating through two different
phases and need a synchronization barrier between them. Computations before
and after each phase are made on the CPU. Figure 4 presents the percentage of
the total execution that is used for CPU processing. Each algorithm is exploiting
thread-level parallelism to fully take advantage of the available multi-threading
capabilities, thus minimizing the CPU execution time. However the mean for
all algorithms is still between 15% and 20% so it is important to continue to
optimize this part as well. In this experiment we did not take into consideration
the pre and post-processing of the initial dataset and generated results.
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2.3 Communication Patterns

We furthermore investigate the source code for all algorithms and extracted
the communication patterns between the main memory and the GPU’s shared
memory. We are only interested in analysing the datasets that do not fit in
the shared memory. All algorithms consist of a number of iterations over same
phases. We investigate what is the amount of work done by each GPU core
between two memory transfers and how many times the same data is transferred
to the GPU’s memory in one iteration. The results are presented in Figure 5.
Apriori’s first stage, the candidate generation, alternates data transfers to-
wards the GPU’s memory with computational phases. At the end of each phase,
the list of candidates is sent to the CPU, and stage two begins — the count
support. For both phases, the same data is investigated multiple times and the
amount of work for it is low. The FP-Growth’s first phase alternates both trans-
fers to and from the shared memory between computations. The amount of work
for each data is not very high either, however here tiles are formed to optimize the
memory access, so we observe the best results being delivered by this algorithm.
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Fig. 5. Communication patterns
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Fig. 6. Execution time variation with the increase of threads in a block

The K-means and K-nn algorithms have one part done on the GPU, finding
distances from all the points to the centres and finding the k nearest neighbours.
The algorithms have no strategy that is cache friendly. Even if the same data is
transferred a few times in one iteration, the amount of work is still very low. SVM
has mathematical computations for each data making it efficient for optimization
on GPU’s. However the same data is transferred multiple times. The authors
implemented a memory optimization protocol making it a very efficient solution.
We observed that, if each time a thread in a core needs some data, the algorithm
transfers it to the GPU, leading to a higher total communication latency. From
a performance point of view, it seems that it is better to gather data in bulks
that need to be analysed together and send them all at once, even if this means
that some threads will be blocked waiting for the data.

2.4 Performance Analysis for Different Number of Threads

We investigate how the average read latency is affected by the number of threads
that are being executed. To this end we launch the applications with a constant
grid size and change the number of threads in a block. The GPU executes threads
as groups in a warp, so the average latency experienced by a single thread does
not increase with the increase in the number of threads.

We only analyse the datasets that exceed the shared memory. All algorithms be-
have in the same way as can be seen in Figure 6. The algorithm’s performance has
shifts at some points because it is dependent on the number of threads available
in each Steaming Multiprocessor and not on the total number of threads, as is ex-
plained in [I7]. The performance keeps increasing until we obtain different points
for each algorithm. Finally there is not enough space left for all threads to be ac-
tive. The exact values depend on the data mining method under investigation and
on the GPU parameters, so this information cannot be included in the model.

3 Performance Optimization Guidelines

We present a model that offers optimization for any data mining algorithms
at the CPU and GPU level. The first one minimizes the L3 cache misses by



110 A. Gainaru, E. Slusanschi, and S. Trausan-Matu

pre-loading the next several data points in the active set beforehand according
to their relation with the current investigated data. The second one maximizes
the amount of work done by the GPU cores for each data transfer. We analyse
two data mining techniques, namely the Apriori and K-means, and we group the
data sent to the GPU at each iterations in bulks that we send together even if we
risk keeping some threads waiting for information. We show that by designing
carefully the memory transfers, both from memory to caches or to and from the
GPU’s memory, all data mining algorithms can be mapped very well on hybrid
computing architectures. All these methods have relatively low computations
per unit of data so the main bottleneck in this case is memory management.
The model is thus composed by three tasks: to increase the core execution time
per data transfer — the increase must be for each core and not for each thread;
to eliminate synchronization by trying to merge all steps in each iteration; and
to optimize the CPU computation time.

Our method preloads the next several transactions in the item set for the
Apriori method, or next points for K-means beforehand according to when they
need to be analysed. This influences both the L3 cache miss rate and how many
times the same data is sent from one memory to another. The performance im-
pact of memory grouping and prefetching is thus more evident for large datasets,
with many dimensions for K-means and longer transaction length for Apriori,
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because the longer the dimension of the transaction the fewer points are installed
in the cache, so there are more opportunities for prefetching. We therefore syn-
chronize data only between two iterations by merging the computation for the
two phases in each cycle.

Figure 7 plots the performance increase, the L3 cache misses, the amount of
work and data transaction for each iteration. The implementation reduces the
data transaction by a factor of 13.6 on average and provides 17% increase in
computation time per block of data transferred to the GPU. The group cre-
ation improves the temporal data locality performance and reduces the cache
misses by a factor of 32.1 on average. Even if dataset grouping increases the
pre-processing stage, the overall performance of both algorithms has improved
with 20% compared to the methods presented in the previous sections.

4 Conclusion and Future Work

In this paper we analyse different data mining methods and present a view
for how much improvement might be possible with GPU acceleration on these
techniques. We extract the common characteristics for different clustering, clas-
sification and association extraction methods by looking at the communication
pattern between the main memory and GPU’s shared memory. We present ex-
perimental studies for the performance of the memory systems on GPU archi-
tectures by looking at the read latency and the way the methods interact with
the input dataset. We presented performance optimization guidelines based on
the observations and manually implemented the modification on two of the al-
gorithms. The observed performance is encouraging, so for the future we plan to
develop a framework that can be used to automatically parallelize data mining
algorithms based on the proposed performance model.
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Abstract. First experiences with utilization of formalized items of do-
main knowledge in a process of association rules mining are described.
We use association rules - atomic consequences of items of domain knowl-
edge and suitable deduction rules to filter out uninteresting association
rules. The approach is experimentally implemented in the LISp—Miner
system.

1 Introduction

One of great challenges in data mining research is application of domain knowl-
edge in data mining process [3]. Our goal is to present first experiences with an
approach to use domain knowledge in association rules mining outlined in [5].
We deal with association rules of the form ¢ & 1 where ¢ and ) are Boolean
attributes derived from columns of an analyzed data matrix. An example of data
matrix is in section 2l Not only conjunctions of attribute-value pairs but general
Boolean expressions built from attribute-set of values pairs can be used. Symbol
~ means a general relation of ¢ and ), see section [3l

We deal with formalized items of domain knowledge related to analyzed do-
main knowledge, see section 2l We apply the 4ft-Miner procedure for mining
association rules. It deals with Boolean expressions built from attribute-set of
value. An example of an analytical question solution of which benefits from
properties of 4ft-Miner is in section [l

The paper focuses on problem of filtering out of association rules which can
be considered as consequences of given items of domain knowledge as suggested
in [5]. Our approach is based on mapping of each item of domain knowledge to a
suitable set of association rules and also on deduction rules concerning pairs of
association rules. The approach is implemented in the LISp-Miner system which
involves also the 4ft-Miner procedure. An example of its application is also in
section [ It can result in finding of interesting exceptions from items of domain
knowledge in question, but the way of dealing with exceptions differs from that
described in [§].

* The work described here has been supported by Grant No. 201/08/0802 of the Czech
Science Foundation and by Grant No. ME913 of Ministry of Education, Youth and
Sports, of the Czech Republic.
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2 STULONG Data Set

2.1 Data Matrix Entry

We use data set STULONG concerning Longitudinal Study of Atherosclerosis
Risk Factors[]. Data set consists of four data matrices, we deal with data matrix
Entry only. It concerns 1 417 patients — men that have been examined at the
beginning of the study. Each row of data matrix describes one patient. Data
matrix has 64 columns corresponding to particular attributes — characteristics
of patients. The attributes can be divided into various groups, We use three
groups defined for this paper - Measurement, Difficulties, and Blood pressure.

Group Measurement has three attributes - BMI i.e. Body Mass Index, Subsc
i.e. skinfold above musculus subscapularis (in mm), and Tric i.e. skinfold above
musculus triceps (in mm). The original values were transformed such that these
attributes have the following possible values (i.e. categories):

BMTI: (16;21), (21;22), (22;23), ..., (31;32),> 32 (13 categories)
Subsc : (4;10), (10;12), (12;14), ..., (30;32), (32;36),> 36 (14 categories)
Tric: 1—4, 5,6,...,12,13 — 14,15 — 17, > 18 (12 categories).

Group Difficulties has three attributes with 2 - 5 categories, frequencies of
particular categories are in brackets (there are some missing values, too):
Asthma with 2 categories: yes (frequency 1210) and no (frequency 192)

Chest i.e. Chest pain with 5 categories: not present (1019), non ischaemic (311),
angina pectoris (52), other (19), possible myocardial infarction (3)

Lower limbs i.e. Lower limbs pain with 3 categories: not present (1282), non
ischaemic (113), claudication (17).

Group Blood pressure has two attributes - Diast i.e. Diastolic blood pressure
and Syst i.e. Systolic blood pressure The original values were transformed such
that these attributes have the following categories:

Diast :  (45;65), (65;75), (75;85), ..., (105;115),> 115 (7 categories)
Syst : (85;105), (105;115), (115;125), ..., (165;175),> 175 (9 categories).

2.2 Domain Knowledge

There are various types of domain knowledge related to STULONG data. Three
of them in a formalized form are managed by the LISp-Miner system [7]: groups
of attributes, information on particular attributes and mutual influence of at-
tributes.

There are 11 basic groups (see http://euromise.vse.cz/challenge2004/
data/entry/. These groups are mutually disjoint and their union is the set of

! The study (STULONG) was realized at the 2nd Department of Medicine, 1st Faculty
of Medicine of Charles University and University Hospital in Prague, under the
supervision of Prof. F. Boudik, MD, DSc., with collaboration of M. Tomeckova,
MD, PhD and Prof. J. Bultas, MD, PhD. The data were transferred to the electronic
form by the European Centre of Medical Informatics, Statistics and Epidemiology of
Charles University and Academy of Sciences CR(head. Prof. J. Zvéarové, PhD, DSc.).
The data resource is on the web pages http://euromise.vse.cz/challenge2004/.
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all attributes. We call these groups basic groups of attributes, they are perceived
by physicians as reasonable sets of attributes. It is also possible to define addi-
tional groups of atributes for some specific tasks, see e.g. groups Measurement,
Difficulties, and Blood pressure introduced above.

Examples of information on particular attributes are boundaries for classi-
fication of overweight and obesity by BMI. Overweight is defined as BMI in
25.0 — 29.9 and obesity as BMI > 30.

There are several types of influences among attributes. An example is expres-
sion BMI 11 Diast saying that if body mass index of patient increases then its
diastolic blood pressure increases too.

3 Association Rules

The association rule is understood to be an expression ¢ & ¢ where ¢ and 1) are
Boolean attributes. It means that the Boolean attributes ¢ and v are associated
in the way given by the symbol ~. This symbol is called the /ft-quantifier. It
corresponds to a condition concerning a four-fold contingency table of ¢ and .
Various types of dependencies of ¢ and ¢ can be expressed by 4ft-quantifiers.

The association rule ¢ & 1) concerns analyzed data matrix M. An example
of a data matrix is data matrix Entry a fragment of which is in figure [l

attributes examples of basic Boolean attributes
patient  Asthma BMI o Asthma(yes) — BMI ((21;22), (22;23))
01 yes (16;21) ... 1 0
01417 no (22;23) ... 0 1

Fig. 1. Data matrix M and examples of Boolean attributes

The Boolean attributes are derived from the columns of data matrix M. We
assume there is a finite number of possible values for each column of M. Possible
values are called categories. Basic Boolean attributes are created first. The basic
Boolean attribute is an expression of the form A(«) where o C {a1,...ar} and
{a1,...ax} is the set of all possible values of the column A. The basic Boolean
attribute A(a) is true in row o of M if it is a € o where a is the value of the
attribute A in row o. Set « is called a coefficient of A(«). Boolean attributes
are derived from basic Boolean attributes using propositional connectives V, A
and — in a usual way.

There are two examples of basic Boolean attributes in figure[ll- Asthma(yes)
and BMI((21;22),(22;23)). Attribute Asthma(yes) is true for patient
01 and false for patient 01417, we write 71”7 or ”0” respectively. Attribute
BMI((21;22), (22;23)) is false for o1 because of (16;21) ¢ {(21;22), (22;23))}
and true for 01417 because of (22;23) € {(21;22), (22;23))}. Please note that we
should write Asthma({yes}) etc. but we will not do it. We will also usually write
BMI(21;23) instead of BMI ((21;22), (22;23)) etc.
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Table 1. 4ft table 4ft(v, ¥, M) of ¢ and ¢ in M

Mo
Y a b
- d

The rule ¢ =~ v is true in data matriz M if the condition corresponding to
the 4ft-quantifier is satisfied in the four-fold contingency table of ¢ and 1 in
M, otherwise ¢ ~ 9 is false in data matriz M. The four-fold contingency table
4ft(p, v, M) of ¢ and ¢ in data matrix M is a quadruple (a, b, ¢, d) where a is
the number of rows of M satisfying both ¢ and 1, b is the number of rows of
M satisfying ¢ and not satisfying 1) etc., see Table[dl

There are various 4ft-quantifiers, some of them are based on statistical hy-
pothesis tests, see e.g. [1l6]. We use here a simple 4ft-quantifier i.e. quantifier
=p.Base Of founded implication [I]. It is defined for 0 < p <1 and Base > 0 by
the condition j_b > p A a > Base. The association rule ¢ =, pase ¥ means
that at least 100p per cent of rows of M satisfying ¢ satisfy also ¥ and that there
are at least Base rows of M satisfying both ¢ and ¥. We use this quantifier not
only because of its simplicity but also because there are known deduction rules
related to this quantifier [4].

4 Applying LISp-Miner System

The goal of this paper is to describe an application of an approach to filtering
out association rules, which can be considered as consequences of given items
of domain knowledge. This approach is based on mapping of items of domain
knowledge in question to suitable sets of association rules and also on deduction
rules concerning pairs of association rules. We deal with items of domain knowl-
edge stored in the LISp-Miner system outlined in section We use GUHA
procedure 4ft-Miner [6] which mines for association rules described in section [3
In addition we outline how the groups of attributes can be used to formulate
reasonable analytical questions.

An example of a reasonable analytical question is given in section Al Input
of the 4ft-Miner procedure consists of parameters defining a set of relevant as-
sociation rules and of an analyzed data matrix. Output consists of all relevant
association rules true in input data matrix. There are fine tools to define set
of association rules which are relevant to the given analytical question. We use
data Entry, see section 2.l Input parameters of 4ft-Miner procedure suitable to
solve our analytical question are described also in section £l There are 158 true
relevant association rules found for these parameters.

Our analytical question is formulated such that we are not interested in con-
sequences of item of domain knowledge BMI 11 Diast. This item says that if
body mass index of patient increases then his diastolic blood pressure increases
too, see section However, there are many rules among 158 resulting rules
which can be considered as consequences of item BMI 17 Diast. We filter out
these consequences in two steps.
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In the first step we define a set Cons(BMI 11 Diast,Entry, ~) of atomic
consequences of BMI 11 Diast. Each atomic consequence is an association rule
of the form BMI(w) ~ Diast(d) which can be considered as true in data matrix
Entry if BMI 17 Diast is supposed to be true. In addition, & is a 4ft-quantifier
used in the 4ft-Miner application in question. For more details see section

In the second step we filter out each association rule ¢ = ¢ from the output
of 4ft-Miner which is equal to an atomic consequence or can be considered as a
consequence of an atomic consequence. There are additional details in section 43l

4.1 Analytical Question and 4ft-Miner

Let us assume we are interested in an analytical question:

Are there any interesting relations between attributes from group Measurement
and attributes from group Blood pressure in the data matriz Entry ? Attributes
from group Measurement can be eventually combined with attributes from group
Difficulties. Interesting relation is a relation which is strong enough and which
1s mot a consequence of the fact BMI 171 Diast.

This question can be symbolically written as

Measurement A Difficulties — Blood pressure [Entry ; BMI 1T Diast] .

We deal with association rules, thus we convert our question to a question con-
cerning association rules. Symbolically we can express a converted question as

B[ Measurement] A B[ Difficulties] ~ B[Blood pressure] [Entry; BMI1T Diast] .

Here B[Measurement] means a set of all Boolean attributes derived from at-
tributes of the group Measurement we consider relevant to our analytical ques-
tion, similarly for B[Difficulties] and B[Blood pressure].

We search for rules opr A ¢p = p which are true in data matrix Entry, can-
not be understood as a consequence of BMI 11 Diast and ¢y € B[Measurement],
wp € B[Difficulties|, and ¢p € B[Blood pressure].

The procedure 4ft-Miner does not use the well known a-priori algorithm. It is
based on representation of analyzed data by suitable strings of bits [6]. That’s
way 4ft-Miner has very fine tools to define such set of association rules. One of
many possibilities how to do it is in figure 2l Remember that we deal with rules
p =1, pis called antecedent and 1 is succedent. Set B[ Measurement] is defined
in column ANTECEDENT in row Measurement Conj, 1-3 and in three consecutive
TOWS.

Each ¢js is a conjunction of 1 - 3 Boolean attributes derived from partic-
ular attributes of the group Measurement. Set of all such Boolean attributes
derived from attribute BMI is defined by the row BMI(int), 1-3 B, pos. It
means that all Boolean attributes BMI(«) where « is a set of 1 - 3 consec-
utive categories (i.e. interval of categories) are generated. Examples of such
Boolean attributes are BMI(16;21)), BMI((21;22), (22;23)) i.e. BMI(21;23), and
BMI((21;22), (22;23), (23; 24)) i.e. BMI(21;24). Sets of Boolean attributes de-
rived from attributes Subsc and Tric are defined similarly. An example of
wm € B[Measurement] is conjunction ¢pr = BMI(21;24) A Subsc(4;14).
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AMTECEDENT | QUANTIEIERS | SUCCEDENT |
Measurement Caonj, 1 - 3;] FUl p=0.900 il Blood pressure Conj. 1 - 2:'
» BMI (it 1-3 B. poz BASE p= 30 Abs. » Diazt [int], 1-3 B. poz
» Subsc (int]. 1-3 B, pos » Spat (int], 1-3 B, poz
» Tric (intl, 1- 3 B. poz
Difficulties Dig. 0-3
» Asthmal yes) B. poz
» Chest [subset], 1- 4 B. poz
» Lower limbs [subset], 1 - 2 B. pos

Fig. 2. Input parameters of the 4ft-Miner procedure

Each ¢p is a disjunction of 0 - 3 Boolean attributes derived from particular
attributes of the group Difficulties. There is only one Boolean attribute derived
from attribute Asthma i.e. Asthma(yes). Set of all such Boolean attributes de-
rived from attribute Chest is defined by the row Chest (subset), 1-4 B, pos.
It means that all Boolean attributes Chest(c) where « is a subset of 1 - 4 cate-
gories of attribute Chest are generated. In addition, category not present is not
taken into account (not seen in figure ). Similarly, all Boolean attributes
Lower limbs(a)) where « is a subset of 1 - 2 categories are generated and cate-
gory not present is not considered. Please note, that a disjunction of zero Boolean
attributes means that ¢ p is not considred.

Set B[Blood pressure] is defined in row Blood pressure Conj, 1-2of column
SUCCEDENT and in two consecutive rows in a way similar to that in which set
B[Measurement] is defined. In column QUANTIFIERS the quantifier =930 of
founded implication is specified.

This task was solved in 171 minutes (PC with 2GB RAM and Intel T7200
processor at 2 GHz). 456 x 105 association rules were generated and tested, 158
true rules were found. The rule BMI(21;22) A Subsc(< 14) =0.97,33 Diast{65;75)
is the strongest one (i.e. with highest confidence). It means that 34 patients
satisfy BMI(21;22) A Subsc(< 14) and 33 from them satisfy also Diast(65;75).

Most of found rules have attribute BMI in antecedent and attribute Diast in
succedent (as the above shown rule). We can expect that lot of such rules can
be seen as a consequences of BMI 11 Diast.

4.2 Atomic Consequences of BMI 71 Diast

We define a set Cons(BMI 11 Diast,Entry, =-¢.9,30) of simple rules in the form
BMI(w) ~ Diast(6) which can be considered as consequences of BMI 11 Diast.
Such rules are called atomic consequences of BMI 17 Diast. We assume that this
set is usually defined by a domain expert.

Examples of such atomic consequences are rules BMI(low) =¢.9,30 Diast(low)
saying that at least 90 per cent of patients satisfying BMI(low) satisfy also
Diast(low) and that there are at least 30 patients satisfying both BMI(low)
and Diast(low). The only problem is to define suitable coefficients low for both
attributes BMI and Diast.

Let us remember that there are 13 categories of BMI - (16;21), (21;22),
(21;22), ..., (31;32), > 32 and 7 categories of Diast - (45;65), (65;75), ...,
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(105;115), > 115. We can decide that each Boolean attribute BMI(w) where
w C {(16;21),(21;22),(21;22)} will be considered as BMI(low) (we use low
quarter of all categories) and similarly each Boolean attribute Diast(d) where
0 C {(45;65), (65;75)} will be considered as Diast(low) (we use low third of all
categories). We can say that rules BMI(low) =¢.9.30 Diast(low) are defined by a
rectangle Ajo, X Sjoww = Antecedent x Succedent where

Antecedent x Succedent = {(16;21), (21;22), (21;22)} x {(45;65), (65;75)}

There is LMDataSource module in the LISp-Miner system which makes pos-
sible to do various input data transformations and in addition it also allows to
define the set Cons(BMI 11 Diast,Entry, =-¢.9,30) as a union of several similar,
possibly overlapping, rectangles A; X S, ..., Ar X Sg such that BMI(w) =0.9,30
Diast(0) € Cons(BMI 17 Diast,Entry, =0.9,30) if and only if there is an i €
{1,..., K } such that w C A; and 6 C S;. An example of definition of a set
Cons(BMI 11 Diast,Entry, =¢.9.30) is in figure B] six rectangles are used.

— &tomic Azaciation B ule:
Antecedant Succedent £ Contingency table " Blind = Walues

<45:65) :j «d5,56)<66,76)<T6;86)<85,95)  <106;116)<115;158)

<B5. 75|, <75:85] (15:21% — :

| : |
[27:28, [250:2 <B5:55), <35:105) (21225

[29:305, [30:31> <95,108), <105:115] (22.23%
(3132, »32 <108:118). <115:155) (23245
(24.25>
(25.26>
(26:27>
(27,28
[25.29>
[29:30>
[30:31=

:I (31:32»

aad | ool | g | e | -

Dretail I Autocrea;el

Fig. 3. Definition of atomic association rules

4.3 Filtering Out Consequences of BMI 1T Dziast

We will discuss possibilities of filtering out all rules from the output rules which
can be considered as consequences of given item of domain knowledge. We take
into account both strict logical deduction — see (ii), and specific conditions also
supporting filtering out additional rules — see (iii). We use the set Cons(BMI 11
Diast,Entry, =0.9,30) of atomic consequences BMI(w) =¢.9.30 Diast(d) of BMI
11 Diast defined in figure Bl We filter out each of 158 output rules ¢ =¢.9.30 ¥
satisfying one of conditions (i), (ii), (iii):
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M Diast(65; 85) —Diast(65; 85) M Diast(65; 95) —Diast(65;95)
BMI(21;22) a b BMI(21; 22) a b
—~BMI(21; 22) c d ~BMI(21;22) ¢ d

Fig. 4. 4ft(BMI(21; 22), Diast(65; 85), M) and 4 ft(BMI(21; 22), Diast(65; 95), M)

(i) ¥ =0.9,30 ¥ is equal to an atomic consequence BMI(w) =¢.9.30 Diast(d)

(ii) ¢ =0.930 ¥ is a logical consequence of an atomic consequence
BMI(w) =0.9.30 Diast(d)

(iii) ¢ =0.9,30 ¥ is in the form g A @1 =0.9,30 o Where pg =0.9,30 Yo satisfies
(i) or (ii). We filter out such rules because of patients satisfying poAp; satisfy
also ¢ and thus the rule g A 1 =0.9,30 Yo does not say something new in
comparison with g =¢.9,30 Yo even if its confidence is higher than 0.9.

We give more details below.

(i): There is no atomic consequence BMI(w) =-¢.9,30 Diast(d) belonging to
Cons(BMI 11 Diast,Entry, =0.9,30) among the output rules.

(ii): There is output rule BMI(21;22) =930 Diast(65;95) not belonging
to Cons(BMI 11 Diast,Entry, =0.9,30). Rule BMI(21;22) =.9,30 Diast(65;85)
belongs to Cons(BMI 11 Diast,Entry, =.9.30), see second row in the left part
of figure B In addition, rule BMI(21;22) =-¢.9.30 Diast(65;95) logically follows
from rule BMI(21;22) =.9.30 Diast(65;85).

It means that if rule BMI(21;22) =930 Diast(65;85) is true in a given
data matrix M then rule BMI(21;22) =930 Diast(65;95) is true in M too.
Rule BMI(21;22) =930 Diast(65;85) is for data matrix Entry considered as
a consequence of BMI 11 Diast and thus rule BMI(21;22) =930 Diast(65;95)
can also be considered as a consequence of BMI 17 Diast for data matrix Entry.
It means that rule BMI(21;22) =.97,30 Diast(65;95) is filtered out.

We demonstrate why rule BMI(21;22) =930 Diast{65;95) logically follows
from rule BMI(21;22) =9 30 Diast(65;85). In figure [ there are 4ft-tables
4ft(BMI(21;22), Diast{65;85), M) of BMI(21;22) and Diast(65;85) in M and
4ft(BMI(21;22), Diast(65;95), M) of BMI(21;22) and Diast(65;95) in M. It
is clear that a + b = o/ + V. In addition each patient satisfying Diast(65;85)
satisfy also Diast(65;95) and thus ¢’ > a and ¥’ < b which means that if
w2y > 0.9 a > 30 then also ,%,, >0.9Ad" > 30.

Note that there is a theorem proved in [4] which makes possible to easy decide
if association rule ¢’ =, pqse ¥’ logically follows from ¢ =, Base 3 or not.

(iii) It is also easy to show that rule BMI(21;22) A Subsc(< 14) =930
Diast(65; 95) does not logically follow from rule BMI(21;22)=-9.9 30 Diast(65;95).
However, patients satisfying BMI(21;22) A Subsc(< 14) satisfy also BMI(21;22)
and thus rule BMI(21;22) A Subsc(< 14) =-0.9,30 Diast(65;95) does not say
something new and can be also filtered out. (This could be of course a subject
of additional discussion, however we will not discuss here due to limited space.)

From the same reason we filter out each rule BMI(p) A @1 =0.9,30 Diast(7) if
the rule BMI(p) =0.9.30 Diast(7) satisfies (i) or (ii). After filtering out all rules
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Actual group of hypotheses:  Automatically filtered hypotheses
Huypathezes in group: 51 Shown hypotheses: 51 Highlighted: 0
Mr. Id Conf Hypothesis

1 83 0,950 Subscf<18;20). <20;22]] & Chestnon-ischaemic, angina pectoriz] +++ Diast{<65:75]... <85;95]]
2102 0,950 Subsc(<20:22)...<24;26)) & Tric[15-17, 18-35) *++ Diast[<E5;75)...<85;95))

301 0.943 BMI[[16;213] +++ Diast[<E5;75]...<85;95])

4 77 0.941 Subsc(<18;20]) & Chestinon-ischaemic, angina pectoriz] « =+ Diast<B5;75)...<85:95])

5 82 0941 Subscl<18:20). <20:22)] & Chestlnor-ischaemic) =++ Diast[<E5:75]...<85:95]]

E 8 0,939 Subsc(<18:20), <20:22)) & Chest{<= ather] ==+ Diast[<E5;75]...<85;95))
7
8
9
0

72 0.938 Subscl<1012]) & Tric(5, £] =+« Diast{<E5:75)...<85:95]]

a9 0,934 Subsc(<18:20), <20:22)) & Chestihar-izchaemic, angina pectans, possible myocardial infarction) = ++ Diast(<65:75) .. <85:95)]
113 0,933 Subsc[<26:28)...<30:32)) & Tric[8...10] === Diast(<75:85)...<95:105]]

91 0,930 Subsc(<18:20], <20:22)) & Chestihon-izchaemic, other] +++ Diast{<E5:75]...<85:95))

Fig. 5. Automatically filtered association rules

according to (i) — (iii), only 51 rules remain from the original 158 rules. Several
examples are in figure

We can see that there is true rule BMI(16;21) =.9,30 Diast(65;95) which
satisfies neither (i) nor (ii) and thus it cannot be considered as a consequence
of BMI 17 Diast. This is a reason to study this rule in more detail, because it
could be an interesting exception. It should be reported to the domain expert.
However, let us emphasize that definition of Cons(BMI 11 Diast,Entry, =.9.30)
in figure [§ was done without a consultation with domain expert.

Additional remaining rules concern attributes Subsc and Diast in some cases
combined with Chest and Tric. We assume that by a suitable analytical process
we can offer a new item of domain knowledge Subsc 1T Diast.

5 Conclusions and Further Work

Here presented approach allows filtering out all rules reasonable considered as
consequences of domain knowledge, e.g. the above mentioned BMI 11 Diast.
This leads to a remarkable decrease of number of output association rules, so
users could concentrate on interpretation of a smaller group of potentially more
valuable association rules. An already available implementation has even more
filtering features that could be moreover repeated in an iterative way.

Let us emphasize that there are several additional types of mutual influence
of attributes [7]. An example is Education 1| BMI which says that if education
increases then BMI decreases. All these types of knowledge can be treated in
the above described way [5]. The described transformation of an item of domain
knowledge into a set of association rues can be inverted and used to synthesize
a new item of domain knowledge (e.g. Subsc 11 Diast).

The whole approach seems to be understandable from the point view of a
domain expert. However, a detailed explanation will be useful. This leads to
necessity to prepare for each analytical question an analytical report explaining
in details all of steps leading to its solution. There are first results in producing
similar reports and presenting them at Internet [2].

Our goal is to elaborate the outlined approach into a way of automatized pro-
ducing analytical reports answering given analytical question. Domain knowledge
stored in the LISp-Miner system gives a possibility to automatically generate a
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whole system of analytical questions. Successful experiments with running LISp-
Miner system on a grid [9] makes possible to accept a challenge to create a system
automatically formulating analytical question, getting new knowledge by answer-
ing these question and use new knowledge to formulate additional analytical ques-
tion. Considerations on such a system are in [10].
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Abstract. Virtually all existing multi-task learning methods for string data re-
quire either domain specific knowledge to extract feature representations or a
careful setting of many input parameters. In this work, we propose a feature-free
and parameter-light multi-task clustering algorithm for string data. To transfer
knowledge between different domains, a novel dictionary-based compression dis-
similarity measure is proposed. Experimental results with extensive comparisons
demonstrate the generality and the effectiveness of our proposal.

1 Introduction

The intuition behind a multi-task learning (MTL) algorithm [2] is that it tries to re-
tain and reuse knowledge previously learned in one task to solve other learning tasks
in different domains. MTL has been applied successfully in diverse domains such as
bioinformatics, text mining, natural language processing, image analysis, WIFI loca-
tion detection, and computer aided design (CAD) [9]. However, virtually all existing
MTL methods for string data require either domain-specific knowledge to extract fea-
ture representation or a careful setting of many input parameters. For example, the stan-
dard document data typically needs to be represented in a special format of the vector
space model [15]]. The commonly used Gaussian multi-task learning framework in [13]]
requires a careful setting for the covariance function parameters, a scalar parameter
and kernel function parameters. The requirement of domain-specific knowledge in ex-
tracting features may limit the applicability of an algorithm to string data sets whose
important features are unknown, missing or difficult to be extracted. In addition, for a
heavily parameterized multi-task learning algorithm, it is difficult to determine whether
the improvement of the performance is from setting the values of the parameters or
from using knowledge transferred between different domains.

We focus on building a multi-task learning framework for string data which does not
assume a specific feature space and needs only a few parameters. In this work, we pro-
pose a universal and parameter-light Compression-based Multi-task Clustering (CMC)
framework. It is motivated by the recent successful applications of methods based on
Kolmogorov complexity [[12] on various data types including music, time series, im-
ages, natural language and genomic data ([[L6] and references therein). However these
methods are only defined for traditional single data mining tasks. To handle this issue,

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 123 2011.
(© Springer-Verlag Berlin Heidelberg 2011
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we create a Learnable Dictionary-based Compression Dissimilarity Measure (LDCDM)
that allows to transfer knowledge between learning tasks effectively. In our CMC frame-
work, for each domain, it requires only a setting of one parameter, which is the number
of clusters, and it does not require any specific set of features.

2 Related Works

There are some works based on Kolmogorov theory to calculate the relatedness between
tasks in supervised transfer learning. [[11] attempts to exploit the probability theory of
Bayesian learning to measure the amount of information that one task contains about
another. [[6] creates a measure based on a compression algorithm and the probably ap-
proximately correct (PAC) learning to group similar tasks together. Mahmud approx-
imates Kolmogorov complexity of a decision tree by the number of its nodes and the
conditional complexity of two decision trees based on the maximum number of their
overlapping nodes [[L0]. However, one thing all these works have in common is that for
different learning algorithms, there are different strategies to measure the relationship
between tasks. For example, the method proposed for a Bayesian learning algorithm
must be redefined if it is applied to induction of decision trees. In this work, we propose
a distance measure for string data that does not assume any specific learning algorithms.

In our setting, we assume that labeled data are unavailable. The learning problem
in this scenario is extremely difficult typically due to the fact that the data in the input
domains have different distributions. So far, there are some MTL research works in this
setting. Indrajit et al. propose a cross-guided clustering algorithm for text mining, where
a similarity measure based on pivot words across domains is introduced to discover and
measure hidden relationships between the source and target domains [4]. Gu and Zhou
propose a cross-task clustering framework, which aims at learning a subspace shared
by all tasks [15]]. Recently, Zhang et al. propose a Bregman-based clustering algorithm to
solve the multi-task problem [18]]. However, different from our work, these works are
feature-based and they need at least three parameters in their algorithms.

3 Preliminaries

The Kolmogorov complexities K (z), K (z]y) and K (zy) of a finite string x, = given y
and the concatenation xy of = and y are the lengths of the shortest programs to generate
x, x when y is given as an input and xy on a universal computer such as the Turing
machine, respectively. In [[12], the authors define an information distance, dg(x,y),
between two strings = and y using the Kolmogorov complexities as:

K(zly) + K(y|z)

ey

The dj, measure has been shown to be a lower bound and optimal of all measures
of information content in [12]. Unfortunately, the Kolmogorov complexity is uncom-
putable in general and thus one must use its approximation. The main idea for the ap-
proximation is to respectively substitute K (z|y), K (y|z) and K (zy) with Comp(z|y),
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Comp(ylz) and Comp(zy), where Comp(xy) is the compressed size of zy and
Comp(x|y) is the compressed size of x achieved by first training the compressor on
y, and then compressing . The dj measure is then approximated by d,. [12] as follows:

_ Comp(x|y) + Comp(y|x)

de(z,y) Comp(zy)

2

The better the compression algorithm is, the better the approximation of d.. for dy, is.

To calculate Comp(x|y), we need a compression algorithm that allows us to com-
press x given y. This necessity has led us to consider dictionary-based compression
algorithms [17] where one instance can be used as an auxiliary input to compress an-
other instance. The compressor first builds a dictionary on y, then x is scanned to look
for its repeated information stored in the dictionary, and finally the repeated informa-
tion in z is replaced by a much shorter index to reduce the size of x. If the information
of z is not contained in the dictionary, the dictionary will be updated by the new infor-
mation. The more closely related x and y are, the fewer number of times the dictionary
is updated or the smaller Comp(z|y) is. Comp(x) can be considered as a special case
of Comp(x|y) where y is an empty string. In this work, we choose Lempel-Ziv-Welch
(LZW), a dictionary-based compression [[L7], and use it in our framework because it is
a lossless, linear and universal compressor with no specific assumptions about the input
data and the fact that its implementations tend to be highly optimized. The detail of
LZW algorithm is omitted here for brevity, so interested readers are referred to [17]
or http://marknelson.us/1989/10/01/1zw-data-compression/| for
LZW implementation.

4 Compression-Based Multi-task Clustering

4.1 Intuition Behind Our Method

The intuition behind our method is illustrated in Fig. [{Ta, where a clustering task is
being considered and two clusters with two centroids c¢; and c, are obtained. In this
example, instance x; may be naturally included into cluster c; but instance xs may
not be clustered correctly if we use the dissimilarity measure d. in Eq. (2) because
de(x2,c1) = de(x2,c2). However, if we consider x;, a neighbor instance of xs, in

; . ' 05 P
S Instance in question 0.45 c
X2 -5 08 oo .o IChe LDCDM ——
L% PR D ® o0 v, © 04 =====cmcmcaaaa
’ X e . [ .
o 0.6 . 00, — . .
N . . e, S 0.35 Optimal Point
o o 04 ’ o'i '- 0 0% wm 0.3 o /7
©P°° RN 02 Related instalr(;‘z set 02.5 7
C/O O\C 0 "7 5 15 25 35 45
i 2 0 02 04 06 08 1 12 14 # of related instances

Fig. 1. (left) An illustrative example, (center) an example of selecting related instance by kNN
algorithm, (right) the error rates of d. and LDC DM on increasing numbers of related instances
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measuring the dissimilarity, we may obtain useful information to help cluster x5. We
therefore decide to extend the distance d. in Eq. @) further by learning more informa-
tion from neighbor instances and propose a Learnable Dictionary-based Compression
Dissimilarity Measure (LDCDM) as follows:

C S,)+C S
LDCDM (z,y) = Omp(x|C’Z?)np(:L'Z;np(y ) 3)

where S, and .S, are neighbor instance sets of x and y, respectively. These neighbor
instances are regarded as related instance sets and how to build them are explained in the
next paragraph. In the example of Fig.[Td S,, = {x1, X2}, the dictionary built on S,
contains more information about c; than x3 does, so Comp(cy|Sx,) < Comp(cy|x2)
or LDCDM (x3,¢1) < LDCDM(x2, c2). Therefore, x5 is reasonably included into
cluster ¢ instead of cluster cs.

We explain how to build related instance sets, .S, and .S,,, in this sub-section and the
next sub-section. Recall that, the smaller Comp(x|y) is, the more closely related = and
y are, and Comp(x) is the compressed size of 2 without any prior information of other
instances. Therefore, we define the relatedness degree, /\(x|y), of = and y as:

A (zly) = Comp(x) — Comp(x|y) 4

To investigate the effectiveness of LDC DM compared to d., both LDC DM and
d. are used in the k-means algorithm to cluster 20 Newsgroups data sefl (more details
of this document data set are given in Section[3.2). The relatedness degree A\ is used
to build S, and Sy, where S; and S, contain the k nearest neighbor instances of x
and y based on values of A, respectively. Fig. [Ib] shows an example of selecting re-
lated instances with £ = 9. For clarity of exposition, we only select a subset of the 20
Newsgroups data, for instance, in this case, we select n = 25 documents from each of
two classes, comp. and rec., in domain 1 (see Table 2] for more information). Fig. [Id
shows the results of d. and LDCDM in different numbers of related instances being
selected. The class labels are used as a ground truth, so it is possible to evaluate a clus-
tering result with its error rate, where an error rate is the number of wrongly clustered
instances divided by the total number of the input instances. As we can see, the error
rate of LDC DM gradually decreases as new related instances are added. LDC' DM
achieves the optimal result when the number k of related instances is K = n = 25. This
experiment shows that by using related instances, the performance of a compression-
based clustering method can be improved. However, we need to provide the value of &
that may require some domain knowledge. In the next section, we describe a general
multi-task clustering framework which does not require setting the value of k.

4.2 CMC Framework with LDCDM Measure

Suppose we are given m clustering tasks 17, 15, ..., T},, and T; is accompanied with
a domain D;. Each domain D, consists of two components: a feature space X; and
a marginal probability distribution P(X;) where X; = {xj, x3,..., x.} € A}

! http://people.csail.mit.edu/jrennie/20Newsgroups/
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Algorithm 1. Compression-based Multi-task Clustering (CMC) Algorithm

Input: + maximum number of iterations MAX ITER

+mtasks, T = {T1, Tz, ..., Ty}, each T; has one data set X; = {x%,25,... 24}

+ Vector K = {ku1, k2, ..., km} where k; is the desired number of clusters in task 7;.

Output: k; clusters of each task 75 (1 = 1,2, ..., m).

: Initialization: Set ¢ = 0 and apply the k-means algorithm to cluster each X; (i =
1,2,...,m) into k; clusters, C* = {C1,C4%, . . ., C,il} by using d. in Eq. @).

2: repeat

3 for i = 1tomdo

4 for each x§ in X; do

5 S,i < findRelatedInstances(z;)

6: fori:itomdo

7

8

9

0

—_

D; « calculateDistanceMatriz(X;) /* Calculate distance matrix of X; */
Apply the k-means algorithm on D; to update clusters in C*.
t=1t+1

10: until all {C*}/2, do not change ort > MAX ITER

The clustering algorithm partitions the data X; into k; non-overlapping clusters C? =
{C1,C4, ..., C}. }. The intuition behind our approach is that although we cannot reuse
all data of one domain in other domains, there are certain parts that can still be reused.

The motivating example in the previous section illustrates the effectiveness of us-
ing related instances in a compression-based dissimilarity measure for a single task
learning. However, applying this method directly to multi-task learning is not straight-
forward. In multi-task learning, the distributions of different domains may not be the
same, therefore a value of k£ which is suitable for one domain may not be suitable for
other domains. A reasonable strategy is to seek a different value of k for each domain.
However, such an approach may require some domain knowledge and violates our goal
of using as few parameters as possible. Since instances in the same cluster of a cluster-
ing result are usually related to each other, we are motivated to propose a framework
where multiple clustering operations are performed simultaneously and the result of one
cluster operation is used to help find related instances in the other clustering operations.

Using the above analysis and the definition of LDCDM, our Compression-based
Multi-task Clustering (CMC) framework is given in Algorithm [[I CMC includes an
initialization step and a loop which consists of 2 subroutines: findRelatedInstances and
calculateDistanceMatrix. In the initialization step, the dissimilarity measure d. in Eq.
@) is employed to calculate distance matrices and the k-means algorithm is used to
cluster each data set X; into k; clusters, C* = {C{,C5,...,C} } (line[d). Then, for
each instance, the findRelatedInstances procedure is used to find related instances (line
[33)) as follows. We compute the distance between one instance x and one cluster C; by
the distance between x and the centroid, Centroid(C;), of C;:

dinstance cluster (T, CL) = dC(LIJ, CentrOid(Ci>) S

Each instance = has one closest cluster within its domain and (m - 1) closest clusters
across domains. The closest cluster of one instance is defined as the cluster having
the minimum distance from its centroid to the instance. The set of instances in the
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Fig. 2. Intuitive results in Language and Heterogeneous data

closest clusters is regarded as a candidate set of related instances. To filter out unrelated
instances from the candidate set, the relatedness degree in Eq. (@) is employed (line [
of findRelatedInstances procedure). Finally, the procedure returns the related instance
set .S,.

Procedure findRelatedInstances(x)
1: S, < () /* Initialized to an empty set */
2: for i =1tomdo
3: Sy — Sz U arg mzn({dznstance clusteT(x C ) j= 1)
ci
4: S, — {yly € Sy and A(z|y) > 0} /* filter out unrelated instances */
5: return S,

In line 7l of Algorithm[Il our LDCDM measure is used in the calculateDistanceMa-
trix procedure to compute the dissimilarity matrix D; of the i—th domain. Then the
dissimilarity matrix is used to re-calculate k; new clusters. This process is iterated until
the clusters in all {C?}™ , do not change.

Procedure calculateDistance M atriz(X;)

1: for j = 1ton; do

2: forl=1ton; do

3: D;(j,0) <—LDCDM(3;‘ 1’17541:;75@;)
4

: return D;
3k

5 Experimental Results

5.1 Results on Language and Heterogeneous Data Sets

We begin this section by a comprehensive set of experiments where the outcome
can be checked directly by human. The test consists of experiments on two data sets:
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Table 1. Experimental Results of Language and Heterogeneous Data Sets

All NCD CMC
Acc NMI Acc NMI Acc NMI
Language 1 0.60 0.58 1.0 1.0 1.0 1.0
Language2 0.73 0.62 1.0 1.0 1.0 1.0
Heterogeneous 1 0.88 0.77 0.81 0.78 1.0 1.0
Heterogeneous 2 0.81 0.70 0.81 0.71 1.0 1.0

Domain

a linguistic corpus and a natural heterogeneous data, both of which have been previ-
ously used in [16]]. The linguistic corpus is a collection of “The Universal Declaration
of Human Rightﬂ (UDHR)” in 30 different languages which are from 3 main language
families] under which are 6 language groups: Europe (Italic and Germanic groups),
America (Mexico and Peru groups) and Africa (Bantu and Kwa groups). We define the
domains based on the main language families while the data are split based on the
groups. Therefore, we have two different but related domains: domain 1 consists of
languages from [talic, Mexico and Bantu while domain 2 consists of languages from
Germanic, Peru and Kwa. The natural heterogeneous data set includes 32 files from 4
different file types divided into 8 sub-categories as follows: (a) 8 gene sequence files
(from 2 groups: Primates and Ferungulates), downloaded from GenBankH; (b) 8 com-
piled files (from C++ and Java) of our CMC program; (c) 8 text files (from 2 topics:
Sports and Finance), downloaded from Wikipedial; (d) 8 executive files, copied directly
from our Ubuntu 9.10 and Windows XP systems. The heterogeneous data is also split
into two domains as the manner in the language data set.

To illustrate the effectiveness of the multi-task framework, for each data set, we
have combined all the data from both domains and applied the proposed dissimilarity
measure on the combined data. We only evaluate the experimental result of the data
in each single domain in accordance with the setting of multi-task learning. The re-
sult of one widely used Kolmogorov-based algorithms NCD [[16] is also included. Two
metrics Clustering Accuracy (Acc) and Normalized Mutual Information (NMI) [1]] are
employed to evaluate the clustering performance. The higher the values on Acc and
NMI are, the better are the clustering results. The results of these methods are shown in
Table [l and in CMC homepage@, where “All” refers to the results of combining data.
From the table, we can see that CMC always gives the best performances. Results of
combining data indicate that simply combining data does not help to improve the clus-
tering performance because the distributions of combined data are different. Besides,
NCD performs as well as CMC in language data but worse than CMC in heterogeneous
data. These results demonstrate the effectiveness of our framework for these problems
which consist of various kinds of data.

2 http://www.un.org/en/documents/udhr/

3 http://www.freelang.net/families/
‘lhttp://www.ncbi.nlm.nih.gov/genbank/
Shttp://www.wikipedia.org/

6 http://tlas.i.kyushu-u.ac.jp/~suzuki/ISMIS2011/ISMIS2011.html
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Table 2. Description of 20 Newsgroups Data Set. We hide class labels in the experiments and try
to recover them by clustering.

Domain Class label . total # doc.
comp. rec. sci. talk.
1 graphics auto crypt politics.guns 800
2 os.ms-win.misc motorcycle electronics politics.mideast 800
3 sys.ibm.pc.hw sport.baseball ~ med politics.misc 800
4 sys.mac.hw  sport.hockey  space religion.misc 800

5.2 Results on Document Data

The 20 Newsgroups data set is widely used in the multi-task learning community,
which is a collection of approximately 20,000 newsgroup documents, partitioned evenly
across 6 root categories under which are 20 subcategories. We define the data class la-
bels based on the root categories, namely, comp, rec, sci and talk. Then the data are split
based on sub-categories, which ensures that the two data domains contain data in dif-
ferent but related distributions. The detailed constitution of the 20 Newsgroups data is
summarized in Table[2l For preprocessing document data, we applied the same process
as in [14]]: we removed the header lines and the stop words and selected the top 2000
words by mutual information. In each domain, we randomly selected 200 documents,
so each task has 800 documents. For the competitive methods, in order to satisfy their
requirements of the data representation, we represent each document as a vector in the
vector space model [15] with the number of attributes being 2000 (equal to the number
of words). In contrast, our method uses the preprocessed text data directly.

Our method is compared to a large collection of both single and multi-task clustering
algorithms: NCD [16] and CDM [8]]; 4 Bernoulli model-based methods [15]: kberns,
skberns, mixberns and bkberns; 1 state-of-the-art graph-based approach, CLUTO [7]; 1
co-clustering algorithm [3]] whose idea is similar to multi-task learning with two clus-
tering operations on columns and rows of the data matrix performing simultaneously.
The experimental results of 2 multi-task clustering algorithms: Learning the Shared
Subspace for Multi-Task Clustering (LSSMTC) [5]] and Multitask Bregman Clustering
(MBC) [18]] are also included. The cross-guided clustering algorithm [4]] is not com-
pared because, unlike ours, it requires prior knowledge on some pivot words. We set
the number of clusters equal to the number of classes for all the clustering algorithms.
For setting parameter values, we follow the settings recommended by the competitive
methods, which are considered to be optimal. For each algorithm, we repeat clustering
10 times, then we report the average and the standard deviation of Acc and NMI values.

The experimental results of CMC and competitive methods are shown in Table 3
In general, in most cases, CMC outperforms other methods. We can see that the clus-
tering results of CMC improve over the clustering results of CDM and NCD, which
are single compression-based algorithms. This improvement owes to the proposed dis-
similarity measure which exploits the relation among the tasks of CMC. The results
of CLUTO and co-clustering are also noticeable, e.g., CLUTO, in task 1, exhibits the
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Table 3. Experimental Results of 20 Newsgroups Data Set

Method Task 1 Task 2 Task 3 Task 4
Acc NMI Acc NMI Acc NMI Acc NMI

CDM 724.07 .63£.05 .73£.07 .64£.05 .73£.07 .63+£.06 .72+.08 .62+.06
NCD 76£.12 .65+.14 .69+£.14 .52+.12 .69+.14 51+£.17 .67+.09 .52+.09
kberns .534+.07 .364.08 .534+.07 .394.09 .514.08 .334.05 .594.09 .414.06
skberns  .554.04 .364.05 .51£.07 .384+.07 .52+£.08 .36+.09 .50+.05 .43+.06
mixberns .504.08 .334.06 .55+.09 .40+.10 .50+£.07 .34£.05 .57+£.07 .41+£.08
bkberns  .614.12 .464.11 .63+.04 .394.05 .62+£.08 .46+.07 .65£.08 .52+.09
CLUTO .81+£.06 .57+.05 .77+£.02 .54+.03 .75+.01 .51+£.02 .80+.05 .62+.04
co-clustering .694.10 .484+.04 .724+.04 .514.03 .594.14 .464.11 .68+.09 .53+.04
MBC 61+.11 .40+.10 .63£.06 .47+.05 .61£.07 .38+.06 .62+.07 .41+£.06
LSSMTC .65+£.06 .42+.05 .60+.02 .44+.02 .64+.09 .43+.09 .66+.07 .46+.05
CMC .81+.07 .71+.06 .81+.03 .70+.04 .83+.08 .73+.06 .82+.08 .72+.09
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best performance in terms of Acc. The Bernoulli-based algorithms underperform other
methods because, in these methods, a document is represented as a binary vector while
the numbers of word occurrences are not considered [[15].

To illustrate the weakness of feature-based and parameter-laden algorithms, we ex-
amined MBC and LSSMTC on 20 Newsgroups data with different settings of feature
extraction and parameters. When the number of documents on each task is 200 as in
Table 2] we found that MBC obtained the optimal result as shown in Table [3] once
the number of features is equal to 43,000. However, when we add more 50 documents
to each task, MBC could not obtain the optimal performance with 43,000 features. For
LSSMTC, we also found that LSSMTC could obtain its optimal performance if we tune
its parameters. However, once the parameters are tuned on the new data set, LSSMTC
could not converge to the optimal solution on the old data set. On the other hand, our
proposal is feature-free and parameter-light, so it does not encounter the same prob-
lems. The experimental results on this section illustrate the main point of this paper:
with a feature-free and parameter-light algorithm, we can avoid the overfitting problem.

Because CMC is an iterative algorithm, it is important to evaluate the convergence
property. In this paper, we show the convergence of CMC empirically and we are going
to prove it in the next version. Figure 3] shows the error rate curves as functions of the
number iterations of CMC on all data sets used in this paper. From this figure, we can
see that CMC practically converges after 17 iterations. Note that, in our experiments,
we set the maximum number of iterations, M AX ITER = 30.

0.8 T T T T T T
% 0.6/, ‘ ——Language = = = Heterogeneous = -" 20NewsgroupsL
ool ™ i
5 O e
= 0.2 SN mmal. Tmmmmmimimimmimimmim s 1
w 0\, ‘ ‘
0 5 10 30 35 40

15 20 25
Number of Iterations

Fig. 3. Convergence curves of CMC on Language, Heterogeneous and 20 Newsgroups data sets
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6 Conclusions

In this paper, we introduced, for the first time, a universal and parameter-light multi-task
clustering framework for string data. Our proposal can be applied to a wide range of data
types and it only requires the number of clusters for each domain as the input parame-
ter. A compression-based dissimilarity measure is proposed to utilize related instances
within and across domains in the setting of multi-task learning to improve the clustering
performance. Experimental results on linguistic corpus, heterogeneous and document
data sets demonstrate the generality and effectiveness of our proposal. The experiments
also show that our universal and parameter-light algorithm almost always outperforms
other methods including parameter-laden and feature-based algorithms even in domains
which they are specifically designed for.
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Abstract. The main difference between conventional data analysis and
KDD (Knowledge Discovery and Data mining) is that the latter ap-
proaches support discovery of knowledge in databases whereas the former
ones focus on extraction of accurate knowledge from databases. There-
fore, for application of KDD methods, domain experts’ interpretation of
induced results is crucial. However, conventional approaches do not fo-
cus on this issue clearly. In this paper, 11 KDD methods are compared
by using a common medical database and the induced results are in-
terpreted by a medical expert, which enables us to characterize KDD
methods more concretely and to show the importance of interaction be-
tween KDD researchers and domain experts.

1 Introduction

Statistical pattern recognition methods and empirical learning method [9] have
been developed in order to acquire accurate knowledge which is similar to that
of domain experts. On the other hand, knowledge discovery in databases and
data mining (KDD) [4I8] has a different goal, to extract knowledge which is not
always expected by domain experts, which will lead to a new discovery in ap-
plied domain. For this purpose, the evaluation of predictive accuracy[9] is not
enough and domain experts’interpretation of induced results is crucial for dis-
covery. However, conventional approaches do not focus on this issue clearly. In
this paper, eleven rule induction methods were compared by using a common
medical database on meningoencepahlitis. The induced results were interpreted
by a medical expert, which showed us that rule induction methods generated un-
expected results, whereas decision tree methods and statistical methods acquired
knowledge corresponding to medical experts. These results enable us to charac-
terize KDD methods more concretely and to show the importance of interaction
between KDD researchers and domain experts.

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 1331139] 2011.
© Springer-Verlag Berlin Heidelberg 2011
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2 Database on Meningoencephalitis

2.1 Information about Data

The common datasets collect the data of patients who suffered from meningitis
and were admitted to the department of emergency and neurology in several
hospitals. The author worked as a domain expert for these hospitals and col-
lecting those data from the past patient records (1979 to 1989) and the cases in
which the author made a diagnosis (1990 to 1993).

The database consists of 121 cases and all the data are described by 38 at-
tributes, including present and past history, laboratory examinations, final di-
agnosis, therapy, clinical courses and final status after the therapy, whose infor-
mation is summarized in Table [Il and

Important issues for analyzing this data are: to find factors important for di-
agnosis (DIAG and DIAG2), ones for detection of bacteria or virus(CULT FIND
and CULTURE) and ones for predicting prognosis(C COURSE and COURSE).
Also, associative relationships between observations and examinations are very
interesting issues because some laboratory examinations are invasive to which
complications should be taken account.

Table 1. Attributes in Dataset

Category #Attributes
Present History Numerical and Categorical 7
Physical Examination = Numerical and Categorical 8
Laboratory Examination Numerical 11
Diagnosis Categorical 2
Therapy Categorical 2
Clinical Course Categorical 4
Final Status Categorical 2
Risk Factor Categorical 2
Total: 38

2.2 Statistical Analysis and Experts’ Prejudice

The author analyzed the subset of this database(99 cases), which was collected
until 1989 by using the ¢-test and x2-test and reported to the conference on acute
medicine in Japan[7]. Before domain experts usually apply statistical methods
to a database, they remove some attributes from a dataset according to their
knowledge from a textbook[I] or the literature[3J5]. In the case of the analysis
above, age and sex are removed from a dataset since information about these
attributes is not in such a textbook.

Concerning numerical data, body temperature, Kernig sign, CRP, ESR, and
CSF cell count had a statistical significance between bacteria and virus menin-
gitis. As to categorical data, loss of consciousness and the finding in CT had a

! Except for one attribute, all the attributes do not have any missing values.
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Table 2. Information about Attributes

I. Personal Information
Age
Sex
II.Diagnosis
Diagnosis described in a database
Grouped Attribute of DIAG (Grouped)
III. Present History
Since when the patient has symptoms like common cold.
(O:negative)
Since when he/she has a headache. (0:no headache)
Since when he/she has a fever. (0:no fever)
when nausea starts (0:no nausea)
when loss of consciousness starts (0: no LOC)
when convulsion or epilepsy is observed (0: no)
{ACUTE,SUBACUTE,CHRONIC,RECURR: recurrent }

IV. Physical Examinations at Admission

Body Temprature

Neck Stiffness

Kernig sign

Lasegue sign

Glasgow Coma Scale (Min: 3 (comatose), Max: 15(normal))
loss of consciousness (-: negativeA +: positive) (Grouped)
Focal sign (-: negativeA +: positive) (Grouped)

V. Laboratory Examinations at Admission

White Blood Cell Count

C-Reactive Protein

Blood Sedimentation Test

CT Findings (Grouped)

Electroencephalography (EEG) Wave Findings (Grouped)

Focal Sign in EEG

Cell Count in Cerebulospinal Fluid

Cell Count (Polynuclear cell) in CSF

Cell Count (Mononuclear cell) in CSF

Protein in CSF

Glucose in CSF

Whether bacteria or virus is specified or not.

(T: found, F: not found) (Grouped)

The name of Bacteria or Virus (-: not found)

VI. Therapy and Clinical Courses

Therapy Chosen by Neurologists

Cell Count CSF 3 days after the treatment

((Missing values included))

Cell Cound of CSF 7 days after the treatment

Clinical Course at discharge

Grouped attribute of C COURSE (n:negative, p:positive)
VII. Risk Factor

Risk Factor

Grouped attribute of RISK (n:negative, p:positive)

Attributes with a label “*” are used as decision attributes (target concepts).
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statistical significance between two groups. Also, the analysis suggested that the
finding in CT should be an important factor for the final status of meningitis.

However, all these results were expected by medical experts, which means
that the author did not discover new knowledge.

3 Preliminary Results

A rule induction method proposed by Tsumoto and Ziarko [I3] generated 67 for
viral meningitis and 95 for bacterial meningitis, which included the following
rules unexpected by domain experts as shown below

1. [WBC < 12000] " [Sex=Female] "~ [CSF_CELL < 1000] -> Viral

(Accuracy:0.97, Coverage:0.55)
2. [Age > 40]"[WBC > 8000] -> Bacterial (Accuracy:0.80, Coverage:0.58)
3. [WBC > 8000] " [Sex=Male] -> Bacterial (Accuracy:0.78, Coverage:0.58)
4. [Sex=Male] " [CSF_CELL>1000]-> Bacterial (Accuracy:0.77, Coverage:0.73)
5. [Risk_Factor=n]->Viral (Accuracy:0.78, Coverage:0.96)
6. [Risk_Factor=n]~[Age <40] -> Viral (Accuracy:0.84, Coverage:0.65)
7. [Risk_Factor=n]~[Sex=Female] -> Viral (Accuracy:0.94, Coverage:0.60)

These results show that sex, age and risk factor are very important for diag-
nosis, which has not been examined fully in the literature[3/5].

From these results, the author examined relations among sex, age, risk factor
and diagnosis and discovered the interesting relations among them:

(1) The number of examples satisfying [Sex=Male] is equal to 63, and 16 of 63
cases have a risk factor: 3 cases of DM, 3 cases of LC and 7 cases of sinusitis.
(2) The number of examples satisfying [Age>40] is equal to 41, and 12 of 41
cases have a risk factor: 4 cases of DM, 2 cases of LC and 4 cases of sinusitis.

DM an LC are well known diseases in which the immune function of patients
will become very low. Also, sinusitis has been pointed out to be a risk factor for
bacterial meningitis[I]. It is also notable that male suffer from DM and LC more
than female.

In this way, reexamination of databases according to the induced rules dis-
covered several important knowledge about meningitis.

4 Rule Induction Methods

Inspired by preliminary results shown in Section [3 we organized a discovery
contest as 42nd KBS research meeting in Japan AI Society. In this section, all
the methods applied to this method are summarized. For precise information
about each method, please refer to the proceedings[I4].

2 Rules from 5 to 7 are newly induced by introducing attributes on risk factors.
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4.1 SIBLE:Interactive Evolutionary Computation

SIBLE Procedure. Terano and Inada applied SIBLE(Simulated Breeding and
Inductive Learning)[I1] to the common dataset. This system is a novel tool to
mine efficient decision rules from data by using both interactive evolutionary
computation(IEC) and inductive learning techniques. The basic ideas are that
IEC or simulated breeding is used to get the effective features from data and
inductive learning is used to acquire simple decision rules from the subset of
the applied data. In this contest, SIBLE was used in the following ways: (1)
repeat an apply-and-evaluate loop of C4.5 by a person with medical knowledge
loop of C4.5 by a person with medical knowledge to assess the performance of
the program; and then (2) apply our GA-based feature selection method with
human-in-a-loop interactive manner.

Results. Concerning diagnosis, SIBLE induced several rules by using original
C4.5, which correspond to medial experts’ knowledge with good performance.
Some rules are:

1. [Cell_Poly > 220] -> Bacterial (95.9%)
2. [Cell_Poly <=220] ~ [Cell_Mono >12] -> Virus (97.3%).

However, these induced rules are not generated by SIBLE method. Then, Terano
and Inada applied SIBLE method to induction of rules with respect to prognosis,
which is a more difficult problem. This analysis discovered two interesting rules:

1. [LOC >6] -> [Prognosis=dead] (50.0%)
2. [LOC <=2] -> [Prognosis=good] (83.6%),

which shows that if a patient with loss of consciousness(LOC) came to the hos-
pital within two days after LOC was observed, then his/her prognosis is good.

4.2 GDT-RS

Zhong, J. et al. applied GDT-RS[I5], which combines generalization distribution
table (GDT) and rough set method(RS) to discover if-then rules. GDT provides
a probabilistic basis for evaluating the strength of a rule and RS is used to
find minimal relative reducts from the set of rules with larger strengths. The
strength of a rule represents the uncertainty of the rule, which is influenced by
both unseen instances and noises. GDT-RS discovered interesting results for the
prognosis problem:

1. [STIFF=2] " [KERNIG=0] ~ [FOCAL=+] ~ [CSF_PR0>=100] ~ [RISK=negative]
=>[Prognosis = not good] (Strength=2079),

2. [LOC=0] ~ [STIFF=2] " [EEG_FOCUS=-]" [CSF_PR0>=100] ~ [CSF_GLU<56]
=>[Prognosis = not good] (Strength=1512),

where STIFF (neck stiffness), CSF PRO and CSF GLU are selected as important
factors for prognosis.
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4.3 Association Rules Analysis with Discretization

Tsukada, et al. used basket analysis, which induces association rules. First, they
adopted MDL principle[6] and AIC[2] to discretize numerical attributes and
then induced rules with discretized numerical and categorical attributes [12].
Although MDL principal has been reported to be better than AIC for model
selection, experimental results show that AIC discretization is much more useful
for medical experts than MDLP.

Basket analysis with AIC discovered the following interesting rules:

1. [HEADACHE: [3,63]1] " [CELL_Poly: [0,220]] "~ [EEG_FOCUS:-] "~ [LOC_DAT: -]
=> Viral (support=33.6%, confidential=90.4%),
2. [EEG_FOCUS:-]"[SEX:F] => [CRP:[0.0,4.0]]
(support=26.4%, confidential=92.5%),
3. [CSF_Poly: [0,220]] => [CRP:[0.0,4.0]]
(support=72.9%, confidential=95.3}%).

The most interesting rule is second one, which suggests that EEG FOCUS should
be related with the value of CRP.

4.4 Exception Rule Discovery

Suzuki applied exception rule discovery[I0] based on a hypothesis-driven ap-
proach to the common medical dataset. This method searches for rule pairs
which consist of a commonsense rule and an exception rule by using conditional
probabilities as indices. Interesting rules found by this method are:

1. [4<=Fever<=6] -> Viral
[4<=Fever<=6] ~ [7<=Headache<=14] -> Bacterial,

2. [2<=Headache<=3] -> CT_FIND=normal
[2<=Headache<=3] " [151<=CSF_PR0<=474] -> CT_FIND=abnormal,

3.[37.6<=BT<=38.8] -> EEG_FOCUS=-

[37.6<=BT<=38.8] "~ [126<=CSF_PR0<=474] -> EEG_FOCUS=+,

The most important characteristics of these rules are that structure of rule pairs
is very appealing to medical experts. Especially, the second and third one are
very interesting, where CSF PRO is an important factor for abnormality of CT
and EEG findings.

5 Summary

This paper presents comparison of eleven KDD methods by using the common
medical dataset on meningoencephaltis. As shown in Section Bl and [ results
induced by each method are different from those by other methods, which sug-
gests that each method should focus on one aspect of knowledge discovery and
that combination of all the methods should enhance hypothesis generation in
discovery process much more than single rule induction method.
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Abstract. Forums on the Internet are an overwhelming source of knowl-
edge considering the number of topics treated and users who participate
in these discussions. This volume of data is difficult to comprehend for
a person with respect for the large number of posts. Our work proposes
a new formal framework for synthesizing information contained in these
forums. We extract a social network that reflects reality by extracting
multiple relationships between individuals (structural relationship, name
and text quotation relationships). These relationships are created from
the structure and the content of the discussion. Results show that dis-
covering quotation relationships from forums is not trivial.

1 Introduction

Forums on the Internet connect people who do not know each other and allows
them to have a discussion about their subjects of interest. It exists several ways
to represent forums. We can represent the discussion using a post graph as
n [II], but it seems to be very interesting to also design people interactions.
Indeed, we have individuals (recognizable by their pseudonym), who speak to
each other through written posts, and who answer mutually using the structure
of the forum. But reading discussions shows that authors reply to each others on
several ways. Authors can reply by using the website structure. But at the same
time, some posts reply to several authors by quoting names while other posts
strengthen the structural relationship by quoting text. This analysis of posts
made us think of a model with several types of relationships. These relationships
reinforce each other. In the light of these observations we defined three types of
relationship: the structural, the name and the text quotation relationships.
This paper presents an original approach, which allows to extract a social
network with several relationships from the structure and the content of forums.
Note that extracting quotations in this kind of text is not trivial due to the poor
quality of the writing. In fact, texts usually contain typing errors, misuses of
typographical rules, name modifications, to cite a few. Our work has multiple
objectives, while our contributions aim to: extract a social network from forums
by taking into account several types of relationships from the structure and
content of the data and model interactions in English and French languages.
Firstly, we will propose a synthesis of the existing works dedicated to the
extraction of social networks. Secondly, we will present the theoretical framework

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAT 6804, pp. 140 2011.
© Springer-Verlag Berlin Heidelberg 2011
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and the system which we have created. Finally, we will describe the method of
validation and the results obtained.

2 Related Work

Social network becomes a powerful tool for modeling, understanding and in-
terpreting relationship between individuals. With the emergence of Web 2.0,
researchers in new domains (e.g., computer science) use social network to model
implicit relationships in the large volumes of data.

Several researchers worked on extracting a social network from a community
of researcher [5], 8 [7]. Kautz et al., in 1997 [5] imagined ReferralWeb, a new
system to extract relationship from the Web and email archive. Peter Mika [§]
implemented Flink, a complete system: from data acquisition (on several sources)
to visualization. Note that this system takes into account two types of relation-
ships: the domain of interest shared by two researchers and when two people
know each other. Matsuo et al. [7] created a system, called Polyphonet which
recognizes four types of possible relationships between two actors. Culotta et al.
in [I] created a system that automatically integrates e-mail and Web content
to help users to keep up large contact databases to date. Jin et al. [3, 4] think
that social network extraction depends on the population that is studied. They
studied two different populations: companies and artists. For each of these pop-
ulations, there are several types of relationships (e.g. alliance relations, litigation
for companies). Finally, researchers in the humanities and computer science have
been interested in forum representation by social network [2} [6, 12]. To under-
stand the place of individuals in the community, they create a social network
using the forum structure (who replies to whom) and used egocentric network:
social network focused on an actor and his neighbors at a predefined distance.

Papers dealings with forums only use the structural relationship to model
the social network. But relations between individuals are plural [3| [7] and this
plurality is not taking account in the existing works. So in this work, we ex-
tract several relations to have a better perception of the reality of interactions.
Furthermore, using textual content is little used in current works about social
network extraction.

3 From Theory to Experiments

People who write in these forums are linked by the structure of the forum,
i.e. when an author replies to another one using the forum feature (i.e. ‘reply
to’). But the structural relationship does not account for implicit relationships
contained in the posts. Indeed, some authors reply to several others in the same
post, others reply to an author without using the structural relationship, etc.
We decide to link authors by three relationships: structural, name and text
quotations.
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3.1 Theoretical Framework

To model our social network, we first defined three sets:

X: the set of authors X = {1, ..., 2, } where n is the number of authors.

R: the set of relationships. R is a finite set of three relationships R = Ry U
Ricxt U Ryuame respectively structural, text and name quotation relationships.
D: the set of documents (each post represents one document) with D =
{di,...,dn} where m is the number of posts in the forum. Note that D is parti-
tioned in T groups where T represents the number of threads. A thread is a part
of the forum where the posts reply to each other using the structural relation.
Finally, a forum contains a time dimension so d’ < d if d’ is published before d.

From these three sets, we can define the following mapping:
authors: D — X: a post is written by one actor
d—x
And, knowing that ¢ € {str, text} the following binary relationships:
dqRsdy < document d, quotes dp with the § relationship.
dq Rnamer < document d, quotes the pseudonym of x.
And the author relationships:
;i Rsxj < 3da,dy € D X D/dqRsdy and author(d,) = x; and author(dy) = x;
TiRpamet; < 3d € D/dRyamex; and author(d) = z;

We define a multi-graph G = (X,A) where X represents the set of authors and
A the set of directed edges. Each directed edge a;j; represents a reply from an
actor x; to x; with the relation r € {str, text, name}.

3.2 Extracting Quotations

As we saw in the previous subsection, the model has three types of relationships.
To automatically extract them, we need to explore the structure and the content
of the data.

Extracting Name Quotation. Extracting name quotation is more complex
than just looking for the exact name of the authors in the post: the name can
be badly spelled in a post or just a part of a compounded name is used. The
name can be also written by an abbreviation, a diminutive or a synonym. The
pseudo-code in algorithm 1 in Figure [l shows the approach to extract name
quotation. To retrieve the name in spite of the typographical errors we need to
compare the post content with previous authors with taking account a margin
of error. To this extend, we use the Levenshtein distance [10] (see algorithm 1
at line 8). To increase the results and with the observation that pseudonym is
generally nonexistent word, we search each word in the dictionary included in
TreeTagger [9] (see algorithm 1 at line 8).

Extracting Text Quotation. Text quotation allows to strengthen the struc-
tural relationship. Forum posts make it difficult to retrieve text quotations
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because authors do not use or misuse quotations marks. Unlike the name quo-
tation, text quotation is usually used in the same thread. Therefore, to reduce
complexity, we seek text quotation in the thread to which the post belongs.
The pseudo-code, to extract automatically quotations from posts, is explained
in algorithm 2 in Figure [l

Algorithm 1 Name quotation Extraction | Algorithm 2 Text guotation Extraction
kequir\-: D, X, a, dist, dictionary Require: D, X, w, R sim, w
1: for each d € [} do 1: for each d & [ do
2 X'+ {re X.3d' e Djauthor(d') = r and d' < d} 2 x <= authord)
3 x <= author(d) 3 | Quotation marks}
4 for cach o' € X' do 4 if d contains quotation marks then
5 x' s (wry, @ e W) £ s <= sentence between quotations marks
[ if Jwex'f wed then i foreachd’ e D/d" < d de
R+<R ! T x" <= author(d’)
8 else i o € dfdist{uwg,w;) < o and B if 5 € d' then
dictionary(w;) = "unknown’ then 9 = RUaly 0
9: R+ RUzRgmet’ 1 end if
[ end if n: end for
1 end for 1z end if
12: end for | 1% end for

Fig. 1. Algorithms for the name quotation extraction (Algorithm 1) and the text quo-
tation extraction (Algorithm 2)

3.3 System Overview

To extract relationships, the system bases itself on several stages: the first stage
parses the HTML page containing the forum. The parser retrieves posts, authors
and structural relationship which connects them (which post replies to another).
All the information is stored in a database. The second consists of two modules:
The extraction of the name quotation relationship (when an author is quoted in
the body of a post) and the extraction of the text quotation relationship (when
a part of a post is taken back in an other post). The last stage takes all the
actors and relationships to create the social network.

4 Results

The lack of labeled data makes validation difficult. For unlabeled data, the use
of human evaluator appears as unavoidable. Each forum was evaluated by three
different evaluators and they have to write each quotation of name and text he
finds out . We keep all the quotations found by at least two evaluators. For each
forum, we calculate the recall (number of quotations find by both evaluators and
system on number of quotations find by evaluators), the precision (number of
quotations find by both evaluators and the system on number of quotations find
by the system) and the F-measure (harmonical average of recall and precision
to have a performance overview).

The validation concerns only the extraction of quotations. We studied four
different forums: two come from a French information website and two from an
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Table 1. Recall, precision and F-measure for the four forums

Text Quotation Name Quotation
French English French English
Forum Sarkozy Roma Quiet Faith Diabetes Sarkozy Roma Quiet Faith Diabetes
recall 0.71 0.85 0.375 0.143 0.86 0.52 0.5 0.67
precision  0.71  0.83 0.5 0.5 04 0.65 0.17 1
F-measure 0.71 0.84 0.43 0.222 0.55 0.58 0.25 0.8

American information Websit. The results shown in Table [I] are discussed in
the following paragraphs.

Text quotation. The uneven use of quotation marks raises problem for the auto-
matic recognition of quotations. Certainly, when they are advisedly used, they
allow an easy extraction of the quotation. But we can see that the system can
not perform as an human. In fact, the worst recall (in table [I]) is about 0.143
on Diabetes forum but can be widely better e.g. 0.85 on Roma forum. Just as
the recall, precision is better on French forum than on English ones. On English
forums, half of the quotations found by our system are also found by the eval-
uators. Due to the nature of texts studied (the posts of forum contain typings
errors, spelling, an approximate follow-up of writing rules), the extraction of
quotations is a complex task. Certain users do not put a quotation mark, oth-
ers open it and do not close it. Other authors group together several passages
of a post in the same quotation etc. Finally, the difference of results between
the French and English forums come from that French people seem to use more
quotation marks.

Name quotation. As for the text quotation, the name extraction does not raise
any problems when the name is correctly spelled. But results in Table [l show
that there is no regularity in system performance. In fact, on “Sarkozy” forum,
there is a good recall (0.86) which means that the majority of the quotations
found by evaluators are also found by the system. But, the recall for this forum
is a quite bad (0.4): the system finds a lot of fake quotations. Otherwise, on
“diabetes” forum, we have the inverse situation: the precision is about 1 (all
the quotations find by the system are correct, but the recall is small (0.67). By
analyzing the data, we find typing errors: diminutives (for example call Steam the
actor SteamBoater, Pierrr-rot the actor Pierrrre) and synonymic modifications
of the pseudonym (call the actor “the.clam” by "my dear gastropod”). That is
how we explain that the system does not reach a score of 100%.

5 Conclusion

This paper presents an original new approach to extract a social network
from a Web discussion. The model introduced in this paper, extracts various

! www.rue89.com and www.huffingtonpost.com
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relationships between the actors using the structure and content of the data. These
underlying relationships based on the contents of the discussion allow to enrich
the graph (built from the structural relationship) and bring a finer precision of
the interactions between people. Results show that it is not easy to extract the
quotation relationships. Indeed, the system shows uneven performances between
forums due to text quality (posts do not always respect typographic rules, they
contain typing errors, etc.). Once the results improve, we will focus on the study
of the social network. The definition of the various social roles for the actors is
one of the perspectives which seems to us particularly interesting: identify actors
and their social roles in a communicating community, appears to us as a main
advantage.
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Abstract. Although Virtual Worlds (VWSs) are exponentially gaining
popularity, they remain digitalized environments allowing to users only
basic interactions and limited experience of life due mainly to the lack
of realism and immersion. Thus more and more research initiatives are
trying to make VWs more realistic through, for example, the use of hap-
tic equipments and high definition drawing. This paper presents a new
contribution towards enhancing VWs realism from the visual percep-
tion perspective by performing social networks analysis and conditioning
avatars rendering according to social proximities.

1 Introduction

Virtual Worlds (VWs) are computer-simulated environments where the com-
puter presents perceptual stimuli to the user who interacts and manipulates
the different elements of that simulated environment. VWs join the increasing
important topic related to computer games. This area is attracting more and
more researchers, especially in databases, where there are attempts to leverage
databases technologies [10][5] and industry [9][8] . This increasing interest is
also justified by the huge commercial interest of those environments. The most
interesting example is certainly “SecondLife”[] which offers the user locations,
objects, etc. which she can manipulate, sell, buy, etc. from other users. Beyond
the Web 2.0 dimension, VWs offer opportunities to experience, e.g. tele-presence,
to a certain degree, simulate economic or scientific experiments, etc. [I].

Beside making VWs more efficient, inter-operable, easy programmable, there
is a big effort in making them more realistic [8][IT][3]. This goes through making
interactions easier and natural with objects and other users in VWs, improving
visual perception, reproduction of ambient contexts (e.g., noise, smell, etc.).
Basically, all VWs applications share a common drawing and display principle:
draw as much details as possible of the elements in the area where the user is
located. Thus, the strategy is mainly based on a distance calculation between the
current location of the user and the rest of the elements of the concerned area.
The drawing operation in VWSs is a heavy operation which necessitates many

! http://www.secondlife.com/
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computation resources. This is the main reason, from the perception perspective,
VWs are often lacking realism.

In this paper, we consider another emerging problem closely related to the
previous one: navigation in the crowd. This problem results from the increasing
presence of users in these platforms. Our problem can be formulated as follows:
“how to easily recognize avatars of known persons in a context of a crowded
scene?”. Figure [I] illustrates a crowded VW scene in which several avatars are
“living”. It is clear that sophisticated image processing techniques need to be
used in this context to draw and animate such scene. However, the observation
which is directly related to our work is that of the generally limited number of
avatars a platform may offer. This implies that many users may use the same
avatar to evolve in the VW creating ambiguity and confusion in recognizing
avatars. A possible solution is to associate a name to an avatar and show it in
the interface, as illustrated in Figure Il However, on one hand, the user needs
to consult the different avatars names to find the right person and probably
disturbing the other users, and, on the other hand, this has a negative impact
on the natural way of “living” in these worlds which intend to maximize the user
immersion and experience by reproducing natural human brain mechanisms.

Fig. 1. Example of a situation in a Fig. 2. An example of a standard drawing in
virtual world a VW: with social-based definition customiza-
tion

We propose to leverage social networks analysis (SNA) [12] to exploit possible
user interactions on the considered world as well as on external on-line social
networks as a basis providing a contribution to this problem. The rest of this
paper is organized as follows: Section [2] discusses the motivations behind our
proposal and the approach we are proposing to enhance virtual worlds realism
based on social networks analysis. Section [B] describes a very preliminary obser-
vations about the impact of our proposal on the systems performances. Section [
discusses some related works. We conclude and give some future directions of
this work in Section
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2 A SNA Approach for Realism Enhancing in VWs

In order for the user to connect to VWs, a client navigator has to be launched on
a local machine to display only the VW areas (called “island” in SecondLife). A
visitor is then on this island where she can meet other avatars representing other
users. Let us consider what could happen in the future with the growing success
of the VWs: Virtual events such as museum visits and concerts will lead to an
increasing number of visitors at the same place and time. A consequence is the
difficulty for visitors to drive their avatars in a large crowded scenes and find a
specific person. The mechanism of people recognition in a real life crowd [7] needs
then to be transposed into VWs. We propose to perform this transposition and
make VWs more realistic through the integration of a social dimension into VWs.
In fact, users can be part of real communities in the real world, e.g., colleagues,
family, Facebook, Twitter, etc. or can create virtual communities and, e.g. meet
in some places, plan an (virtual) event, etc. which makes these people linked by
a kind of a “virtual” social relationshi;ﬁ.

To tackle this problem we propose to filter the drawing of details only for
specific known persons allowing to distinguish easily user’s acquaintances in a
crowd of unknown avatars. So, the basic idea is to use an augmented adaptive
streaming based technology to discriminate between the persons a user is inter-
ested in (their avatars appear to her with all their details/attributes) and the
others (who are represented only in basic drawings). An example of what we
would obtain is illustrated by Figure [ representing a scene a user may have
when our approach is used. In Figure 2], avatars surrounded with rectangles@ are
drawn with lots of details where avatars surrounded with circles are drawn with
low details.

The particularity of this adaptive streaming is that we constrain the drawing
with social properties computed between people, meaning that closer an avatar is
to me in the VW, better its drawing is. In other words, we inject a social closeness
information into the adaptive streaming for adapting the drawing. It should be
noted that this translates somehow the mechanism of the human cognition as
discussed in the following. In fact, when a person (vp) is visiting a place for
example, this person doesn’t care about persons who are near to her (in terms
of physical distance) and thus doesn’t focus on them. vy is implicitly ignoring
the surrounding persons. In the other case, when v; recognizes another person,
say v9, even in a crowd, v; focuses on vs and the rest of the crowd becomes
meaningless for her.

If we translate the example to the proposed solution, in the first case, the
social proximity between v; and the crowd is not very high and thus it is not
useful to consume resources to make clearer drawings of the crowd. However,
in the second case, the most important consideration to the user is to let her

2 We focus here on digital interactions, i.e., interactions that occur on, e.g., social
networking sites or VWs.

3 Note that rectangles and circles are drawn for illustration only in this paper and not
on the system.
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identify known persons quickly and easily. Since vs is socially close to v1, more
efforts should be made to draw in a clearer way the corresponding avatars. To
tackle this, we make use of a simple but powerful data model which captures
social interactions independently of the social networks.

We define a social network is a directed, weighted, and labeled graph capturing
interactions between people. These interactions may happen in on-line platforms
or, in a general way, user’s life. Nodes of this graph represent people with their
properties and the links the interactions between those people. Let G denotes
a social graph of, say persons, defined as G(V, A, W(A)) with V = {v1,...,v,}
representing a set of n nodes of the graph (corresponding to a set of persons in
this case). A represents a set of arcs linking nodes of the graph. It should be
noted that each node could be associated to different real accounts. This detail
is omitted for clarity matters. G is a directed graph, the following property
apply then for each arc: Yu;,v; € V2, (v;,v;) # (vj,v;) Since G is a directed
and weighted graph, we can define a function w : V x V. — RT such that:
Vi, v; € V2,if (vi,v;) € A then w(v;,v;) € RY. Thus, w associates a weight for
all the couples of nodes which have a common interactions.

A social proximity can be defined and calculated with several ways and de-
pending on the context of the analysis and the level of details the situation
requires. Many variants using different parameters have been used [12]. In our
case, we consider the social proximity either (i) explicitly declared by the user
or (i) calculated on shared activities (e.g., discussions, media exchanges, etc.)
on different social networking sites. Let’s consider m social networking sites
{s1, 82, ..., Sm } and the user v; € V is connected to k& < m in which the user dis-
cusses with her friends, exchanged photos, recommends content and products,
etc. The user has an activity indicator function A; : U x U — R, (I =1,..., k)
corresponding to each social networking site. Let’s now consider a virtual world
VW in which the user shares virtual places, meets with other friends around
specific events, etc. To calculate the social proximity, we take advantage of the
activities on the different social networking sites. Formula [l illustrates the way
the social proximity is calculated where ACT (s, v;) is the overall activity of
user v; in site s; which is intended to measure, e.g., the frequency of use and the
importance of a given social networking website to a user.

k
d(vi,v;) = [>_(Ai(vi,v;)/ACT (51, v:))] /k (1)
=1

To be able to translate the calculated social proximity into a display con-
straint, we propose to introduce the notion of social display definition (SDD).
A SDD is a set of three basic zones that constraint the display definition of an
avatar according to a quantitative social proximity (i.e., Formula[ll). The zones
are defined according to a social proximity, or social layers as considered in so-
cial networks. The more there is a move toward the center, greater is the social
proximity and clearer is the drawing.
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Finally, our proposal aims at showing the details of persons (i.e. avatars) who
are socially close to us in VWs while hiding these details for unknown persons.
From the system perspective, this could be considered as an extension in VWs
streaming systems. By considering this new approach, we define two complemen-
tary modes: (i) Normal mode: constitutes the default one used in the current
systems, and (ii) Advanced mode: considers the social proximity. It is used to
help people easily navigate in their virtual world. Moreover, it is useful in explo-
ration of VWs to organize relatives. These two modes can cohabit in the same
system and (i) offer the user the ability to better exploit her social proximity
with relatives in her social networks and (ii) enables optimizations on the system
since the drawing process is conditioned. In the following section, we describe
the formal evaluation performed on the proposed approach to understand it’s
potential impacts on the system.

Table 1. Social display definition (SDD)

Avatar Type Zone Display definition Prozimity Threshold
Z1 Very High Definition(VHD) >0.75
Socially close avata Z2 High Definition (HD) > 0.4 and < 0.75
aty vatat Z3 Medium Definition (MD) < 040
Z1 Enhanced Medium Definition (EMD) ) < 5m
Phvsicallv cl. tars 2 Medium Definition (MD) > 5m and < 10m
yeically close avatals 73 Low Definition (LD) > 10m

3 Evaluation and Preliminary Results

Our proposal enables the user to: (i) explicitly recognize socially close avatars
in a crowded location and (ii) implicitly, leverage all user’s activities on the dif-
ferent social networks. The proposal has been implemented as an extension of
the Solipsis platform [6]. This is interesting for the end-user but still needs to be
evaluated and confronted to the end-user for further improvements. In this sec-
tion, we present some preliminary results regarding the impact of our approach
on system’s resources. Our assumption in the beginning of this work is that our
method could optimize computation resources on the different peers since we
are supposed to manage less detailed avatars. We have performed another more
technical experiment regarding the behavior of the proposed approach. The idea
here was mainly to measure the potential impact of our proposal on the perfor-
mances of the system. To perform this experiment we have followed a particular
protocol described hereafter: We have used Solipsis, as peer to peer virtual world
and built a network of 4 machines (HP Elite Book 8730, Intel core Duo 2.8 Ghz
and 3 Go of memory). On each machine we launch 5 avatars (20 avatars for
the whole network). The server (i.e., worlds coordinator) is launched only on
one machine and the rest of the machines have only clients. Each avatar is as-
sociated with a set of 4 to 5 social relatives in the data set through an explicit
declaration of the link.
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We first capture the processor and the memory activity until we launch all
the avatars. Within a regular interval, we remove an avatar from the world
(i.e., d(vi,v;) = +00) and we observe the behavior of the processor and the
memory use of the process. We repeat this task until all the avatars have been
removed. Our observation is that, although our proposal doesn’t improve the
resources management, it doesn’t worsen it. The reason is that we greatly de-
pend on the internal details of the existing implementation. The most important
evaluation that we need to perform is certainly an end-user evaluation. These
preliminary system experiments will serve as a basis for a better implementation
in the future for the integration of the proposed method in the next release of
Solipsis.

4 Related Work

Our work is related to virtual worlds which, as discussed before, are becom-
ing more and more interesting in the digital life of users. VWs are considered
of interest from both industrial and research perspective. From the industrial
perspective, most of the efforts are performed towards the integration of a 3D
visualization mechanism into, e.g., devices. This includes 3D TV [9], 3D API
standardization and interoperability mechanisms between devices and virtual
environments [§]. From this perspective, our contribution is intended to en-
hance avatars drawing in order to help replicating human brain recognition
mechanism.

From the research perspective, VWs have been addressed in different com-
munities. The most related ones are certainly: (i) imagery and (ii) databases.
From the imagery perspective, the objective is to find new techniques for en-
hancing the rendering of virtual environments while optimizing the calculation
resources [2][4]. Our work focuses on display adaptation rather than display im-
provement, so we are not dealing directly with imagery algorithms. Finally, from
the database community perspective, we may consider two visions: (1) propos-
ing new scripting languages for making it easy to implement processes inside
virtual worlds [TI0][5] or (2) increasing the interoperability and the openness of
virtual worlds by bringing external data sources inside these virtual worlds [3].
Our proposal is related to databases since we provide information from outside
VWs and thus increase the openness of these environments. Our work is strongly
dealing with data integration since we bring data from heterogeneous sources,
aggregate them and inject them into the VWs for rendering adaptation making
it closely related to [3].

5 Conclusion and Future Work

We discussed in this paper a new approach for enhancing realism in VWs. We
have proposed a new approach based on the exploitation of social networks
analysis for controlling avatars drawings depending on the social proximity the
real user (i.e., who is using the avatar) has with other avatars (i.e., users) in other
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social networks. The benefits of the proposed approach are: (i) translation of the
human brain recognition mechanism into VWs thanks to social proximities, (ii)
the optimization of resources usage thanks to drawing control, and (iii) making
VWs open to external sources instead of being closed systems. As a future work,
many directions could be considered but we plan to focus on the evaluation of
our proposal directly with users since we are targeting end-users.
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Abstract. Information diffusion over a social network is analyzed by model-
ing the successive interactions of neighboring nodes as probabilistic processes
of state changes. We address the problem of estimating parameters (diffusion
probability and time-delay parameter) of the probabilistic model as a function
of the node attributes from the observed diffusion data by formulating it as the
maximum likelihood problem. We show that the parameters are obtained by an
iterative updating algorithm which is efficient and is guaranteed to converge. We
tested the performance of the learning algorithm on three real world networks
assuming the attribute dependency, and confirmed that the dependency can be
correctly learned. We further show that the influence degree of each node based
on the link-dependent diffusion probabilities is substantially different from that
obtained assuming a uniform diffusion probability which is approximated by the
average of the true link-dependent diffusion probabilities.

1 Introduction

The growth of Internet has enabled to form various kinds of large-scale social net-
works, through which a variety of information, e.g. news, ideas, hot topics, malicious
rumors, etc. spreads in the form of "word-of-mouth” communications, and it is notice-
able to observe how much they affect our daily life style. The spread of information
has been studied by many researchers [15114/4)1J12J7/9]]. The information diffusion
models widely used are the independent cascade (IC) [2I5)7] and the linear thresh-
old (LT) [21122] models. They have been used to solve such problems as the influ-
ence maximization problem [3l8]] and the contamination minimization problem [[1.20)].
These two models focus on different information diffusion aspects. The IC model is
sender-centered (push type) and each active node independently influences its inactive
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neighbors with given diffusion probabilities. The LT model is receiver-centered (pull
type) and a node is influenced by its active neighbors if their total weight exceeds the
threshold for the node.

What is important to note is that both models have parameters that need be speci-
fied in advance: diffusion probabilities for the IC model, and weights for the LT model.
However, their true values are not known in practice. This poses yet another problem
of estimating them from a set of information diffusion results that are observed as time-
sequences of influenced (activated) nodes. This falls in a well defined parameter esti-
mation problem in machine learning framework. Given a generative model with some
parameters and the observed data, it is possible to calculate the likelihood that the data
are generated and the parameters can be estimated by maximizing the likelihood. To the
best of our knowledge, we are the first to follow this line of research. We addressed this
problem for the IC model [[16] and devised the iterative parameter updating algorithm.

The problem with both the IC and LT models is that they treat the information prop-
agation as a series of state changes of nodes and the changes are made in a synchronous
way, which is equivalent to assuming a discrete time step. However, the actual prop-
agation takes place in an asynchronous way along the continuous time axis, and the
time stamps of the observed data are not equally spaced. Thus, there is a need to extend
both models to make the state changes asynchronous. We have, thus, extended both
the models to be able to simulate asynchronous time delay (the extended models are
called AsIC and AsLT models) and showed that the same maximum likelihood approach
works nicely [17/1819] and recently extended the same approach to opinion propaga-
tion problem using the value-weighted voter model with multiple opinions [[10]. There
are other works which are close to ours that also attempted to solve the similar problem
by maximizing the likelihood [3l[13]], where the focus was on inferring the underlying
network. In particular, [13] showed that the problem can effectively be transformed to
a convex programming for which a global solution is guaranteed.

In this paper we also address the same problem using the AsIC model, but what is
different from all of the above studies is that we try to learn the dependency of the dif-
fusion probability and the time-delay parameter on the node attributes rather than learn
it directly from the observed data. In reality the diffusion probability and the time-delay
parameter of a link in the network must at least be a function of the attributes of the
two connecting nodes, and ignoring this property does not reflect the reality. Another
big advantage of explicitly using this relationship is that we can avoid overfitting prob-
lem. Since the number of links is much larger than the number of nodes even if the
social network is known to be sparse, the number of parameters to learn is huge and we
need prohibitively large amount of data to learn each individual diffusion probability
separately. Because of this difficulty, many of the studies assumed that the parameter is
uniform across different links or it depends only on the topic (not on the link that the
topic passes through). Learning a function is much more realistic and does not require
such a huge amount of data.

We show that the parameter updating algorithm is very efficient and is guaran-
teed to converge. We tested the performance of the algorithm on three real world net-
works assuming the attribute dependency of the parameters. The algorithm can correctly
estimate both the diffusion probability and the time-delay parameter by way of node
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attributes through a learned function, and we can resolve the deficiency of uniform
parameter value assumption. We further show that the influence degree of each node
based on the link-dependent diffusion probabilities (via learned function) is substan-
tially different from that obtained assuming a uniform diffusion probability which is
approximated by the average of the link-dependent diffusion probabilities, indicating
that the uniform diffusion probability assumption is not justified if the true diffusion
probability is link-dependent.

2 Diffusion Model
2.1 AsIC Model

To mathematically model the information diffusion in a social network, we first recall
the AsIC model according to [[19], and then extend it to be able to handle node attributes.
Let G = (V, E) be a directed network without self-links, where V and E (C V X V) stand
for the sets of all the nodes and links, respectively. For each node v € V, let F(v) be the
set of all the nodes that have links from v, i.e., F(v) = {u € V; (v,u) € E}, and B(v) be
the set of all the nodes that have links to v, i.e., B(v) = {u € V; (u,v) € E}. We say a
node is active if it has been influenced with the information; otherwise it is inactive. We
assume that a node can switch its state only from inactive to active.

The AsIC model has two types of parameter p,, and r,, withO < p,,, <1 and r,,, >
0 for each link (u,v) € E, where p,, and r,, are referred to as the diffusion probability
and the time-delay parameter through link (u, v), respectively. Then, the information
diffusion process unfolds in continuous-time #, and proceeds from a given initial active
node in the following way. When a node u becomes active at time 7, it is given a single
chance to activate each currently inactive node v € F(u): u attempts to activate v if
v has not been activated before time 7 + 9, and succeeds with probability p,,, where
0 is a delay-time chosen from the exponential distributionl] with parameter r,,. The
node v will become active at time ¢ + ¢ if u succeed. The information diffusion process
terminates if no more activations are possible.

2.2 Extension of AsIC Model for Using Node Attributes

In this paper, we extend the AsIC model to explicitly treat the attribute dependency of
diffusion parameter through each link. Each node can have multiple attributes, each of
which is either nominal or numerical. Let v; be a value that node v takes for the j-th
attribute, and J the total number of the attributes. For each link (#,v) € E, we can
consider the J-dimensional vector x,,, each element of which is calculated by some
function of u; and vj, i.e., x,,; = fj(u;,v;). Hereafter, for the sake of convenience,
we consider the augmented (J + 1)-dimensional vector x,, by setting x,,0 = 1 as the
link attributes. Then we propose to model both the diffusion probability p,, and the
time-delay parameter r,, for each link (1, v) € E by the following formulae:

1

s Tuy = F Xy, = X Txuv s 1
s explga,y o = R ®) = @, (1)

Puy = p(xu,v’ 0) =

! We chose a delay-time from the exponential distribution in this paper for the sake of conve-
nience, but other distributions such as power-law and Weibull can be employed.
2 Note that both are simple and smooth functions of 6 and ¢ that guarantee 0 < p < 1 and r > 0.
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where 87 = (6, ---,0;) and @7 = (dy, - -- ,¢y) are the (J + 1)-dimensional parameter
vectors for diffusion probability and time-delay parameter, respectively. Note here that
6y and ¢, correspond to the constant terms, and 6” stands for a transposed vector of 6.

Although our modeling framework does not depend on a specific form of function
fj, we limit the form to be the following: x,,,; = exp(—|u;—vj|) if the j-th node attribute
is numerical; x,,,,; = 6(u}, v;) if the j-th node attribute is nominal, where 6(u;,v;) is a
delta function defined by 6(u;,v;) = 1 if u; = vj; 6(uj,v;) = 0 otherwise. Intuitively,
the more similar u; and v; are, that is, the closer their attribute values are to each other,
the larger the diffusion probability p,, is if the corresponding parameter value 6; is
positive, and the smaller if it is negative. We can see the similar observation for the
time-delay parameter 7, .

3 Learning Problem and Method

We consider an observed data set of M independent information diffusion results, Dy, =
{D,; m =1,---, M}. Here, each D,, represents a sequence of obserbation. It is given
by a set of pairs of active node and its activation time, D, = {(u4, tinu), (V. tmy), =<}
and called the mth diffusion result. These sequences may partially overlap, i.e., a node
may appear in more than one sequence, but are treated separately according to the AsIC
model. We denote by #,,, the activation time of node v for the mth diffusion result. Let
T,, be the observed final time for the mth diffusion result. Then, for any ¢ < T,,, we
set Cp(t) = {v € Vi (W, tmy) € Dy, ty < t}. Namely, C,,(¢) is the set of active nodes
before time ¢ in the mth diffusion result. For convenience sake, we use C,, as referring
to the set of all the active nodes in the mth diffusion result. For each node v € C,,, we
define the following subset of parent nodes, each of which had a chance to activate v,
ie., By = B0) N Cptyy)-

3.1 Learning Problem

According to Saito et al. [17], we define the probability density X, ., that a node u €
B, activates the node v at time ,,,, and the probability Y, that the node v is not
activated by a node u € B,,, within the time-period [#,, ,, t.]-
Xm,u,v = p(xu,\u e)r(xu,w ¢) CXP(_”(xu,v, ¢)([m,v - [m,u))- (2)
ym,u,v = p(xu,\/a 0) exp(_r(xu,v’ ¢)(tm,v - tm,u)) + (1 - p(xu,va 0)) (3)

Then, we can consider the following probability density 4,,, that the node v is acti-
vated at time #,,,:

hm,v = Z Xm,u,v

ueB,,,

[ Mm,z,v] =[] Yoer D) XoinWu)™. @

2€8B,.\{u} €8y ueB,,,

Next, we consider the following probability g, ., that the node w is not activated by
the node v before the observed final time T,.

Emy,w = p(xv,w, 0) GXP(—V(xv,w, (T — [m,v)) +(1- p(xv,w’ 0)). (5)
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Here we can naturally assume that each information diffusion process finished suffi-
ciently earlier than the observed final time, i.e., T,, > max{t,,,; (v, t,,) € D,,}. Thus,
as T,, — oo in Equation (3), we can assume

Emyw = 1 _p(xu,va 0) (6)

By using Equations @) and (@), and the independence properties, we can define the
likelihood function £(D,y; 0, ¢) with respect to 8 and ¢ by

M
L(DM;0,¢>=log]—[]_][hm,v [ gm,v,w]. )

m=1veC,, weF(W\Cy,

In this paper, we focus on Equation (@) for simplicity, but we can easily modify our
method to cope with the general one (i.e., Equation (3))). Thus, our problem is to obtain
the values of @ and ¢, which maximize Equation (7). For this estimation problem, we
derive a method based on an iterative algorithm in order to stably obtain its solution.

3.2 Learning Method

Again, according to Saito et al. [17]], we introduce the following variables to derive an
EM like iterative algorithm.

-1 -1
Hmu,y = Xm,u,v(ym,u,v) Z Xm,z,v(ym,z,v) .
€8,y

My = Puyw €XP(=Tuy(tmy = tmu)) / ym,u,v-

gm,u,v = Hmuy + (1- /Jm,u,v)rlm,u,w
Let 6 and ¢ be the current estimates of @ and ¢, respectively. Similarly, let X, 1., Yopirs
Fomas Ty, and Em,u,_v denote the values of Xy uvs Ymuvs Hmus Ty, a0 &y calcu-
lated by using @ and @, respectively.

From Equations @), (@) and (7), we can transform our objective function £(Dy; 0, §)
as follows:

where Q(6, ¢; 0, @) is defined by

QO,4:8,6) = Q1(6:8,4) + Q(9:8,9)
M
Q@©:8.6)=> > [ D Enun 108 PXuy, 0) + (1 = ) log(1 = p(xiy, )

m=1veC,,

ueB,,,
+ Z log(1 — p(xv,w,e))], 9)

weF(W\Cp,

M
Q@0.)=> > > [imus10g Xy ) = Enius Ko, $)tmy = tma))s (10)

m=1veC,, ue8,,,

and H(6, ¢; 0, §) is defined by

M
7.{(0’ ¢; é, %) = Z Z Z (/_lm,u,v log Hom,u,v

m=1veC,, ue8,,,

+(1 - ﬂm,u,v)(ﬁm,u,v 10g nm,u,v + (1 - T_]m,u,v) log(l - T]m,u,v)) . (1 1)
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Since H(0, ¢; 0, ) is maximized at @ = 8 and ¢ = ¢ from Equation (II), we can
increase the value of L(Dyy; 0, $) by maximizing Q(6, ¢; 6, ) (see Equation (8).

We can maximize Q by independently maximizing @; and Q, with respect to 6 and
¢, respectively. Here, by noting the definition of p(x,,, 6) described in Equation (IJ), we
can derive the gradient vector and the Hessian matrix of @ as follows:

6Q1(00¢> 22{2@"” P Xy = p(xv,w,e)xv,w],az)

m=1veC,, \ues,,, weF(W\Cy,
0’Q,(6; 9, ¢) .
00007 Z Z Z LusXu Xy + Z LowXv Xy |5 (13)
m= IVEC,” ltEBmv WEF(V)\C,”

where ,, = p(x,,,0)(1 — p(x,,,0)). We see that the Hessian matrix of Q; is non-
positive definite, and thus, we can obtain the optimal solution of Q; by using the Newton
method. Similarly, we can derive the gradient vector and the Hessian matrix of @, as
follows:

0@2(¢ 6.9 Z Z Z Ty = EmauT Xy @)ty = L)) X (14)

m=1veCy, ueB,,,
0? 0, z
Q2(¢ ¢) Z Z Z fmsllgvr(xu,v, ¢)(tm,v - tm,u)xlls"xlz:v' (15)
0¢0¢ m=1veC,, ueB,,,

The Hessian matrix of @, is also non-positive definite, and we can obtain the optimal
solution by @,. Note that we can regard our estimation method as a variant of the EM
algorithm. We want to emphasize here that each time iteration proceeds the value of the
likelihood function never decreases and the iterative algorithm is guaranteed to converge
due to the convexity of Q.

4 Experimental Evaluation

We experimentally evaluated our learning algorithm by using synthetic information dif-
fusion results generated from three large real world networks. Due to the page limita-
tion, here we show only the results for the parameter vector 6, but we observed the
similar results for the parameter vector ¢. Note that ¢ does not affect the influence
degree used in our evaluation described later.

4.1 Dataset

We adopted three datasets of large real networks, which are all bidirectionally con-
nected networks. The first one is a trackback network of Japanese blogs used in [7],
and has 12,047 nodes and 79, 920 directed links (the blog network). The second one
is a network derived from the Enron Email Dataset [[11]] by extracting the senders and
the recipients and linking those that had bidirectional communications and there were
4,254 nodes and 44, 314 directed links (the Enron network). The last one is a network
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Table 1. Absolute errors of estimated parameter values for each network. Values in parentheses
are the assumed true values.

network 9() 01 02 93 04 95 96 07 98 09 010

Blog  0.0380 0.0587 0.1121 0.0941 0.0874 0.0873 0.0419 0.0723 0.0398 0.0400 0.0378
(-2.00 (2.0) (-1.0) (0.0) (0.0) (0.0) (1.0) (-2.00 (0.0) (0.0) (0.0

Enron 0.0371 0.0465 0.1152 0.0637 0.0758 0.0692 0.0382 0.0831 0.0400 0.0370 0.0385
(-3.00 (2.0) (-1.0) (0.0) (0.0) (0.0) (1.0) (-2.0)0 (0.0) (0.0) (0.0

Wikipedia 0.0485 0.0455 0.1505 0.0945 0.0710 0.0897 0.0444 0.1079 0.0438 0.0458 0.0434
(-4.0) (2.0) (-1.0) (0.0) (0.0) (0.0) (1.0) (-2.00 (0.0) (0.0) (0.0

of people that was derived from the “list of people” within Japanese Wikipedia, used in
[6], which has 9,481 nodes and 245, 044 directed links (the Wikipedia network).

For each network, we generated synthetic information diffusion results in the follow-
ing way: 1) artificially generate node attributes and determine their values in a random
manner; 2) determine a parameter vector 6 which is assumed to be true; and then 3)
generate 5 distinct information diffusion results, Ds = {Dy,---, Ds}, each of which
starts from a randomly selected initial active node, and contains at least 10 active nodes
by the AsIC model mentioned in section 2.2l We generated a total of 10 attributes for
every node in each network: 5 ordered attributes, each with a non-negative integer less
than 20, and 5 nominal attributes, each with either 0, 1, or 2. The true parameter vector
0 was determined so that, according to [5]], the average diffusion probability derived
from the generated attribute values and @ becomes smaller than 1/d, where d is the
mean out-degree of a network. We refer to thus determined values as base values. The
resulting average diffusion probability was 0.142 for the blog network, 0.062 for the
Enron network, and 0.026 for the Wikipedia network, respectively.

4.2 Results

First, we examined the accuracy of parameter values  estimated by our learning algo-
rithm. Table[Ishows the absolute error |6;—8;| for each network which is the average over
100 trials, each obtained from a different s (we generated D5 100 times.) where the val-
ues in the parentheses are true parameter values. On average, the absolute error of each
parameter is 0.0645, 0.0586, and 0.0714 for the blog, Enron, and Wikipedia network,
and their standard deviations are 0.0260, 0.0243, and 0.0338, respectively. This result
shows that our learning method can estimate parameter values with very high accuracy
regardless of networks. Note that 63, 4, 65, 65, 89, and ;¢ are set to 0. This is different
from limiting the number of attributes to 4. The average computation time that our learn-
ing algorithm spent to estimate the parameter values was 2.96, 6.01, and 28.24 seconds
for the blog, Enron, and Wikipedia network, respectively, which means that our learn-
ing method is very efficient (machine used is Intel(R) Xeon(R) CPU W5590 @3.33GHz
with 32GB memory). Note that, from the derivation in Section[3.2] the computation time
depends on the density of the network, i.e. the number of parents of a node.

Next, we evaluated our learning algorithm in terms of the influence degree of each
node v which is defined as the expected number of active nodes after the information
diffusion is over when v is chosen to be the initial active node. In this experiment,
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Fig. 1. Comparison of three influence degrees o (black solid line), 6 (yellow marker) and & (blue
marker) for one particular run, randomly selected from the 100 independent trials in case that the
diffusion probabilities are the base values
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Fig. 2. Comparison of three influence degrees o (black solid line), 6 (yellow marker) and & (blue
marker) for one particular run, randomly selected from the 100 independent trials in case that the
diffusion probabilities are larger than the base values

we derived the influence degree of each node by computing the empirical mean of the
number of active nodes obtained from 1,000 independent runs which are based on the
bond percolation technique described in [9]. Here, we compared the influence degree
&(v) of anode v which was derived using the parameter values estimated by our learning
algorithm with the influence degree (v) which was derived by a naive way that uses
the uniform diffusion probability approximated by averaging the true link-dependent
diffusion probabilities.

Figure [Tl presents three influence degrees o, &, and & for each node v for one par-
ticular run, randomly chosen from the 100 independent trials, where o denotes the
influence degree derived using the true link-dependent diffusion probability. The nodes
are ordered according to the estimated true rank of influential degree. From these fig-
ures, we can observe that the difference between o (solid line) and & (yellow) is quite
small, while the difference between o and & (blue) is very large and widely fluctuating.
In fact, for &, the average of the absolute error defined as |5(v) — o(v)| over all nodes
and all trials is 13.91, 6.80, and 8.32 for the blog, Enron, and Wikipedia network, and
their standard deviations are 16.41, 7.08, and 11.31, respectively. Whereas, for &, the
corresponding average of |G(v) — o(v)| is 77.75, 54.51, and 35.02, and their standard
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deviations are 96.12, 57.80, and 51.84, respectively. Even in the best case for & (the
Wikipedia network), the average error for & is about 4 times larger than that for &

We further investigated how the error changes with the diffusion probabilities. Fig-
ure 2] is the results where the diffusion probabilities are increased, i.e., larger influence
degrees expected. To realize this, 6 is increased by 1 for each network, i.e. 6y = —1, -2,
and —3 for the blog, Enron, and Wikipedia network, respectively, which resulted in the
corresponding average diffusion probability of 0.28, 0.14, and 0.063, respectively. It is
clear that the difference between o~ and & remains very small, but the difference between
o and & becomes larger than before (Fig.[I)). Actually, for &, the average (standard de-
viation) of the absolute error over all nodes and all trials is 47.95 (28.03), 13.27 (12.30),
and 15.11 (16.25) for the blog, Enron, and Wikipedia network, respectively, while, for
7, the corresponding average (standard deviation) is 518.94 (502.05), 162.56 (159.40),
and 163.51 (205.17), respectively. These results confirm that & remains close to the true
influence degree regardless of the diffusion probability p, while & is very sensitive to p.

Overall, we can say that our learning algorithm is useful for estimating the influence
degrees of nodes in a network, provided that we have some knowledge of dependency
of diffusion probability on the selected attributes. It can accurately estimate them from
a small amount of information diffusion results and avoid the overfitting problem.

5 Conclusion

Information diffusion over a social network is analyzed by modeling the cascade of inter-
actions of neighboring nodes as probabilistic processes of state changes. The number of
the parameters in the model is in general as many as the number of nodes and links, and
amounts to several tens of thousands for a network of node size about ten thousands. In
this paper, we addressed the problem of estimating link-dependent parameters of prob-
abilistic information diffusion model from a small amount of observed diffusion data.
The key idea is not to estimate them directly from the data as has been done in the past
studies, but to learn the functional dependency of the parameters on the small number of
node attributes. The task is formulated as the maximum likelihood estimation problem,
and an efficient parameter update algorithm that guarantees the convergence is derived.
We tested the performance of the learning algorithm on three real world networks as-
suming a particular class of attribute dependency, and confirmed that the dependency
can be correctly learned even if the number of parameters (information diffusion proba-
bility of each link in this paper) is several tens of thousands. We further showed that the
influence degree of each node based on the link-dependent diffusion probabilities is sub-
stantially different from that obtained assuming a uniform diffusion probability which
is approximated by the average of the true link-dependent diffusion probabilities. This
indicates that use of uniform diffusion probability is not justified if the true distribution
is non-uniform, and affects the influential nodes and their ranking considerably.
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Abstract. This paper outlines the use of a relational representation in
a Multi-Agent domain to model the behaviour of the whole system. The
aim of this work is to define a general systematic method to verify the
effective collaboration among the members of a team and to compare the
different multi-agent behaviours, using external observations of a Multi-
Agent System. Observing and analysing the behavior of a such system
is a difficult task. Our approach allows to learn sequential behaviours
from raw multi-agent observations of a dynamic, complex environment,
represented by a set of sequences expressed in first-order logic. In order
to discover the underlying knowledge to characterise team behaviours,
we propose to use a relational learning algorithm to mine meaningful
frequent patterns among the relational sequences. We compared the per-
formance of two soccer teams in a simulated environment, each based on
very different behavioural approaches: While one uses a more deliberative
strategy, the other one uses a pure reactive one.

1 Introduction

In general in multi-agent domains, and robot soccer in particular, collabora-
tion is desired so that the group of agents work together to achieve a common
goal. It is not only important to have the agents collaborate, but also to do it
in a coordinated manner so that the task can be organised to obtain effective
results. In this work we address the problem of identification of collaborative
behaviour in a Multi-Agent System (MAS) environment. The aim is to define a
systematic method to verify the effective collaboration among the members of
a team and compare the different multi-agent behaviours. Analysing, modelling
and recognising agent behaviour external MAS’s observations could be very use-
ful to direct team actions. In the analysis of such systems we have dealt with
the complexity of the world (continuous and dynamic) state representation and
with the recognition of the agent activities. To characterise the state space, it is
necessary to represent temporal and spatial state changes.

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAT 6804, pp. 163 2011.
© Springer-Verlag Berlin Heidelberg 2011
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A relational representation of team behaviours enables humans to understand
and study the action’s descriptions of the observed multi-agent systems and the
underlying behavioural principles related to the complex changes of state space.
Multi-Agent Systems are complex systems made up of several autonomous agent
that act to solve different goals. Observing and analysing the behavior of a such
system is a difficult task. A relational sequence could be used as a qualitative
representation of a team behaviour. This paper addresses the problem of learn-
ing and symbolically representing the sequences of actions performed by teams
of soccer players, starting from infer the action of a single agent. Low-level con-
cepts of behaviour (events) are recognised and then used to defined high-level
concepts (actions). Our proposal is to learn from raw multi-agent observations
(log files) of a dynamic and complex environment, a set of relational sequences
describing the team behaviour. The method is able to discover strategic events
and through the temporal relations between them, to learn interesting actions.
The use of relational representations in this context offers many advantages. One
of these is generalization across objects and positions. The set of the relational
sequences has been used to mine frequent patterns. We use a method based on
relational pattern mining to extract meaningful frequent patterns able to define
a behavioural team model. A relational sequence is represented by a set of logi-
cal atoms. A dimensional atom explicitly refers to dimensional relations between
events involved in the sequence. A non-dimensional atom denotes relations be-
tween objects, or characterizes an object involved in the sequence. In order to
mine frequent patterns, we use an Inductive Logic Programming (ILP) [I] al-
gorithm, based on [2], for discovering relational patterns from sequences. This
reduced set represents the common sequences of actions performed by the team
and the characteristic behaviour of a team.

2 Learning Behavioural Relational Representation

This section provides a description of the approach that we use to learn relational
sequences from log files, which are able to describe and characterise the behaviour
of a team of agents. The domain used in this work corresponds to the soccer
game, where each team tries to win by kicking a ball into the other team’s goal.

The log used represents a stream of consecutive raw observations about each
soccer player’s position and the position of the ball at each time step. From this
log streams it is possible to recognise basic actions (high-level concepts). Each
team has sequences of basic actions used to form coordinated activities which
attempt to achieve the team’s goals. In our work, we identify the following basic
actions of the players:

— getball(T, Player,): at time T, Player,, gains possession of the ball;

— catch(T, Playery,): at time T, Player, gains possession of the ball previously be-
longing to an opponent;

— pass(T, Playery, Playery,): Player, kicks the ball and at time T the Playery,
gains possession, where both players are from the same team,;
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— dribbling(T, Playery): at time T, Player, moves a significant distance avoiding
an opponent;

— progressToGoal(T, Playery,): at time T', Player, moves with the ball toward the
the penalty box;

— aloneProgressToGoal(T, Playery): at time T, Player, moves alone with the
ball toward the penalty box, without any teammate between it and the goal area;

— intercept(T, Playery): at time T, Player, loses the possession of the ball, and
the new owner of the ball is from the opponent team;

The log stream is processed to infer the low-level events that occurred during
a trial. An event takes place when the ball possession changes or the ball is
out of bounds. A set of recognised events contributes to define an action. Each
recognised event has some persistence over time and remains active until another
event incompatible with it occurs. An event that occurs in parallel with another
event is called a contemporary event. It holds until one of the players is able
to take full possession of the ball, (i.e. moves away with the ball) or when the
ball goes out of bounds. To better describe the behaviour of an entire team, it is
necessary to take into account the state of the world and the time in which the
action is performed. Agents in dynamic environments have to deal with world
representations that change over time. A qualitative description of the world
allows a concise and powerful representation of the relevant information. The
current world state is represented by the positions of the players (teammates
and opponents), and the ball. In this context, to adequately characterise specific
scenes, we considered the viewpoint of the player that performs the action to
determine how it interacts with others.

Sequences represent a symbolic abstraction of the raw observation. In par-
ticular, to describe the relation direction view of the player with respect to the
opponent’s penalty box, we use front, left, right, backwards. To describe the
relation of a player with respect to the teammates, the ball and the opponents, we
have used two arguments, one for the “horizontal” relation (forward or behind)
and the other for the “vertical” relation (left or right). We use same when the
player has the same position with respect to the teammate, the ball and the
opponents. The following predicates are used the palyer’s position:

— direction view(T, Playery, position);

— rel with ball(T, Player,, horizontal, vertical);
— rel with team(7, Playery, horizontal, vertical);
— rel with oppl(T, Playern, horizontal, vertical);
— rel with opp2(T, Player,, horizontal, vertical);

Finally, the following predicates describe the result of the trial:

— goal(T): at time T the ball enters into the opponent’s goal.

— to goal(T): at time T the ball goes out of the field but passes near one of the goal
posts.

— ball out(7T): at time T the ball goes out of the field without being a goal or close
to goal.

— block(T): at time T' the goalie stops or kicks the ball.

— out of time(T): time out.
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3 Experimental Evaluation

The aim of this experimentation is to measure and demonstrate the degree of
collaboration of soccer teams and, from a more general point of view, to char-
acterise a Multi-Agent System behaviour. Through the pattern mining method,
the most frequent set of behaviours is extracted. Two teams of soccer using dif-
ferent behavioural approaches have been analysed. On the one hand, one team
follows a strategy based on a Case-Based Reasoning (CBR) approach [3]. The
approach allows the players to apply a more deliberative strategy, where they can
reason about the state of the game in a more global way, as well as to take into
account the opponents when playing. It also includes an explicit coordination
mechanism that allows the team to know when and how to act Henceforward we
will refer to it as the CBR team. On the other hand, the second team follows a
reactive approach. An implicit coordination mechanism is defined to avoid hav-
ing two players “fighting” for the ball at the same time. The resulting behaviour
of this approach is more individualistic and reactive. Although they try to avoid
opponents (turning before kicking, or dribbling), they do not perform explicit
passes between teammates and in general they move with the ball individually.
Henceforward we will refer to this approach as the REA team.

As we will see, the experiments performed reveal that the action sequences
obtained with the approach proposed in this work characterise the behaviour
of the CBR team as a collaborative team. To be more precise, these action
patterns are in the set of most significant patterns extracted from the CBR team
sequences, whereas they are not among the most significant patterns extracted
from the reactive (REA) team sequences.

Two sets of simulated] experiments, one with the CBR team and another one
with the REA team, were performed. Besides, two possible configurations for
the opponents are defined. The first is called DG configuration and considers a
defender and a goalie. The second one, the 2D configuration, correspond to a
midfield defender and a defender. Four basic scenarios have been defined, each
scenario is used with both configurations of opponents (DG or 2D).

In order to evaluate our approach we analyse the recorded observations (log
files from the simulated soccer games). We performed 500 trials for each approach
(CBR and REA) and each scenario in the DG configuration, for a total of 4000
trials. The dataset corresponding to these configurations is composed of 10261
sequences (6242 sequences from the CBR approach and 4019, from the RFA
approach). Regarding the 2D configuration, we observed that the time required
to end a trial was too long. This was due to the ability of the two defenders in
preventing the attackers to reach the goal. For this reason a timeout of 60 seconds
to end the trial was adopted. For the 2D configuration, we have performed 200
trials per scenario and per approach, obtaining a total of 1600 trials. The dataset
is composed of 4329 sequences(2392 sequences for the CBR approach and 1937,
for the REA approach).

! The experiments have been run in an extended version of the PuppySim 2 simula-
tor [3], based on the Four-Legged League in RoboCup.
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Table 1. Recognised high-level concepts on DG configuration and 2D configuration

scenario A scenario B scenario C scenario D
CBR REA CBR REA CBR REA CBR REA
N. sequences 1595 977 1513 1170 1623 837 1511 1035

pass 2285 1325 3135 557 2293 47 2023 190

dribbling 256 217 254 234 242 161 334 282

catch 5 3 24 3 10 0 7 0

DG intercept 1385 857 1306 1003 1434 771 1324 840

aloneProgressToGoal 216 35 291 44 192 34 177 34
progressToGoal 1261 585 974 1200 981 662 511 481

getball 2583 1246 2467 1423 2461 947 2272 1358

tot. Actions 7991 4268 8451 4464 7613 2622 6648 3185

N. sequences 622 449 598 477 570 543 602 468

pass 570 107 865 199 613 95 769 92

dribbling 77T 8 8 73 84 65 63 99

catch 4 0 6 0 4 0 3 2

2D intercept 468 373 460 389 424 468 467 346

aloneProgressToGoal 34 9 24 17 34 13 40 22
progressToGoal 342 191 410 350 352 225 459 38
getball 883 508 907 605 801 682 896 524

tot. Actions 2378 1271 2757 1633 2312 1548 2697 1123

Table[lists the number of sequences that describe the behaviour of the teams.
As we can observe the number of sequences for the CBR approach is significantly
higher than the one used by the reactive approach. Since the CBR team plays
using collaborative strategies, where the players usually try to reach the goal area
by passing the ball to a teammate, or moving to adapted positions to reuse the
selected case, more sequences and therefore more actions are needed to describe
such behaviour.

When the player holding the ball tries to move towards the penalty area
while having in front an opponent, it can act in a cooperative or individualistic
way. That is, it can pass the ball to its teammate (in this case the recognised
actions would be getball and pass) or could simply try to overpass the opponent,
adopting an individualistic behaviour (if the player succeeds in its aim, the action
is recognised as dribbling). The number of pass actions in the CBR sequences
is significantly higher than in the ones in the REA sequences. On the contrary,
the number of the dribbling actions within the REFA sequences is higher than
the ones in the CBR sequences.

We consider the sequence analysis taking into account only the actions per-
formed during the trials, without considering the predicates describing the state
of the world. The goal of this experimentation was to find a subgroup of most
meaningful patterns of actions able to characterise the behaviour of a team. We
have used the whole dataset, all the sequences of the all scenarios per config-
uration. Since patterns of low support have a limited coverage of the dataset,
these have a very limited discriminative power. But on the other hand, patterns
of very high support have also a very limited discriminative power, since they



168 G. Bombini et al.

Table 2. Some interesting patterns

pattern Fisher score team
getball(A,B)next a(A,C),pass(C,B,D) 0.23494427 cbr
pass(A,B,C),next a(A,D),getball(D,C) 0.07889064 cbr
progressToGoal(A,B)next a(A,C),pass(C,B,D) 0.03788948 cbr
progressToGoal(A,B),next a(A,C),intercept(C,B) 0.07138557 rea
progressToGoal(A,B),next a(A,C),dribbling(C,B) 0.03037611 rea
getball(A,B),next a(A,C),pass(C,B,D),

next a(C,E), intercept(E,D) 0.05987475 cbr
getball(A,B),next a(A,C),getball(C,B),

next a(C,D),pass(D,B,E) 0.05517990 cbr
getball(A,B)next a(A,C),pass(C,B,D),

next a(C,E),progressToGoal(E,D) 0.04290462 cbr
progressToGoal(A,B),next a(A,C),progressToGoal(C,B),

next a(C,D),intercept(D,B) 0.03860653 rea
progressToGoal(A,B)next a(A,C),progressToGoal(C,B),

next a(C,D),progressToGoal(D,B) 0.01199806 rea
getball(A,B),next a(A,C),pass(C,B,D)next a(C,E),
progressToGoal(E,D),next a(E,F),pass(F,D,B) 0.02503889 cbr
getball(A,B),next a(A,C),pass(C,B,D),next a(C,E),

getball(E,D) next a(E,F),pass(F,D,B) 0.01994761 cbr
getball(A,B),next a(A,C),getball(C,B),next a(C,D),

pass(D,B,E),next a(D,F),intercept(F,E) 0.01829672 cbr

are too common in the data. Therefore, in general it is appropriate to find not
too frequent patterns with suitable support threshold. But this implies a greater
effort during the pattern mining step. Frequent patterns reflect strong associa-
tion between objects, representing common behaviours adopted by a team. The
frequency is calculated over the whole dataset and over both sets of sequences
(CBR and RFEA). Among the different sequences for both teams, the most fre-
quent patterns belong to the CBR team. We have used the threshold ¢ = 0.10,
which is high enough to ensure adequate coverage of the dataset and sufficiently
low to allow to discover frequent sequences also for the REA team. To select the
most meaningful patterns, i.e. a subset of frequent patterns that is able to char-
acterise the essential behaviour of a team, we have used as measure the Fisher
Score [4]. It is popularly used in classification system to measure the discrimina-
tive power of a feature. Table 2l shows the most interesting patterns obtained by
our approach. As we can easily see, the presence of the predicate pass is enough
to distinguish the CBR team. Indeed, this type of action indicates collaborative
behaviour, and is typical in sequences that characterise the CBR team.

4 Related Work and Conclusions

Some previous work, such as Kaminka et al. [5], focus on unsupervised au-
tonomous learning of the sequential behaviours of agents based on observations
of their behaviour. This system identifies and extracts sequences of coordinated
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team behaviours from the recorded observations. Similarly to the previous ap-
proach, Riley and Veloso [6] model high-level adversarial behaviour by classifying
the current opponent team into predefined adversary classes. An observation oc-
curs over a fixed length of time (i.e., window) and it affects the accuracy of the
classifier and its performance. Lattner et al. [7] use a sequential pattern mining
approach. The process creates patterns in dynamic scenes based on the qualita-
tive information of the environment, and produces a set of prediction rules.

The main difference with respect to the previous work and our approach is
the representational power of the learned patterns. Through a logical language it
is possible to represent any relations of a complex domain, such as multi-agent
system. Furthermore, mined relational patterns are able to represent general
characteristics of the teams’ behaviours. In this paper we have shown the po-
tential use of a relational representation in a Multi-Agent domain to model the
behaviour of the whole system. In this way it is possible to define a high-level
description of the multi-agent system’s behaviour using multi-agent activity logs.
The aim was also to try to measure and demonstrate the degree of collaboration,
analysing the joint behaviour of the teams. Starting from infer the action of a sin-
gle agent, it was possible understand the behavior of the whole system. Low-level
concepts of behaviour (events) are recognised and then used to defined high-level
concepts (actions). We compared the performance of two soccer teams (REA and
CBR), which have a very different behavioural approach. The results obtained
in the experiments confirmed that the recognised action sequences characterise
the behaviour of the two teams.
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Abstract. Cooperation in multi-agent systems essentially hinges on ap-
propriate communication. This paper shows how to model communica-
tion in teamwork within TEAMLOG, the first multi-modal framework
wholly capturing a methodology for working together. Starting from the
dialogue theory of Walton and Krabbe, the paper focuses on deliberation,
the main type of dialogue during team planning. We provide a schema of
deliberation dialogue along with semantics of adequate speech acts, this
way filling the gap in logical modeling of communication during planning.

1 Introduction

Typically teamwork in multi-agent systems (MAS) is studied in the context
of BGI (Beliefs, Goals and Intentions, commonly called BDI) systems, allowing
extensive reasoning about agents’ informational and motivational attitudes nec-
essary to work together. Along this line, TEAMLOG [5], a framework for modeling
teamwork, has been created on the basis of multi-modal logic. It provides rules
for establishing and maintaining a cooperative team of agents, tightly bound by
a collective intention and working together on the basis of collective commitment.

Although communication schemes during teamwork were formulated as an in-
herent part of TEAMLOG [4], this aspect of multi-agent planning was not yet
treated in detail. To fill the gap, a model of deliberation dialogue during planning
is investigated in this research. When a team collectively intends to achieve a goal,
it needs to decide how to divide this into subgoals, to choose a sequence of actions
realizing them, and finally to allocate the actions to team members. We structure
these phases as deliberation dialogues, accompanied by ongoing belief revision.
Thus, we formally model the team’s important transition from a collective inten-
tion, to a plan-based social commitment, making it ready for action.

The paper is organized as follows. Sections [2] and B] briefly introduce speech
acts, dialogue, and teamwork theory. Next, in Section M the logical language is
given, followed by discussion of the consequences of speech acts in Section Bl
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Sections [6] and [, the heart of the paper, introduce a new model of deliberation
and elaborate on planning. Finally, conclusions and plans for future work are
presented.

2 Speech Acts and Dialogues

Communication in MAS has two pillars: Walton and Krabbe’s semi-formal the-
ory of dialogue [16] and the speech acts theory of Austin and Searle [15/3]. Walton
and Krabbe identified six elementary types of dialogues: persuasion, negotiation,
nquiry, information seeking, eristics and, central to this paper, deliberation.
Deliberation starts from an open, practical problem: a need for action. It is of-
ten viewed as agents’ collective practical reasoning, where they determine which
goals to attend and which actions to perform. While dialogues can be seen as the
building blocks of communication, they in turn are constructed from speech acts.
Research on speech acts belongs to philosophy of language and linguistics
since the early 20th century. The basic observation of Austin [3], that some ut-
terances cannot be verified as true or false, led to the division of speech acts into
constatives, which can be assigned a logical truth value, and the remaining group
of performatives. The second father of speech acts theory, Searle, created their
most popular taxonomy, identifying: assertives, committing to the truth of a pro-
position (e.g., stating), directives, which get the hearer to do something (e.g., ask-
ing), commissives, committing the speaker to some future action (e.g., pro-
mising), expressives, expressing a psychological state (e.g., thanking), and declar-
atives, which change reality according to the proposition (e.g., baptising).
Speech acts theory has been extensively used in modeling communication
in MAS to express intentions of the sender [8]. There have been many approaches
to defining their semantics [I3J2IT29], still some researchers view them as prim-
itive notions [I4]. Within the most popular mentalistic approach, reflected in
languages such as KQML and FIPA ACL [g], speech acts are defined through
their impact on agents’ mental attitudes. The current paper clearly falls therein
(see especially Section [H)). Let us place dialogues in the context of teamwork.

3 Stages of Teamwork

In multi-agent cooperative scenarios, communication is inevitable and teamwork,
as the pinnacle of cooperation, plays a vital role. The common division of team-
work into four stages originates from [I7], while a complete model, binding these
stages to formalized team attitudes, can be found in [5]. In summary:

1. Potential recognition. Teamwork begins when an initiator needs assistance
and looks for potential groups of agents willing to cooperate to achieve a goal.

2. During team formation a loosely-coupled group of agents is transformed into
a strictly cooperative team sharing a collective intention towards the goal ().

3. During plan formation a team deliberates together how to proceed, concluding
in a collective commitment, based on a social plan. Collective planning consists of
the three phases: task division, leading to division(p, o) (see table[dl); means-end
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analysis, leading to means(o, 7), and action allocation, leading to allocation(r, P).
Success of these phases is summed up by constitute(p, P).
4. During team action agents execute their share of the plan. In real situations,
many actions are at risk of failure, calling for a necessary reconfiguration [5], that
amounts to the intelligent and situation-sensitive replanning.

With each stage of teamwork, adequate notions in TEAMLOG are connected.
As there is no room for discussing them in detail, please see [5].

Table 1. Formulas and their intended meaning

BEL(i, ¢) agent i believes that ¢

E-BEL¢(p) all agents in group G believe ¢
C-BEL¢(p) group G has the common belief that ¢
GOAL(a, ¢) agent a has the goal to achieve ¢

INT(a, ¢) agent a has the intention to achieve ¢

COMM(i, j, ) agent ¢ commits to j to perform «

do-ac(i, @) agent i is just about to perform action «

division(p,0) o is the sequence of subgoals resulting from decomposition of ¢
means (o, T) 7 is the sequence of actions resulting from means-end analysis on o

allocation(r, P) P is a social plan resulting from allocating the actions from 7
constitute(p, P) P is a correct social plan for achieving ¢

confirm(p) plan to test if ¢ holds at the given world

prefer(i,z,y)  agent ¢ prefers z to y

4 The Logical Language

We introduce a subsystem of TEAMLOG®™" (see [5, Chapters 5 and 6]), contain-
ing solely the elements crucial to team planning. Individual actions and formulas
are defined inductively.

Definition 1. The language is based on the following sets:
— a denumerable set P of propositional symbols;
— a finite set A of agents, denoted by 1,2,...,n;
— a finite set At of atomic actions, denoted by a or b.

In TEAMLOG most modalities expressing agents’ motivational attitudes appear
in two forms: with respect to propositions reflecting a particular state of affairs,
or with respect to actions. The set of formulas £ (see Definition H) is defined
by a simultaneous induction, together with the set of individual actions Ac and
the set of social plan expressions Sp (see Definitions 2land [). Individual actions
may be combined into group actions by the social plan expressions.

Definition 2. The set Ac of individual actions is defined inductively as follows:

AC1 each atomic action a € At is an individual action;
AC2 if pe L, then confirm(yp) is an individual actio;

! In PDL, confirm (i) is usually denoted as “p?”, standing for “proceed if ¢ is true,
else fail”.
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AC3 if ay, as € Ac, then aq; as is an individual action, standing for a; followed
by aag;

ACA4 if ag, as € Ac, then a1 U s is an individual action, standing for nondeter-
ministic choice between oy and as;

ACS5 if € Ac, then o* is an individual action, standing for “repeat « a finite,
but nondeterministically determined, number of times”;

AC6 ifpe L, i,j € Aand G C A, then the following are individual actions:
announce; ¢(p), assert; j(¢), request, ;(¢), concede; ;(p).

In addition to the standard dynamic operators of [AC1] to [AC5], the com-
municative actions of [AC6] are introduced. For their meanings, see Section [
Their interplay is the main matter of this paper.

Definition 3. The set Sp of social plan expressions is defined inductively:

SP1 If o € Ac, i € A, then do-ac(i, @) is a well-formed social plan expression;

SP2 If pe L, then confirm(yp) is a social plan expression;

SP3 If o and 3 are social plan expressions, then (a;3) (sequential composition)
and (« || B) (parallellism) are social plan expressions.

Definition 4. The set of formulas £ is defined inductively:

F1 each atomic proposition p € P is a formula;

F2 if p,¢ € L, then so are = and ¢ A ¥;

F3ifoel acAc i,j€ A GC A, g,01,09 are finite sequences of formulas,
7 is a finite sequence of individual actions, and P € Sp is a social plan
expression, then the following are formulas:
epistemic modalities BEL(i, ), E-BELg(y¢), C-BELg(¢);
motivational modalities GOAL(%, @), INT(i, ), E-INTa(¢), M-INT¢(yp),

C-INT¢a(¢), COMM(%, j, o), SSCOMMg, p(¥);
execution modalities do-ac(i, @);
stage results division(p, o), means(o,T), allocation(r, P), constitute(p, P);
other PROOF(yp), prefer(i, o1, 02).
Epistemic and motivational modalities are governed by the axioms given in the
Appendix.

The predicate constitute(p, P) stands for “P is a correctly constructed social
plan to achieve ¢”. Formally:

constitute(p, P) < \/ \/(division(gp, o) A means(o,T) A allocation(r, P))

A team G has a mutual intention to achieve goal ¢ (M-INTg(p)) if all intend
it, all intend that all intend it, and so on, ad infinitum. To create a collec-
tive intention (C-INTg(¢)), a common belief about the mutual intention should
be established during team formation. Then, during plan formation, the team
chooses a social plan P to achieve . On its basis, they create a collective
commitment (S-COMMg p(¢)), including team members’ social commitments
(COMM(4, j, ) to perform their allocated actions. The axiom system providing
definitions for these notions can be found in the Appendix.
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4.1 Kripke Models

Each Kripke model for the language defined above consists of a set of worlds, a set
of accessibility relations between worlds, and a valuation of the propositional
atoms. The definition also includes semantics for derived operators corresponding
to performance of individual actions.

Definition 5. A Kripke model is a tuple:

M=W{B;:ic A},{Gi:i€ A}, {l; :i € A}, {Ria : 1 € A o € Ac}, Val, nextac),

such that

1. W is a set of possible worlds, or states;

2. For all i € A, it holds that B;, G;, I; C W x W. They stand for the accessibil-
ity relations for each agent w.r.t. beliefs, goals, and intentions, respectively.

3. For all i € A, a € Ac, it holds that R; o, C W x W. They stand for the dy-
namic accessibility relations. Here, (w1, ws) € R; o means that ws is a pos-
sible resulting state from w; by i executing action «.

4. Val : PxW —{0,1} is the function that assigns the truth values to propo-
sitional formulas in states.

5. nextac : Ax Ac — (W — {0,1}) is the next moment individual action
function such that neztac(i,o)(w) indicates that in world w agent @ will
next perform action a. M, v |= do-ac(i, ) < nextac(i, a)(v) = 1.

In the semantics, the relations R; , for atomic actions a are given. The other ac-
cessibility relations R; o for actions are built up from these in the usual way [10]:

(v,w) € R; contim(e) © (v =w and M, v |= ¢);
(v,w) € Ri a0y & Ju € W[(v,u) € Ria, and (u,w) € Ria,l;
(v,W) € Ria,uay < [(V,w) € Riay or (V,w) € Ria,l;

R; o+ is the reflexive and transitive closure of R; «.
Definition 6. Let ¢ € £, i € A and a € Ac.

M, v = [do(i, a)]p & for all w with (v, w) € R; o, M,w = .
For the dynamic logic of actions, we adapt the axiomatization of propositional
dynamic logic (PDL) [10]. The system described above has an EXPTIME-hard
decision problem, just like TEAMLOG®™ and TEAMLOG itself [7].

5 Semantics of Speech Acts

In TEAMLOG, deliberation is modeled via elementary speech acts assert, con-
cede and request, and the compound speech acts challenge and announce,
defined in terms of PDL and described before in [4]. They are treated as ordinary
actions and distinguished by their consequences. Utterances often necessitate
participants’ belief revision, which may be handled by diverse methods (see [I]).

In the sequel, the construction “if ¢ then « else 7 abbreviates the PDL
expression (confirm(p);a)U (confirm(—¢p); (), and analogously for “if ¢ then
o”, where confirm(p) refers to testing whether ¢ holds (see [3, Chapter 6]). The
construct []¢ means that after performing 3, ¢ holds.
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Consequences of Assertions assert, ;(y) stands for agent a telling agent ¢
that ¢ holds. According to the fundamental assumption that agents are as truth-
ful as they can be, each assert(y) obliges the sender to believe in .

Definition 7. The consequences of assertions:
CA [assert,;(p)] (BEL(4,¢) A BEL(i, BEL(a, ¢)))

The recipient has two possibilities to react. Unless having beliefs conflicting with
¢, it answers with a concede; ,. Otherwise, with a challenge, ,:
-BEL(i, 7¢) — do-ac(i, concede; o(¢))
BEL(i, ~p) — do-ac(i, challenge; ,(¢))

Consequences of Requests requesta’i(a) stands for agent a requesting agent
i to perform the action a.. The sender, after requesting information about ¢ (with
a = assert; ,(¢)), must wait for a reply. The receiver 7 has four options:

1. To ignore a and not answer at all.
2. To state that it is not willing to divulge this information.
3. To state that it does not have enough information about ¢:
assert; o(~(BEL(i, ) N-BEL(i, —p))).
4. Either to assert that ¢ is the case or that it is not:
BEL(i,¢) — do-ac(i,assert; o(p)) and BEL(i, ~¢) — do-ac(i, assert; o(—p)).

The consequences are the same as for proper assertions.

Consequences of Concessions concede, ;(¢) stands for agent a’s communi-
cating its positive attitude towards ¢ to i. Concessions are similar to assertions.
The only difference is that ¢ can assume that a believes ¢ in the course of dia-
logue, but might retract it afterwards.

Definition 8. The consequences of concessions:

CCO [concede, ()| BEL(:, BEL(a, ¢)).

Consequences of Challenges challengem(ga) stands for a’s communicating
its negative attitude towards ¢ to i. The consequences of challenge are more
complicated due to the complexity of the speech act itself. It consists of a nega-
tion of ¢ and of a request to prove (.

Definition 9. If o, PROOF(¢) € L, a,i € A, then
CH challenge, ;(¢) = assertq,i(—p);request, ;(assert;.(PROOF(y)))

The answer to the request in challenge should comply with the rules above. If ¢
can prove ¢, it should answer with speech act assert; ,(PROOF (¢)) being com-
mitted to PROOF (). In return, a should refer to i’s previous answer. Thusd,
the consequences of challenge depend on the dialogue and can be twofold.

2 Assuming the rule BEL(a, PROOF(p)) — BEL(a, ).
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Definition 10. The consequences of challenges:

CH1 [challenge, ;,(v)] (BEL(a,») A BEL(i, BEL(q, ¢)) A BEL(a, PROOF(y))
A BEL(i, BEL(a, PROOF(¢))))

CH2 [challenge, ,(v)] (-BEL(%, ¢) A BEL(a, -BEL(i, )) A -BEL(¢, PROOF(¢))
A BEL(a, ~BEL(i, PROOF (¢))))

In first case, [CH1], a admits it was wrong. The agents’ beliefs have changed,
reflected by the acceptance of i’s proof, which led to belief revision about ¢. In
the second case, ¢ admits it was wrong. Belief revision regarding rejecting the
proof of ¢ leads to updating beliefs about (.

Consequences of Announcements An announcement announce, c(¢) can
be seen as a complex assertion standing for “agent a announces to group G that
o holds”. In addition, the agent passes a message that the same information has
been delivered to the whole group. The group becomes commonly aware that .

Definition 11. Consequences of announcements:
CAN [announce, ¢(¢)] C-BELg ().

Once the logical language is set, we may proceed to the core of this paper.

6 A Four-Stage Model of Deliberation

The schema for deliberation dialogues presented below benefits from the model
of McBurney, Hitchcock and Parsons [I1]. It starts from a formal opening, intro-
ducing the subject of the dialogue, aiming to make a common decision, confirmed
in a formal closure. Deliberation on “w(m)”ﬁ aims at finding the best ¢ satisfying
 from a finite candidate set T3, and to create a common belief about this among
the team. Even though deliberation during teamwork is a collective activity, its
structure is imposed by the initiator a. Other agents follow the rules presented
below. Failure at any of the dialogue stages causes backtracking.

Opening. Agent a’s first step is to open the deliberation dialogue on the subject
1 by a request to all other i € G:

request,, ,( if \/ 1(t) then assert; (¢ (t))else assert; (— \/ P(t)))
teTy teTy

As always after requests, agents have four ways of answering (see Section []). If
no one answers, deliberation fails. Agent a waits for a certain amount of time
before concluding on the answers from group G.

Voting. During voting, a announces to all ¢ € G its finite set Ty, , of all or pre-
selected answers collected before:

assertai( /\ \/ BEL(;,%(t)))

tETy 4 i€G

3 4 is usually ungrounded, e.g. ¥(z) = president(z). The answers are (partially)

grounded terms, e.g., president(JohnSmith).
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In words, a asserts to every agent that for each preselected answer ¢, there is
an agent ¢ in the group believing that ¢ (¢) is the case.
Next, agent a opens the voting by a request to all i € G:

request, ;( /\ (if BEL(3, ¢¥(x)) A prefer(i, z,y) then assert; (prefer(i,z,y))))

z,y€Ty q

If no one answers, the scenario leads back to step 1, which is justified because the
communication in step 2 may entail some belief revisions. Should some answers
be received, a “counts the votes”, possibly using different evaluation functions.

Confirming. Then, a announces the winning proposal w and requests all
opponents from G to start a persuasion:
request,, ;(if BEL(i, ~p(w)) V VtGTw,a (prefer(i, t,w))
then assert; .(—¢(w) V prefer(i, t,w)))

During this phase, if no agent steps out, the scenario moves to the closure. If, on
the other hand, there is an agent j who thinks that w is not the best option, it
has to announce this and challenge a to provide a proof (using challenge). Thus
the dialogue switches to persuasion, where j must convince a of the competing
offer ¢, or that ¢(w) doesn’t hold. If it succeeds, a adopts and heralds agent’s j

thesis to all ¢ € G-
esis toall v € assert, ;(—(w) V prefer(a, t, w))

In this situation, the remaining agents may concede or may challenge the thesis:

concede; q(—)(w) V prefer(a,t,w)) or challenge; ,(—)(w) V prefer(a,t,w)).
If they choose to challenge, a must get involved into persuasion with the challeng-
ing agent. Finally, when all conflicts have been resolved, the scenario moves on.

Closure. At last, a announces the final decision w: announce, (1 (w)).

Deliberating agents collaborate on the future course of actions, each of them
trying to influence the final outcome. The principal kind of reasoning here is
goal-directed practical reasoning, leading to a plan.

7 Unveiling the Plan Formation Stage

The (formal) aim of plan formation is transition from a collective intention to
a collective commitment (see Section B), achieved by means of dialogue. Con-
sider, as an example, a team of various robots: digger (D), truck (T") and team
leader (L) with a goal to restore order after a building collapses: ¢ = order.
They discover another working team soon: first aid (F'A) and 20 swarm robots
(S1,...,S20) and decide to join forces to better serve their goal. Suppose poten-
tial recognition and team formation have been successful. Then, the first phase
of planning, task division, aims at dividing the overall goal ¢ into a new sequence
of subgoals. L opens the deliberation dialogue by requesting all other ¢ € G to
share their ideas:
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request ,( if \/GGTGWS division(order, o) then assert; r (division(order, o))
else asserti (—V cp,  division(order,o))),
where o is a sequence of goals from a pre-given finite set of goals T'goq1s. L waits
a while before collecting the answers from G. Suppose two agents decide to
respond: D and F'A. D proposes the sequence op:
op = (scan ruins, clear safe,clear risky, fist aid risky).

In other words, first, scan the ruins of the building in search for survivors, then,

clear the area with no sign of people, next, clear the area where survivors might

be and finally, help survivors. In F'A’s view, the only difference is the goal order:
orpa = (scan ruins, clear risky,fist aid risky,clear safe).

As a response to L’s call, the two agents utter:
assertp r(dwision(order,op)) and assertpa 1 (division(order,opa))

These two assertions cause belief revision. The second step is voting. The pre-
selected subset of answers collected previously (candidate terms) is Torder,z, =
{op,0ra}. L discloses this information to all other agents i € G:

assertr; /\ \/BEL (4, division(order, t))
t€Torder, L, 1€G

Subsequently, L opens voting on proposals by requests to all i € G:

request ,( /\( if BEL(¢, division(order, z)) A prefer(i, z, y)

@,y € Tordor. L then assert,; i(prefer(i,z,y))))
In step 3 (confirming), L announces that for example 04 won and calls potential
opponents to start a persuasion dialogue, by sending a request to all other i € G:

request, ;( if BEL(i, ~division(order,ora)) V V1, prefer(i, t,0r4) then

rder,L
assert; 1 (—division(order,ora) V prefer(i, t,0r4)))

If agent D prefers its own proposal, it raises an objection:
assertp r(prefer(i,op,ora))

This is followed by L’s challenge to provide a proof. At this point, the dialogue
switches to persuasion, which has been discussed in [4J5]. Step 4 (closure) fol-
lows the same pattern, leading, if successful, to a subgoal sequence o such that
division (order, o) holds.

The next stage is means-end-analysis, when every subgoal must be assigned a
(complex) action realizing it. If the whole process concerning all subgoals from
o succeeds, there is an action sequence 7 such that means(o, 7) holds. The last
phase, action allocation, results, if successful, in a plan P for which allocation(r, P)
holds. Finally, constitute(order, P) is reached and planning terminates. There is
now a basis to establish a collective commitment and to start working.

Although deliberation during teamwork is a complex process, all its phases can
be naturally specified in TEAMLOG. First, central to teamwork theory, collective
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group attitudes are defined in terms of other informational and motivational atti-
tudes (via fixpoint definitions). Then, the dynamic component allows specifying
consequences of various speech acts, plans, and complex actions. These can be
further applied as building blocks of different dialogues. The entire multi-modal
framework constituting TEAMLOG is presented in the recent book [5].

8 Conclusions and Future Work

We have introduced a novel approach to modeling deliberation dialogues in team-
work. Although dialogues and speech acts have been frequently used to model
communication in multi-agent systems [8], the TEAMLOG solution is unique.
The proposed scenario consists of four stages, during which agents submit their
proposals, vote on preferred ones and challenge or concede the choice of the se-
lected one. Depending on the context and aim of the system, a system designer
decides on tactical aspects such as waiting time for the leader during answer
collection, and manner of counting votes, possibly using weights depending on
the agents and/or types of proposals.

The scenario specifies precisely when to embed other dialogues types into
deliberation, as opposed to [II]. Different types of dialogues are strictly dis-
tinguished, and the boundary between them is clearly outlined, providing an
appropriate amount of flexibility, enabling smooth teamwork (about the impor-
tance of dialogue embedding, see also [6]). In the course of deliberation, a social
plan leading to the overall goal is created, belief revision is done and growth
of knowledge can be observed. Finally, along with existing schemas for persua-
sion and information seeking [4], the most vital aspects of communication in
TEAMLOG are now addressed.

In future, communication involving uncertain and possibly inconsistent infor-
mation will be investigated, most probably requiring a new model of TEAMLOG.
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A Appendix: Axiom Systems

All axiom systems introduced here are based on the finite set A of n agents.

General Axiom and Rule. The following cover propositional reasoning:

P1. All instances of propositional tautologies;
PR1. From ¢ and ¢ — 1, derive 9;

Axioms and Rules for Individual Belief, Goal and Intention. For beliefs,
the KD45,, system for n agents is adopted, for intentions, KD,,, for goals, K,.

Interdependencies Between Intentions and Other Attitudes. For each

1€ A:

A7ps GOAL(i, ¢) — BEL(i, GOAL(i, ¢))
A7 INT(i,0) — BEL(i, INT(i, ¢))

A8p5 ~GOAL(4, ¢) — BEL(i, ~GOAL(i, ©))
A8;5 —INT(i,) — BEL(i, ~INT(i, ©))
AQID H\IT(Z'7 (p) b GOAL(Z, (,0)


http://www.fipa.org/
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Axioms and Rule For General (“Everyone”) and Common Belief

C1 E-BEL(¢) < Aseq BEL(, ©)
C2 C-BEL¢(p) <> E-BELg (¢ A C-BELg(¢))
RC1 From ¢ — E-BELg (¢ A ¢) infer ¢ — C-BELg(v))

Axioms and Rule for Mutual and Collective Intentions

M1 E-INTq(¢) < N;cq INT(4, @)

M2 M-INT¢(p) < E-INTg(p A M-INT¢(p))

M3 C-INTG(y) < M-INTG () A C-BELg (M-INTg (¢))
RM1 From ¢ — E-INTg (¢ A ¢) infer ¢ — M-INT¢(¢))

Defining Axiom for Social Commitment
COMM(4, j, o) <> INT (i, ) A GOAL(y, done (i, a))A
awareness (; ;1 (INT (i, ) A GOAL(j, done(i, )

Defining Axiom for Strong Collective Commitment

S—COMMG’p(QD) — C—INTg(QD)/\
constitute(p, P) A C-BELg (constitute(p, P)) A

A\ \/ COMM(i,j,a) AC-BELa( A \/ COMM(,j,a))

aEPi,jE€G aeP i, jeG

TEAMLOG denotes the union of the axioms for individual attitudes with the
above axioms and rules for general and common beliefs and for general, mu-
tual and collective intentions. TEAMLOG®™ denotes the union of TEAMLOG
with the axioms for social and collective commitments (see [5, Chapter 4]). By
TeEAMLOG™™ we denote the union of TEAMLOG®™ with the axioms for dy-
namic operators, adopted from [I0].
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Abstract. In this paper, a model for DDL®-based multi-agent system
is described. The article extends our previous work, in which a formalism
for distributed default reasoning to be performed by a group of agents
that share knowledge in the form of a distributed default theory has been
presented. The formalism is based on default transformations, which can
be used to derive answers to queries in the form of defaults. The dis-
tributed reasoning process is described in a setting where agents com-
municate by passing messages.
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1 Introduction

Many real world applications require knowledge, which is distributed and is not
located at the entity assigned to solve the given problem. Such entities must be
able to cooperate in order to reach solutions of the problems presented to them.
This is actually the approach of multi-agent systems (in the sequel MAS), which
provide tools for modelling the situations by means of a set of collaborating
autonomous, intelligent and proactive agents. Examples of applications of MAS
in the area of the energy markets are shown in [§].

In the Semantic Web, knowledge is distributed throughout the Web and it
can be seen as a network of agents, each having its own knowledge base and
reasoning facilities. The entities can have specialized knowledge, which can be
shared and reused by agents that need to collect remote information in order to
perform a reasoning task. Distributed reasoning in a peer-to-peer setting is shown
in [I], where a message passing algorithm is introduced to exchange knowledge
between peers. Each peer runs an inference procedure on local knowledge to
answer queries from neighbouring peers. Here, in contrast to other approaches,
the global theory defined as a sum of all local knowledge is unknown.

In [I5], we have argued that it is beneficial to enable the agents to exchange
information in the form of defaults as these contain additional information about
default justifications and thus can prevent the loss of information.

* This work is supported by the National Centre for Research and Development
(NCBIiR) under Grant No. SP/1/1/77065/10 by the strategic scientific research and
experimental development program: “Interdisciplinary System for Interactive Scien-
tific and Scientific-Technical Information”.
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In this paper, we present a model for DDL®-based MAS, which utilizes shar-
ing of knowledge among agents in order to achieve its goals. The agents com-
municate using messages with queries and answers. The model of an agent’s
knowledge base is introduced and the algorithms for distributed reasoning are
presented.

2 Related Work

Logic is often used as the basis for knowledge representation in multi-agent
systems. In [9], Kowalski and Sadri describe an extension of logic programming
to provide rationality and reactiveness in the multi-agent setting.

In a distributed environment, the knowledge is scattered among the agents.
The field of theory partitioning studies the methods of dividing a logical theory
in order to increase the efficiency of reasoning. Amir and Mcllraith [2] introduce
forward and backward reasoning algorithms for a partitioned first-order logic
theory. Here, message passing is used to transfer knowledge between partitions.

In [I2J13] a multi-agent system is proposed for knowledge sharing in an en-
vironment of agents equipped with default reasoning abilities. The Distributed
Default Logic framework (DDL) is composed of agents having their knowledge
in the form of default logic theories, and able to communicate with each other
in order to resolve the locally unknown facts.

Distributed reasoning is essential for the domain of the Semantic Web as
the knowledge is inherently distributed among many sources. The Semantic
Web bases its knowledge representation on Description Logics (DLs) [3]. On
the grounds of the DL formalisms, several approaches to mapping distributed
knowledge bases have been investigated [6I7l5]. Our work extends the notions
of Distributed Description Logic by introducing defaults to the knowledge rep-
resentation formalism and to the inference procedure.

In the remainder of the paper we refer to Default Logic as defined by
Reiter [11].

3 Basic Concepts

Description logics (DLs) [3] are a family of knowledge representation formalisms.
Knowledge in DLs is represented by defining concepts from a selected domain,
which comprise a terminology, and using these concepts for classifying objects
and describing their properties. A DL knowledge base is composed of a termi-
nological part (TBox), where axioms describing relationships between concepts,
and an assertional part (ABox), which expresses the inclusion of individuals
to specific concepts (e.g. C(a)). The DL descriptions are formed by combining
concept names with constructors. The basic DL constructors are conjunction
(CUD), disjunction (C'MD) and complement (—~C'), where C' and D are concept
names.

Baader and Hollunder [4] show how defaults can be embedded into description
logics in order to allow commonsense reasoning.
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Definition 1. A default is in the form AéB where A, B and C' are concept ex-
pressions. This notation is equivalent to expressing the default in which concepts
are expressed as unary predicates A(xc)(:f)(x)

The default expresses that it can be inferred that x is an instance of the concept
C if = is an instance of A and it is consistent to assume that x is an instance
of B.

Embedding defaults in DLs is not as straightforward as it may seem. The
problem is with treatment of open defaults by Skolemization. A terminological
knowledge base with defaults is undecidable, unless we consider only closed de-
faults. This means that defaults can only be applied to named individuals which
already exist in the knowledge base.

A normal default in the form AEB can be seen as a weaker form of subsumption,
such that it permits exceptions. The default AET is also weaker than the axiom
A C B because although there is no possibility of specifying exceptions, it does
not imply the contrapositive -B C —A.

4 Distributed Reasoning with Defaults

The main motivation for default transformation is to provide more informative
answers in the form of defaults, which can be used with information posessed by
the querying agent.

4.1 Transforming Defaults

As described in [I5], when using defaults in the reasoning process the answer
to an agent’s query should also carry the information about assumptions made
during the reasoning process. A set of transofrmation rules has been presented,
which have the property that when they are added to the default theory, the
theory does not change with respect to the results of reasoning. In other words,
the set of extensions of the default theory must remain unchanged.

Definition 2. A default transformation ¢ : A — D produces a new default o
from a default theory A = (D,W) and is denoted by A |~ 6.

We define a set of transformations which have very useful features and will be
used in the process of distributed reasoning. A general form of a transformation
is (Dy, ft) b~ 0, where Dy C D, W = f;, and 0 is a new concluded default.

Definition 3. Given well-formed formulae a,b,c,d,e, we define the following
transformations:

a). Prerequisite substitution: ({*4"°},d —a) | 1e

b). Consequent substitution: ({*5"},b—e) | @bAene
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¢). Justification reduction: ~ ({**)"*} a — d) p e

d). Default transitivity: <{‘“ZZ\C, benty, T> o @bnenent

The set of transformations (a)—(d) will be called basic transformations. These
transformations can be further used in the communication process. Theorem [II
shows the interesting property of these transformations.

Let us define the sequence of default transformations, denoted by |v., as
follows. Let Do, ..., D, be a sequence such that Dy = D and D; = D;_; U {4;}
where ¢; is obtained by applying a basic transformation on (D;_1, W). We write
(D, W) p~. § when (D,,, W) |~ 4.

Theorem 1. Given A = (D,W) and A" = (D', W), where Vscp/(6 € D or
D . ), we have ext(A) = ext(A’)

The theorem shows that using the defined basic transformations we can create
new defaults, which can be treated as valid rules for default reasoning. Moreover,
these newly formed defaults can be treated as intermediate results of inference.
For a full proof of the theorem see [16].

4.2 Reasoning with Default Transformations

In a multi-agent system the peers exchange knowledge by means of querying
each other and utilising the answers to reach conclusions. Following the inference
procedure for Distributed Description Logic proposed in [I4], the query, which
is passed between agents is the subsumption query in the form A C B, which
in first-order logic can be denoted as A(x) — B(x). Here, we will concentrate
on this type of query and we will denote it by writing A T B? to distinguish it
from a DL statement.

For a query A C B? to a default theory A = (D, W) we will presume there
are three possible answers:

— trueif W= AC B

— false if W | AC B,

— true by default if the default 4 :gm‘] can be generated using the default
transformations

The first two answers are strict and do not require further processing. The last
answer can be treated as a partial result and the final answer can be inferred
when the justifications are checked. The algorithm for reasoning with default
transformations is described in detail in [15].

The algorithm first checks if a trivial answer can be given without the need
to process defaults. If such an answer cannot be given, the next step is to find
all extensions of the default theory. Iterating over all extensions, the procedure
gathers defaults in the form 4 ° Jf M7 possibly from different extensions. This is
done by transforming the generating defaults of each extension. Finally the re-
sulting defaults are processed, applying the reduce justifications transformation.

In effect the query algorithm generates one of three possible answers, which
can be true, false or a set of defaults which are in the form 4 :gm‘].
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5 DDL®-Based Multi-Agent System

In this section we present the model for knowledge representation and exchange
in a multi-agent system. The figure below shows an overview of the system. Each
agent is an independent entity in the system and contains its own knowledge
base and inference engine. Note that the agents may also perform other tasks,
however, this work concentrates on the exchange of information in a multi-agent
system.

Agent

Distributed
reasoning

Environmental
Knowledge

Domain
Knowledge

Global
Knowledge

Fig. 1. Overview of the multi-agent system

Default Logic

Description Logic

5.1 Agent Knowledge

Each agent has exclusive direct access to its local knowledge (LK). The agent’s
local knowledge base is divided into two parts. Domain knowledge (DK) con-
tains information connected with the agent’s primary activity, while environmen-
tal knowledge (EK) includes information about other agents and information
sources. Given the i-th agent in the MAS, the agent’s knowledge is expressed
as LK; = (DK;, EK;). In our approach, domain knowledge does not depend
on the environmental knowledge and can be used for local reasoning. Apart
from having local knowledge bases, all agents in the multi-agent system share
global knowledge (GK), which sets the framework for the agent communication
language.

The local domain knowledge (DK) and the global ontologies (GK) are ex-
pressed in terms of description logic with defaults. The local reasoning processes
take into account both of these knowledge bases (DK UGK). This makes it pos-
sible to formulate queries to other agents in terms of the common vocabulary.
The component responsible for distributed reasoning utilizes the environmental
knowledge in order to find information required for the current reasoning task
by communicating with other agents

It is assumed that an agent’s local domain knowledge is consistent with the
global knowledge. Otherwise, the overall knowledge base of the agent would
be inconsistent and would not be useful for reasoning. Moreover, it is assumed
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that all concepts, roles and individuals are globally uniquely identified. This
means that no two concepts with the same name can exist, which have differ-
ent semantical meanings associated with them. Globally unique identifiers make
information, which is communicated, unambiguous.

The agents in a multi-agent system exchange information using a communica-
tion language and a protocol for specifying types of messages and the available
replies. For the purpose of distributed reasoning, we will use a communication
protocol, where agent X sends a query to agent Y asking if the other peer knows
anything about the concept A being subsumed by concept B. We denote this
query as A C B?. Although in description logic the axiom A C B is equivalent
to =B C —A, the query =B C —A? is considered as a different query due to the
form of possible replies.

Agent Y replies to a query A = B? with one of the following statements:

— TRUE — Agent Y entails AC B
— FALSE — Agent Y does not entail AC B
. A: Jz nB . .
— Set of defaults d; in the form B , where J; are the defaults’ justifi-

cations.

Definition 4. The vocabulary V of a knowledge base KB is the set of all
concept names occurring in KB and is denoted as V(K B) C T, where T is the
set of all possible concept names.

The vocabulary of the i-th agent in the multi-agent system will be denoted
as V; = V(DK; UGK). The common vocabulary of two agents ¢ and j is the
intersection of the agents’ vocabularies V;NV;. Note that the common vocabulary
will always contain the vocabulary of the global knowledge V(GK) C V; NV
and may also contain additional common concept names, which both agents
understand.

For an agent to know with which agents it can communicate about which
topics, it needs to possess environmental knowledge about peers it can connect
to. Two agents can exchange messages only if both of them share a common
vocabulary.

In order to manage the information about its peers, each agent maintains
environmental knowledge, which provides information about how to interact with
the environment and other agents. The distributed reasoning procedure utilizes
both types of knowledge to execute inference tasks in a distributed environment.
Environmental knowledge can be expressed as the relation between the set of
agents and the set of concepts EK C M AS x T, where M AS is the set of agents
in the multi-agent system and T is the set of all possible concept names.

In this work we will assume that the environmental knowledge is given a priori.
However, it is a valuable topic to investigate how to acquire such information.
The work by Ryzko [12] describes a multi-agent system using explanation based
learning to acquire environmental knowledge through learning.
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5.2 Distributed Reasoning

The distributed reasoning component of the agent deals with identifying queries
to be issued to remote information sources, choosing agents to communicate with
and then sending appropriate queries.

The first problem is to identify such queries, for which the answers could change
the inferences. There is no need to ask questions, which have no influence on the
outcome of the current inference task. The agent uses the tableau method to per-
form inferences on the local knowledge base. In short, this algorithm tries to create
a model of the description logic knowledge base by building a set of ABoxes. A dis-
junction in the KB creates two branches, which have to be expanded and checked
for consistency. The algorithm ends when one of the branches is complete and does
not contain an obvious contradiction (a clash) or all branches are closed contain-
ing clashes. The outcome of the tableau algorithm can be changed if adding a new
piece of information causes an open branch to close.

In consequence, the goal of issuing queries to other agents is to close branches,
which would not be closed only basing on the local knowledge base. Suppose the
ABox A contains two assertions A(a) and B(a). In the local KB they do not
produce a clash. However, if another source can provide information that (—B L
—A)(a), the branch would be closed and a different conclusion could be reached.
The assertion (—B U —A4)(a) will be added to the KB if either the subsumption
relation B C —A or A C —B is asserted. This leads to the conclusion that when
the assertions A(a) and B(a) are encountered, the agent should send the queries
A C —B? and B C —A? to other agents and if it receives a positive or a default
answer, the results of reasoning may change.

Ezxample 1. Consider three agents with the following knowledge bases.

Agent 1 Agent 2 Agent 3
Penguin(PAT) Penguin C Bird Penguin C —Flies
Bird : Flies
Flies

The tableau reasoning procedure for the first agent will create the ABox
A = {Penguin(PAT), —Flies(PAT)}. The first assertion is taken from the knowl-
edge base and the second is the negation of the query. Now, the two queries that
can be sent to other agents are Penguin C Flies and —Flies C —Penguin. Any of
these queries answered positively would directly cause the answer to the query

Flies(PAT) to become positive. However, neither Agent 2 nor Agent 3 will an-
Penguin : Flies Th
. The

answer in the form of a default causes the asking agent to assnrlulate the de-
fault to its knowledge base. The agent must recompute the extensions, since
adding a default can result in changing the number of extensions. Agent 1
can add this default to its knowledge base and compute a single extension
{Penguin(PAT), Flies(PAT)}, which can answer the query Flies(PAT)? positively.

swer positively. Agent 2 will nonetheless provide the answer
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The third agent’s knowledge can, however, change this outcome since it
knows that penguins do not fly. The default reasoning procedure, before de-
ciding to apply the default (which came from Agent 2), will check its justifi-
cation. Since this is done using the same tableau algorithm, the ABox A =
{Penguin(PAT), Flies(PAT)} will be tested for consistency. The first assertion of
A comes from the knowledge base and the second one is the tested justification.
This ABox will produce the queries Penguin © —Flies and Flies C —Penguin. The
first one of these can be answered by Agent 3 causing the tableau to close with

P in: Fli
enguin : FIes to be applied for PAT. The
ies
final result is the answer FALSE to the query Flies(PAT).

a clash and disallowing the default

The exchange of knowledge between agents is realized by extending the tableau
reasoning procedure by adding a new tableau rule. The rule in Figure2lsays that
if no other rules can be applied, pairs of concepts (A, B) are chosen to be formed
into a query. The query is formed by creating two subsumptions A C —B and
B C —A. If a query succeeds, it results in making the tableau branch inconsistent.

If no other rules can be applied and A contains A and B, and the query (A, B) has
not been issued,
then prepareQuery(A, B).

Fig. 2. Tableau rule for issuing queries

For each pair of assertions A(a), B(a), where A and B are atomic concepts
and a is an individual, the procedure prepareQuery(A, B) is run. If either of the
atomic concepts subsumes the other in the local knowledge base (i.e. A C B
or B C A), the queries are not sent, because a positive answer would lead to
inconsistency. The subsumption test should be possible to be made very efficient
by indexing the concept lattice [I0], since only atomic concepts may appear in
queries. The procedure sendQuery(a, ¢) asynchronously sends the query ¢ to the
agent a. Thus, the procedure prepareQuery returns immediately and does not
wait to receive answers from queried agents.

The answers from other agents are recieved asynchronously. After all agents
respond or a timeout is reached, if there are any answers, which are not FALSE,
the local query has to be recomputed. In the process, new queries, which were
not issued before can be sent. The process continues until no answers to queries
are received. The process is guraranteed to finish, since no query is issued twice
and the set of agents and their interface languages are finite.

The answerReceived function is a callback function called asynchronously after
each answer from a remote agent is received. Note that the recomputation of
extensions can be postponed until more answers are received in order to reduce
the number of times the extensions are determined. When the agent is no longer
waiting for answers from other agents, the answer to the query is determined by
the local default reasoning procedure.
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Algorithm 1. prepareQuery
Input: Concepts A, B
begin

if AC B or B C A is entailed by the local knowledge base then
return;

targetAgents = agents(A) N agents(B);

foreach a € targetAgents do
sendQuery(a, A C —-B);
sendQuery(a, B C —A);

end

Algorithm 2. answerReceived
Input: answer a
begin
if a is a default A:JNB then

Add A JBH B to the current knowledge base;

Recompute extensions;
else if a is a positive answer A C B then
Add —A U B to each A; in the tableau;

end

6 Conclusion

The paper describes a model for DDL®-based multi-agent system. The dis-
tributed reasoning process is proposed. The formalism for default transformation
is applied in order to achieve answers to subsumption queries that retain the in-
formation about the assumptions made during default reasoning. An algorithm
based on Distributed Description Logic has been developed for reasoning in a
multi-agent environment.

Default transformations can have an application to answering queries in a
multi-agent system. Passing messages between agents in the form of defaults is
more informative than strict answers, as the assumptions made during reasoning
are not hidden from the querying agent, which in turn can itself validate the
justifications to perform the inference locally.
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Abstract. This paper presents new idea for Markov blanket approxi-
mation. It uses well known heuristic ordering of variables based on mu-
tual information, but in another way then it was considered in previous
works. Instead of using it as a simple help tool in a more complicated
method most often based on statistical tests - presented here idea tries
to rely without any further statistical tests only on the heuristic and its
previously not considered interesting properties.

Keywords: Markov blanket, Bayesian network, mutual information,
clustering.

1 Introduction

Markov blanket is one of the essential concepts in the domain of Bayesian net-
works (see [], [3])). It has first time appeared in 1988 in Judea Pearl’s work
([4). Let A be the vector of discrete random variables. In practice we consider
A as a set of attributes of some information system. Markov blanket of some
variable X € A, denoted as M B(X), is a subset M B(X) C A\ {X} such that
X 1L (A\{X}UMB(X)))| MB(X) (where U L V' | W means conditional inde-
pendence of U and V' given W). What we are usually most interested about are
minimal Markov blankets with respect to the relation C. There is a special name
for such minimal Markov blankets - they are called Markov boundaries, but it
is the term rather not often used. Many authors instead of Markov boundary
simply call this minimal forms as Markov blankets. I will also use this convention.
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It turns out, that for big family of possible distributions over A Markov blan-
ket is unique. First of all, it is unique for every discrete distribution for which
exists so called perfect map (I only mention about it in this article, definition
can be found in [3], from page 95). This property is closely related to Bayesian
networks domain, but there is also other property, which can be understood
without any further knowledge about this topic. Suppose that probability dis-
tribution of discrete random variables in A is strictly positive . That is, every
value configuration of variables in A has probability greater than zero (for each
variable we consider all its values within its state space). Then for every X € A
there is a unique Markov blanket of X (proof of this result can be found in [4]).

This paper will not consider Markov blankets applications, but it is worth to
sketch two of them. One is attribute selection: if we want to predict decision
variable given the rest of attributes we can simply limit this task to predict
decision on the basis of its Markov blanket - in probabilistic sense we don’t
loose any information. This application attracted more attention after Koller
and Sahami’s work in 1996 ([I]). The second application is associated with the
domain from which Markov blankets come - Bayesian networks. It turns out
that knowledge of Markov blanket of each variable of some random vector (in
practice - set of attributes of information system) is in theory sufficient to induce
Bayesian network for this variables. Moreover, assuming bounded size of Markov
blankets, there exist time efficient algorithms for inducing Bayesian network from
Markov blankets (see [2]).

In 1999 in the same paper ([2]) there also appears important algorithm for
Markov blanket approximation - Grow-Shrink. It is based on statistical tests for
conditional independence, and has been theoretically proved to return exact so-
lution assuming that statistical tests don’t make mistakes. Of course these tests
makes mistakes - so in real application this method returns only some approx-
imation of Markov blanket. Later in 2003 there has appeared TAMB algorithm
(Incremental Association Markov Blanket , [5]) which is actually quite simple
modification of Grow-Shrink, but resulting in significantly better accuracy. The
modification was most of all to replace one of the element of the method: simple
and time efficient heuristic ordering of variables according to its influence on
the variable for which we want to find Markov blanket (main cost is here just
ordering sequence of numbers), with time less efficient (pessimistic quadratic in
number of variables) but much better ordering based on more advanced heuris-
tic. The crucial reason why IAMB is better is this advanced heuristic ordering,
which significantly reduces number of statistical tests for conditional indepen-
dence necessary to conduct, and reduces number of conditional variables in these
tests (which results in greater reliability of these tests). Both methods Grow-
Shrink and TAMB were beginning of constraint-based type stream of methods
for Markov blanket approximation - which is characterized by using conditional
independence tests. These type of methods were definitely most popular in last
decade. The inspiration for them was to reduce as much as possible number of
necessary tests and number of conditional variables in these tests - as it was a
bit done in TAMB, because this could lead to better accuracy.
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The method which is proposed in this article lies outside of this constraint-
based stream, but gets inspiration from the method which is inside - from TAMB.
The same heuristic ordering of variables as in TAMB is here used, but the purpose
to do this is not the same as in IJAMB. Here no further tests will be performed,
but instead of this heuristic ordering is here the main tool on which the method
relies. It turns out that there are a few interesting properties of this IAMB
variables ordering, which were not considered and used in any method. The
approach in this paper tries to take advantage from them.

This paper is organized as follows: section 2 describes in particular IAMB
heuristic ordering and its properties on which rely described in section 3 new
methods. Section 4 presents experiments comparing proposed algorithms with
some already well known. This section also summarize whole approach.

2 Theoretical Aspects

The aim of this section is to present some theoretical facts which are the basis
for proposed in section 3 methods of Markov blanket approximation.

The TAMB variables ordering is built on some arbitrary chosen measure of
dependence between two variables - IAMB authors used in their experiments
popular statistical measure - mutual inforamation.

Definition 1. Let X and Y be discrete random wvariables with state spaces re-
spectively {x1,...,xs} and {y1, ..., yt }. Mutual information of X andY , which we
will denote as M(X,Y), is equal to

M(X,Y)=H(Y)—-EH(Y | X),

where H(Y) = 72221 Pr(Y = y;)log(Pr(Y = y;)) is an entropy measure,
HY | X =a;) ==Y Pr(Y = y; | X = 2;)log(Pr(Y = y; | X = x;)), and
EH(Y | X) =3 HY | X = z;)Pr(X = z;)

Some well known facts about this measure are that M (X,Y) MY, X),
M(X,Y) >0, and M(X,Y) =0 <= X LY. Intuitively, the closer to zero is
mutual information measure, the closer to independence are considered
variables.

In Grow-Shrink algorithm variables are ordered simply in descending order
by the value of their mutual information with variable for which we want to find
Markov blanket - let T" be this variable. In IAMB the ordering takes care about
common influences of sets of variables on 7.

Assume that we have discrete random vector { X1, Xs, ..., X,,, T}, where T is
the variable for which we want to find M B(T) - its Markov blanket. The values
on which TAMB ordering relies we define as M; = M(T,{X1, X2, ..., X;}), for
i €{1,...,n} (where {Xy, Xo, ..., X;} we understand here as one random variable
in vector form). Additionally we define My = 0. Then:
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Fact 1. Let’s denote C; = {X1, Xo,..., X;} fori€ {1,...,n}, Co = 0. Then:

(a) Mo < M; < My <...< M,.

(b) For 1 <i<n we have that M; = M; 1 < X; L T | C;_1.

(c) Assume additionally that M B(T) is unique. If j = max{i € {1,...,n} : M; >
M; 1}, then X; € MB(T) and MB(T) C {X1, Xo, ..., X;}. If such j doesn’t
exist, that is My = My = ... = M,, =0, then M B(T) = .

Proof. (c) Assume that for some 0 < ¢ < j we have that MB(T) C C;. This
would of course mean that {X;41, Xit2,..., Xn} L T | C;, so in particular X; L
T | Cj—1 - but this is not possible, because of (b).

So by contradiction we have proved, that for every 0 < i < 7 MB(T) € C;.
So to prove (¢) it is of course sufficient to show that M B(T") C C;.

If j = n, then clearly M B(T) C C;. So let’s assume that j < n. We have that
M; = M,. Let’s consider instead of sequence of variables X1, Xy, ..., X,, the se-
quence X1, X2, ..., X, {Xj+1, X +2, ..., Xn}, where we treat { X 11, X412, ..., X, }
as one variable in vector form. Corresponding mutual information values to this
sequence are of course My, Mo, ..., M;, M,. Now we simply use (b) and obtain,
that {Xj+17Xj+27...,Xn} 1T ‘ {X17X27...,Xj} - this is one of two Markov
blanket properties (second property is minimality). From assumption we have
that M B(T') is unique, which means that for sure M B(T) C { X1, X», ..., X;}.

In the case when j doesn’t exist, we have in particular that M,, = 0, which
means that {Xy, Xa,..., X} LT, s0o MB(T) = . O

Part (a) and (b) are well known, so I omit their proof (which is actually simple
consequence of previously written mutual information properties).

Now let’s assume, that variables X1, ..., X,, are already ordered according to
TAMB heuristic. This means, that for i € {1,...,n}:

X, = argmax M(T,{X1, X2, ..., Xi—1,X})
Xe{Xi, Xit1,, Xn}

(for i = 1 we understand M (T,{X1, Xo, ..., X;_1,X}) as M(T, X)) With this
assumption it turns out, that we can reinforce part (¢) in previous fact:

Fact 2. Assume that M B(T) is unique, and that variables X1, ..., X,, are already
ordered according to IAMB heuristic. Let M; = M(T,{X1,Xs, ..., X;}), fori €
{1,...,n}, and j = max{i € {1,..,n} : M; > M;_1}. If such j exists and j > 1
then Xj_l € MB(T)
Proof. Let’s consider modified sequence X| = X1, Xj = X, ..., X] 5 = X o,
le'fl = Xj,XJ/- = XjflaXJ/'+1 = Xj+1,X§-+2 = Xj+2, ...,X,:L = Xn - SO wWe swap
Xj—1 and X;. Corresponding mutual information values to this sequence are
M = My, My = Ma, ..., M} o = M;_o, M} |, M; = M, M, = Mji1,..., M,
= M, - clearly the only change might be on j — 1 place. From assumption
order Xi, ..., X, is according to TAMB heuristic, so MJLI < Mj;_;. Also from
assumption we have that M; > M;_;. This gives us M]_; < Mj, so M;_; < M.
That is we have that max{i € {1,...,n} : M/ > M/_,} = 7, so from fact [ (¢)
we have that X; € MB(T), but X} = X; ;. O
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Fact[ (¢) and fact[2 were not considered and used in any previous Markov blan-
ket approximation approaches. In the next section there are proposed methods
which tries to do this.

3 Proposed Methods

We can treat IJAMB ordering of variables as a greedy approach which tries to
place MB(T) in at most number of first positions of this order as possible.
The ideal situation would be of course if for |[MB(T)| = k on the first k& po-
sitions of this order are exactly all variables from M B(T) - IAMB heuristic
doesn’t guarantee this (it is easy to show examples of distributions of variables
{X1,Xa,..., X, T} for which TAMB order is not perfect), although it is still
really good, especially comparing to some previous heuristic orderings - like in
Grow-Shrink.

But obtaining this order is only the first step - the second would be to some-

-

how obtain from it approximation of M B(T), let’s denote it as MB(T). In

TAMB the main tools to catch M B(T') from this order are statistical conditional
independence tests.

What here will be proposed is to obtain M B(T') from TAMB order without
any tests, instead of them looking not only at the order, but also at the mutual
information values corresponding to it: My, Mo, ..., M,,.

The basic idea to do this is to directly use fact [ (¢). In theory it would be
very simple: Let’s assume that we have variables { X7, X, ..., X,,, T}, where for

variable T we want to find its Markov blanket approximation M B(T'). We as-
sume also that variables X1, X5, ..., X,, are already ordered according to IAMB
heuristic. As previously we denote M; = M (T, {X1, Xs, ..., X;}) fori € {1,...,n},
My = 0. Then we find j = max{i € {1,..,n} : M; > M;_1} and return
MB(T) = {X1, Xz, ..., X}, or if such j doesn’t exist - we return M B(T) = 0.

In theory such approach guarantees us that we catch as M B(T) the smallest
number of first variables in IAMB order which contain M B(T).

All this procedure seems to be very simple, but in fact it is simple only in the-
ory. The main problem which we have in practice is that we don’t have exact in-
formation about distribution of { X1, Xa, ..., X,,, T}, but only some approximate
information in the form of finite table. This means that IAMB order is obtained
only approximately, and also values My, ..., M,, are approximate. Moreover, value
of M; looses rapidly its reliability with increasing ¢ (When i is increasing, vari-
ables { X1, Xo, ..., X;} which appear in M; = M (T, {X1, Xo, ..., X;}) divide finite
number of examples - rows in table into fast increasing number of parts accord-
ing to all possible value configurations of them, so sizes of this parts decrease
fast and make calculation of entropy of T on each of them less reliable.).

Now the question arises, whether, despite those problems, it is possible to
obtain somehow in practice good approximation of j = max{i € {1,...,n} :
M; > M;_1} ? The best way to answer this question is to show the following
examples.
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29 211 213 215
(a)
.
. .
29 211 213 215
(b)
Fig. 1.

Both examples 1 (Fig. [l (a)) and 2 (Fig. [l (b)) corresponds to two another
randomly chosen distributions over binary variables { X1, Xs, ..., X9, T'}. For both
distributions we know M B(T) - it corresponds to big points on the pictures. For
each of this two distributions there were artificially generated from them four
tables of size (number of rows) 2%, 211 213 215 (how to obtain all these things
is described in next section). Each picture presents IAMB order of variables
X1, Xo, ..., Xg (order is from left to right) calculated on the basis of the table of
size corresponding to the caption. We can’t read all this order - we only see this
what we are interested: positions of variables in M B(T') - big points. Assuming
that on some picture the order of variables is X1, X}, ..., X{ (some permutation
of sequence X1, X, ..., Xg), the height of i-th from the left point on that picture
corresponds to M (T, { X1, X4, ..., X/}).

Although the pictures are not exact - they are only approximation of real
values, of course this approximation becomes better with increase of size of
table - it turns out that for this greater table sizes human can easily recognize
where is the crucial position corresponding in theory to j = max{i € {1,...,n}:
M; > M,_1}. Sometimes it is easier to recognize it - as in example 1, where we
can already see this position for table of size 2'3. Sometimes it is harder - like
in example 2. Here it is easier to make mistake and say that rather j = 3, while
it should be 57 = 4.

Here we reach to the main question - how to construct algorithm which will
recognize with big accuracy the correct position j 7 Is it easier to characterize
this position with respect to the left side of j on the picture (the most reliable
values), or to the right side of j (the least reliable values)?

Answer might be a bit surprising - it seems that it is much easier to recognize
it with respect to the right side. The reason is following: Left side, although
the most reliable, has in general irregular shape - as its theoretical ideal form
is. Right side, although the least reliable, is in theory a straight horizontal line,
which in a finite table consideration looks most often as a line quite smoothly
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with decrease of reliability curving up - so the position j should be the first one
going from right to left after which this behavior is changed.

So proposed further method recognize position j from the right side of the
picture, which somehow breaks the principle of many previous approaches: to
rely on the most reliable measures and tests.

Method of recognizing desired inflection position j:

— Assume that M B(T) is unique, and that variables X1, X», ..., X,, are already
ordered according to TAMB heuristic.

— We use normalized version of the graph, where the height of i-th point
M, = M(T,{X1,...,X;}) is additionally divided by H(T'), we will denote
this normalized height as N;, and define Ny = 0. We name all this points
simply: X1, X, ..., X,, the coordinates of point X; on the graph is (i, V;).
Additionally we define point Xy = (0, Ng) = (0, 0).

— We define also for i € {1,...,n— 1} v; = arctan(N; — N;_1) — arctan(N; 41 —
N;). If we understand angle <X;_1 X;X;1 as the lower one, then it is easy
to see that <X; 1 X; X411 =7 —v;.

— The aim: Find the first point going from right to left such, that it is signifi-
cant inflection point into the concave shape comparing to most often convex
flexions of the points on the right.

— The procedure: Starting from N START-th point counting from the right
side, moving in each next iteration by one point to the left, we procede
the following: Assume, that we are in point Xj. If vy > 0 (so the flexion
is into the concave shape), then we perform some clusterization of values
Vky Uk41s ---, Un—1 i0t0 two groups. If vy turns out to be one cluster, then we
stop algorithm and return position k£ as a desired point of inflection.

— If the iteration goes through points from right to left including X; and
doesn’t find any point of inflection - we return ”no position of inflection”.

N START is arbitrary chosen parameter. It is necessary, because we need to
compare somehow considered point with the previous on the right to detect
whether it is point of inflection. Another parameter - very important - is method
of clustering. In the next section I describe what method I used in experiments.

One of two proposed methods of approximation M B(T) we have already
described: If sketched am algorithm returns as a point of inflection some

position ! - we return M B(T) = {X1, X2, ..., X;}, or if algorithm returns "no

point of inflection” - we return M B(T) = ). The second proposed method is
more complex and can be proved to return exact solution M B(T) if all measures
are calculated not approximately on the basis of some finite table, but we have
their exact values. We assume that M B(T') is unique. The method is following:

1. Let X1, X5, ..., X}, be IAMB order of variables X7, X3, ..., Xp,.
2. Use the method of recognizing desired inflection position. If the method

—

returns "no point of inflection”, then stop algorithm and return M B(T') =
(). If the method returns position [ = 1, then stop algorithm and return
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MB(T) = X;.1fl =2 - stop and return M B(T) = {X1, X2}. If I > 2, then:
assign X1 = X{, X2 = Xé, ceey XZ,Q = Xl/727 Xl,1 = {Xl/,le/}a Xl = X
Xip1= X[ 9, -y Xno1 =X, assign n =n — 1 and go to step 1.

/
I+1

n?

The method is somehow similar to agglomerative clustering. In every step we
‘glue’ two variables X ; and X] treating them as one in a vector form. In
theoretical consideration (all measures exact) from fact @] we know that both
variables X/ ; and X belongs to M B(T) - that’s why we can ’glue’ them. In
the next step we have one variable less - but Markov blanket remaines the same -
the only (virtual) change is that instead of X] ; and X] it contains one variable
{X/_1,X]}. So in theory after whole this procedure all variables in M B(T') and
only them are connected into one variable in vector form - which is returned. Of
course in practice all used measures are not calculated exactly but approximately
- so whole method is also some approximation of M B(T).

4 Experiments and Summary

Each presented further experiment has the following schema: Parameters are:
s - increasing finite sequence of natural numbers; n, RAND REP, CLUST REP,
MAX MB € N; d € [0, 1]. For each element s[i] of s repeat RAND REP times:

— Randomly choose directed acyclic graph G of n vertices and density d, that
is each pair of vertices is connected with probability d. Assign to each node
X of G - which will represent binary variable - randomly (uniformly) chosen
parameters describing conditional probability of X given its parents in G. G
together with parameters is our random Bayesian network BN of density d.

— After such randomly chosen parameters for G with probability 1 the dis-
tribution holded by BN - let’s call it Ppy - has perfect map in the form of
exactly graph G (see [3]). According to another well known fact (see [3]) this
means, that for every node X of G we can read M B(X) for distribution Pgy
directly from graph G (M B(X) is a set of parents, children and parents of
children of X). So for our randomly chosen distribution holded by network
BN we know in advance what is the real Markov blanket of each variable.

— We choose random node T' of G. We generate table of s[i] rows - each row
independly generated from distribution Pgy holded by network BN (using
standard procedure included in logic sampling (see [3], page 215)).

— As accuracy of each Markov blanket approximation method on this table we

return |MEBONMBDI ¢ |m) U MB(T)| > 0, otherwise we return 1.
|MB(T)UM B(T)|
As accuracy of given method on the tables of size s[i] we return average accu-
racy of the method in RAND REP described repetitions. Parameter MAX MB
is the maximal considered size of Markov blankets. That is, if in some rep-
etition it turns out that |MB(T)| > MAX MB - the repetition is cancelled
and repeated until |MB(T)| < MAX MB. Both proposed in previous section
methods use described algorithm to recognize point of inflection. The important



200

0.70 0.75 0.80 0.85 0.90 0.95

0.65

0.5 0.6 0.7 0.8 0.9

0.4

0.6 0.7 0.8 0.9

0.5

Fig
)

P. Betlinski

IAMB
MMHC
TABU
method 1
method 2

0.9

0.8

0.7

0.6

IAMB
MMHC
TABU
method 1
method 2

o
@
=
S

T T T T T T T T T T T T T T T
9 10 1 12 13 14 15 16 9 10 1 12 13 14 15 16
2. 2.

d=0.1 n=10
o
=
— lAvB — I1AMB
— MMHC 29| — mmHC
— TABU — TABU
— method 1 / — method 1
method 2 @ method 2
S
~
5
©
<
o
@
=
S
«
o

2n.

IAMB
MMHC
TABU
method 1
method 2

IAMB
MMHC
TABU
method 1
method 2

.2. (a) n=10, N START=4, RAND REP=200, CLUST REP=100, MAX MB=6

2",

(a)

(b)

(b) N START=4, RAND REP=200, CLUST REP=100, MAX MB=n-4, d=0.3




Markov Blanket Approximation Based on Clustering 201

element of this algorithm is clustering method - I have used 2-means cluster-
ing repeated with random start configuration CLUST REP times. Then simply
most often result is chosen. N START is parameter described in previous sec-
tion.

Fig.2(a) and Fig.2l(b) presents results of two experiments based on described
schema. In the first one we consider situation when for the constant number of
variables (n = 10), the density of dependencies is increased (d = 0.1,0.3,0.5,
this affect increase of size of Markov blankets). In the second one density is
constant (d = 0.3), and we increase number of variables (n = 10, 15,20). X-
axis on each picture is sequence s, Y-axis is accuracy of the methods. Method
1 is first proposed simple method, while method 2 is the second agglomerative
method. MMHC (Max-Min Hill-Climbing, [6]) is a popular, strong hybrid (score
and constraint-based) method of approximation Bayesian network - but from the
obtained network we can easy read approximation of Markov blanket of any vari-
able. TABU is a score-based Bayesian network learning approach implemented
in package bnlearn ([7]) for statistical tool R ([8])).

First of all we can see that methods 1 and 2 behave similarly, but I prefer
method 1, because of its simplicity: my implementation of this method has time
complexity O(n?mlogm) where m is number of rows and n is number of columns
of the table, while method 2 is O(n®*mlogm).

Secondly, we can see from results in Fig. 2] (a) that both methods become
stronger then other when density of dependencies is increasing. Especially inter-
esting is second picture (d = 0.3). It shows that for small statistical significance
of the tables better are well known approaches, but when it is big - proposed
methods can achieve much better accuracy then other. For IAMB and MMHC I
could see the reason in their weak point - statistical tests. Method 1 is similar to
TAMB but instead of tests it uses simple picture recognition procedure - which
seems to overtake tests accuracy when statistical significance of the tables is
increasing. In second experiment (Fig. 2] (b)) with constant density 0.3 we see
similar phenomenon for increasing number of variables.

Summarizing, it is possible with proposed approach to obtain significantly
better accuracy, especially when density of dependencies is big, but it is possi-
ble only with sufficiently big statistical significance of the tables - this condition
unfortunately in practice become hard with increasing number of variables. How-
ever, the idea should be useful in many specific applications where we have data
which with high quality illustrates distribution of variables.
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Abstract. A more efficient version of the prime implicate algorithm introduced
in [[12] that reduces the use of subsumption is presented. The algorithm is shown
to be easily tuned to produce restricted sets of prime implicates. Experiments that
illustrate these improvements are described.

1 Introduction

Prime implicants were introduced by Quine [[15] as a means of simplifying proposi-
tional logical formulas in disjunctive normal form (DNF); prime implicates play the
dual role in conjunctive normal form (CNF). Implicants and implicates have many ap-
plications, including abduction and program synthesis of safety-critical software [§].
All prime implicate algorithms of which the authors are aware make extensive use of
clause set subsumption; improvements in both the pi-trie algorithm and its core sub-
sumption operations are therefore relevant to all such applications.

Numerous algorithms have been developed to compute prime implicates — see, for
example, [1,2,4-7,19,[10,14, 16,120, 21/]]. Most use clause sets or truth tables as input,
but rather few allow arbitrary formulas, such as the pi-trie algorithm introduced in [[12].
Some are incremental in that they compute the prime implicates of a clause conjoined
to a set of prime implicates. This recursive algorithm stores the prime implicates in a
trie — i.e., a labeled tree — and has a number of interesting properties, including the
property that, at every stage of the recursion, once the subtrie rooted at a node is built,
some superset of each branch in the subtrie is a prime implicate of the original formula.
This property admits variations of the algorithm that compute restricted sets of prime
implicates, such as only positive ones or those not containing specific variables. These
variations significantly prune the search space, and experiments indicate that significant
speedups are obtained. In this paper, the improvements and properties are introduced
and explained; experimental results are provided.

Basic terminology and the fundamentals of pi-tries are summarized in Section[2l The
analysis that leads to the new pi-trie algorithm is developed in Section[3] and trie-based
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set operations and experiments with them are described in Section[dl The new pi-trie al-
gorithm and the results of experiments that compare the new algorithm with the original
are described in Section[3l Useful properties of the algorithm are established in Section
[6l and results of experiments that illustrate efficiency improvements are presented in
Section[7l Proofs of lemmas and theorems can be found in [[13].

2 Preliminaries

The terminology used in this paper for logical formulas is standard: An afom is a propo-
sitional variable, a literal is an atom or the negation of an atom, and a clause is a disjunc-
tion of literals. Clauses are often referred to as sets of literals; however, it is sometimes
convenient to represent them with logical notation. An implicate of a formula is a clause
entailed by the formula, and a non-tautological clause is a prime implicate if no proper
subset is an implicate. The set of prime implicates of a formula F is denoted P(F).
Note that a tautology has no prime implicates, and the empty clause is the only prime
implicate of a contradiction.

The trie is a tree in which each branch represents the sequence of symbols labeling
the nodes (or sometimes edges) on that branch, in descending order. The nodes along
each branch represent the literals of a clause, and the conjunction of all such clauses is
a CNF equivalent of the formula. If there is no possibility of confusion, the term branch
will often be used for the clause it represents. Further, it will be assumed that a variable
ordering has been selected, and that nodes along each branch are labeled consistently
with that ordering. A trie that stores all prime implicates of a formula is called a prime
implicate trie, or simply a pi-trie. It is convenient to employ a ternary representation of
pi-tries, with the root labeled 0 and the ith variable appearing only at the ith level. If
v1, V2, . .., Uy, are the variables, then the children of a node at level ¢ are labeled v;1,
—w;+1, and 0, left to right. With this convention, any subtrie (including the entire trie) is
easily expressed as a four-tuple consisting of its root and the three subtries. For example,
the trie 7 can be written (r, 7,7 ~,7°), where 7 is the label of the root of 7, and
T+, T—, and T° are the three (possibly empty) subtries. The ternary representation
will generally be assumed here. Lemmal[llis well known and stated without proof.

Lemma 1. Clause set S is prime iff S is a resolution-subsumption fixed point. ad

3 Prime Implicates under Truth-Functional Substitution

The pi-trie algorithm computes P (F) recursively from P(F|[a/v]), where « is a truth
constant 0 or 1 and is substituted for every occurrence of the variable v in P(F). When
no confusion is possible, F[0/v] and F[1/v] will be denoted Fy and F7, respectively.
To transform P(Fy) and P(F;) into P(F), note first that F = (vV Fo) A(—~vV Fy);
i.e., P(F) is logically equivalent to (v V P(Fy)) A (—v V P(F1)). Let Jy and Jq,
respectively, be the clause sets produced by distributing v — respectively, -v — over
P(Fo) — respectively, (P(F1)). Observe that Jy and J; are (separately) resolution-
subsumption fixed points because P(Fy) and P(F;) are. Subsumption cannot hold
between one clause in Jy and one in .J; since one contains v and the other —v. Thus if
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JoUJ; is not a resolution-subsumption fixed point, producing a fixed point from it must
require resolutions having one parent from each. These can be restricted to resolving on
v and —w because any other produces a tautology. Note that each such resolvent is the
union of a clause from P(Fy) and one from P(F7). This proves

Lemma 2. The only useful resolvents in Jy U J; are on v and —w. O
It turns out to be sufficient to consider all such resolvents but no others:

Theorem 1. Let F be a logical formula and let v be a variable in F. Suppose F is a
prime implicate of F not containing v. Then E = (C U D), where C' € P(Fp) and
D e P(F1). 0

Theorem [I] and the discussion leading up to it suggest a method for computing P (F)
from P(Fp) and P(F;). From Lemma [2] no useful resolvent can contain v or —w.
Thus the prime implicates that do are already in Jo U J;. By Theorem [I] the useful
resolvents account for all prime implicates of F that do not contain the variable v.
Thus, to produce P(F), it suffices to obtain the subsumption minimal subset of the
fully resolved Jy U J;. Denote P(Fy) and P(Fi) by Py and P, respectively, and
partition each into two subsets: POQ, the clauses in Py subsumed by some clause in Py,
and Pg7, the remaining clauses in Py. Define 7312 and P similarly.

Theorem 2. Let Jy, J1, Po, P1, 7302, Pee, 7312, and P} be defined as above. Then

P(F) = (v VPF) U (~v VP UPS UPP UU (%)
where U is the maximal subsumption-free subset of {C U D | C € P§*, D € P} in
which no clause is subsumed by a clause in POQ orin 7712. O

Observe that if C' in Py strictly subsumes D in 7712, then C is in Pg: Were C in 7702,
the clause in P that subsumes C' would also subsume D, which is impossible. As a
result, C' appears in the prime implicate {v} U C, which does not subsume D.

4 Tri-Based Operations

The pi-trie algorithm introduced in [12] used a routine called PIT, which was developed
with a branch by branch analysis. The new version of the algorithm uses a new version
of PIT. The two appear different but in fact use similar methods to construct P(F)
from Py and P;. The new one employs the set operations of Theorem[2l The resulting
development is arguably more intuitive, and the new algorithm is more efficient.

One improvement comes from identifying POQ and 7712 before considering any
clauses as possible members of U/. The details are omitted here, but the result is avoid-
ance of unnecessary subsumption checks. Furthermore, keeping 7302 and P as separate
sets makes prime marks at the ends of trie branches unnecessary; checking for them in
the original algorithm is almost as expensive as the subsumption check itself. Most sig-
nificantly, clause set operations can be realized recursively on entire sets, represented
as tries] Experimentally, the advantage increases with the size of the trie.

! Tries have been employed for (even first order) subsumption [[19], but on a clause to trie basis,
rather than the trie to trie basis developed here.
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The operators Subsumed(F,G) = {C € G | C is subsumed by some C’ € F'} and
XUnions(F,G) ={CUD |C € F, D € G, CUD is not tautological } on clause sets
F and G are defined as set operations, but the pseudocode implements them on clause
sets represented as ternary tries. Recall that the trie 7 can be written (r, 7,7~ 79),
where r is the root label of 7, and 7%, 7, and 7° are the three subtries. Tries with
three empty children are called leaves.

input : Two clausal tries 71 and 7%
output: 7', a trie containing all the clauses in 7% subsumed by some clause in 77
if Th = null or T> = null then
T — null ;
else if leaf(T:) then
T — TQ;
else
T < new Leaf;

T «— Subsumed (T, T5) U Subsumed(TY, T5') ;
T~ « Subsumed(Ty , Ty ) U Subsumed (T, Ty ) ;
T° « Subsumed(TY, T%) ;
if leaf(T ) then
T — null;
end
end
return 7';

Algorithm 1. Subsumed(11,15)

input : Two clausal tries 77 and 15
output: 7', a trie of the pairwise unions of the clauses in 7} and 75
if 71 = null or Ty = null then
T +— null ;
else if leaf{(T;) then
T «— TQ;
else if leaf(T>) then
T «— Tl;
else
T « new Leaf;
T+ « XUnions(T;", T,5) U XUnions(TY, Ty") U XUnions(T}", TY) ;
T~ « XUnions(T; , T, ) U XUnions(TY, Ty ) U XUnions(Ty ,T%) ;
T « XUnions(TY, TY);
if leaf('T') then
T — null;
end
end

return 7,
Algorithm 2. XUnions(T1,1T5)

Experiments involving subsumption testing are reported below. In Section[3] the new
and original versions of the pi-trie algorithms are compared.
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The input for the experiments depicted in Figure [lis a pair of n-variable CNF for-
mulas, where n € {10,...,15} with results averaged over 20 trials for each n. Each
formula with n variables has | (3)/4] clauses of length 3, [ ('}) /2] clauses of length 4,
and (g) clauses of length 5. This corresponds to 312 of the 2% (Z) possible clauses of
length k for k = 3,4, 5.

The two clause sets are compiled into two tries for the application of Subsumed and
into two lists for the application of NaiveSubsumed. (The latter is a straightforward
subset test on lists and is not shown.) The ratio of the runtimes changes as the input
size increases, suggesting that the runtimes of NaiveSubsumed and Subsumed differ
asymptotically. Additional evidence is supplied by Lemma 3t

Lemma 3. Subsumed, when applied to two full ternary tries of depth A and combined
gh+1_q

sizen =2(® , ), runs in time O(nigéi) ~ O(n'16%), O
This is less than NaiveSubsumed’s obvious runtime of O(n?) but still more than linear.
Lemmal[3lis interesting but the general upper bound may be quite different.

S The New pi-trie Algorithm

Theorem [2| provides a simpler characterization of the pi-trie algorithm than the one
developed in [12]. The algorithm can be viewed in the standard divide-and-conquer
frameworkE where each problem F is divided into subproblems F, F7 by substitution
on the appropriate variable. The base case is when substitution yields a constant, so that
P(0) = {{}} or P(1) = {}.

The remainder of the algorithm consists of combining Py and P; to form P (F). This
is done both here and in [[12] by a routine called PIT. However, in [12], the subsumption

2 Rudell [[17] proposed a similar divide-and-conquer strategy for prime implicants absent of any
analysis of precisely when and how subsumption checks are applied.
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input : A boolean formula F and a list of its variables V' = (v1,...,vg)
output: The clause set P (F) — the prime implicates of F
if 7 = 1 then

return ) ; // Tautologies have no prime implicates.
else if 7 = 0 then

return {{}};// P(0) is the set of just the empty clause.

else

Fo «— F[0/v1];

Fi— F[1/n];

V! — (UQ, N ,vk);

return PIT( prime(Fo, V'), prime(F1, V'), v1 );
end

Algorithm 3. prime(F,V)

input : Clause sets Py = P(Fo) and Py = P(F1), variable v
output: The clause set P = P((v V Fo) A (—v V F1))

Pg « Subsumed(P1,Po); // Initialize Py

PP« Subsumed(Po,P1); // Initialize Pg

P5* — Po — Pgs

Pr— P1 — P

U — XUnions(Pg*, Pi7);

U — U — SubsumedStrict({U,U);

U — U — Subsumed(PZ,U);

U — U — Subsumed(P5 ,U);

return ((vVPY) U (-oVPY) U PE U PR U U);

Algorithm 4. PIT(Py,P1,v)

Old vs New pi-trie Algorithms on 15 var 3-CNF
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Fig. 2. Old vs. New pi-trie algorithm

70



Tri-Based Set Operations and Selective Computation of Prime Implicates 209

checking is done branch by branch; here, it is performed between entire tries denoted by
Po, P1, 7302 , PgY, 7312, and P, Trie-based operations are employed such as Subsumed
and Unions, which were discussed in Section 4]

Figure[2lcompares the pi-trie algorithm from [12] to the updated version using the re-
cursive Subsumed and X Unzon operators. The input for both algorithms is 15-variable
3-CNF with varying numbers of clauses, and the runtimes are averaged over 20 trials.
The great discrepancy between runtimes requires that they be presented in log scale; it
is explained in part by Figure[Il which compares the runtime of Subsumed to Algorithm
5, a naive subsumption algorithm. The performance of the two systems converges as the
number of clauses increases. With more clauses, formulas are unsatisfiable with proba-
bility approaching 1. As a result, the base cases of the prime algorithm are encountered
early, and subsumption in the PIT routine plays a less dominant role, diminishing the
advantage of the new algorithm.

6 Selective Computation

It is sometimes useful to restrict attention to a subset of prime implicates having some
particular property, such as being positive or having length at most four. The subset
can always be selected from the entire set of prime implicates, but generating only
the prime implicates of interest is preferable (if this improves efficiency!). If @ is a
property that sets may or may not have, and if A and B are sets, then @ is said to
be superset invariant if whenever B 2 A, Q(A) — Q(B); it is subset invariant if
whenever B C A, Q(A) — Q(B). The complement property, denoted @, is defined in
the obvious way: Q(X) = —=Q(X). Examples of subset invariant properties of clauses
are containing no more than three literals, containing only positive literals, and being
a Horn clause. The following lemma is immediate.

Lemma 4. If () is superset (subset) invariant, then () is subset (superset) invariant. O

It turns out that the pi-trie algorithm is particularly amenable to being tuned to generate
only prime implicates satisfying subset invariant properties. The reason is that clauses
computed at any stage of the algorithm always contain as subsets clauses computed at
an earlier stage.

The main function of the pi-trie algorithm is prime, which returns the set (repre-
sented as a trie) of prime implicates of its first argument, . This set is simply the result
of the PIT routine called on the prime implicates of F( and J; as actual parameters
and represented in PIT by the formal parameters Py and P;. Examining the assignment
statements in PIT, it is easily verified that P5? and P} consist of subsets of Py and
‘P1. Furthermore, every clause initially in I/ is the union of two clauses from P and
P, and hence from Py and P;. Subsequent modifications of I/ are set subtractions.
Therefore, in the return statement, each clause of v V Pg?, —v V Pe, 7702 U Plg, and U
may contain v, —w, or neither, and otherwise consists of exactly one clause from either
Py or Py, or of exactly two clauses — one each from Py and P;. This proves

Lemma 5. Let C € PIT( prime(Fo, V') , prime(F1,V’), v1 ) and let Cy €
prime(Fp, V’). Then either C N Cy = @ or C N Cy = Cy. Similarly for C; €
prime(Fy, V'). |
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Theorem 3. Let () be a subset invariant property, and let F be a propositional formula.
Construct PIT? to be PIT modified to first delete all clauses in P and in P; having
property Q. Let S = prime(Fy, V') Uprime(F;, V'). Partition S into the prime impli-
cates having property @, denoted Sg, and those having property @, denoted .S,. Then
the clauses produced by PIT?( prime(Fo, V') , prime(Fy, V'), v1 ) include all those
produced by PIT( prime(Fy, V') , prime(F1, V'), v1 ) having property Q. O

Observe that the theorem does not guarantee that PIT returns only clauses of Sg. By
adding a literal to clauses in P§? or in P, or by forming a union of clauses with @), a
clause with property @ may result (e.g., when () is a length restriction.)

The point is that clauses with () are not required to generate clauses with (). Since
PIT® is invoked recursively by prime, each invocation is pruning only the most recently
generated clauses with @). Therefore, the clauses returned by the initial invocation of
prime should be pruned one final time, but this is an implementation detail.

Restricted sets of prime implicates are useful in several settings. One is abductive
reasoning: Finding short non-redundant explanations will result from restricting the
length of prime implicates of the theory.

Perhaps surprisingly, prime implicates turn out to be useful in the synthesis of correct
code for systems having polychronous data flow (both synchronous and asynchronous
data flow). In [8], a calculus of epochs is developed which requires computations of
prime implicates. The most useful in this setting are positive — no negative literals
present — and short — containing only a few literals. Positive, unit prime implicates
are particularly useful. Of course, these are all subset invariant properties.

7 Experiments with Subset Invariant Properties

The new pi-trie algorithm — with subset invariant filters for maximum clause length
and for designated forbidden literals — is implemented in Java. Its performance has
been compared with two others [l The first comes from a system of Zhuang, Pagnucco
and Meyer [22]. The second comparison was made with a somewhat simpler resolution-
based prime implicate generator called ResPrime. Also implemented in Java, it exhaus-
tively iterates resolution and subsumption checking.

The input for all experiments is a variable number of random 3-CNF clauses from a
constant alphabet size. For a good experimental analysis of prime implicates in random
3-CNF, see [18]. The algorithm from [22] proved to be much slower than the others
and could not be illustrated in Figure 3] which shows a comparison of runtimes of
ResPrime, pi-trie, and pi-trie filtered to exclude clauses of length greater than 2.

While ResPrime outperforms the pi-trie algorithm on small input, the reverse is true
on larger input. When the number of clauses is small, the number of possible resolutions
on small clause sets is correspondingly small, whereas the pi-trie algorithm does not
assume the input to be CNF and thus does not take advantage of this syntactic feature.
Probabilistically, as the number of clauses increases, the formulas become less and less
satisfiable, and so in general the recursive substitution that drives the pi-trie algorithm
requires fewer substitutions to reach a contradiction, allowing faster runtimes. Much

3 Tt is surprisingly difficult to find publicly available prime implicate generators.
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of the work so avoided is also avoided by filtering, and this lessens the advantage of
filtering itself with formulas whose size is large compared with the number of variables
(see Figure 4] below). At the same time, the resolution algorithm is required to process
more and more clauses and their resolution pairs, and so runs slower.

The pi-trie algorithm with filtering offers dramatic improvements in performance on
searches for subset invariant prime implicates. Figure d has the results of an experiment
with a 13-variable 3-CNF formula. Two filters are used: The first is “max length 2,” and
the second excludes clauses containing any of the literals vs, vs, vg, Or —07.

Runtime Comparison for Random 10-var 3-CNF (average of 20 trials)

1400 T T T '
ResPrime
77777777 pi-trie algorithm
1200 = -oooooee pi-trie filtered, max 2 literals
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10 20 30 40 50 60
# of clauses

Fig. 3. 10 var 3-CNF

Note that especially for the length-limited filter, significant efficiency gains can be
attained by applying the filter during generation as opposed to generating all prime
implicates and then filtering, as most other algorithms require. In fact, besides [L1],
which uses a novel integer linear programming approach to discover small prime impli-
cants (easily transformed to a prime implicate algorithm via duality), the authors are not
aware of any other algorithms that allow filtering during generation of prime implicates
based on size or on designated literals.

The results described in Figure [ for formulas having 20 clauses are noteworthy:
The raw pi-trie algorithm averaged 22,430 msecs, whereas the “max length 2” filter
averaged only 1,170 msecs. One reason for the runtime advantage is that 13-variable
20-clause formulas have relatively long prime implicates. The average number of prime
implicates is 213.3, while the average number with length at most 2 is 0.7.

Generating all prime implicates is considerably more difficult than deciding satisfia-
bility — the number of prime implicates of a formula, and thus the size of the output,
is typically exponential [3]. These experiments were thus performed on relatively small
input compared to the examples that modern DPLL-based SAT solvers can handle.

Suppose now that a filter is applied that prunes all prime implicates having length
greater than some fixed k. If n is the number of variables, the number of prime
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Runtime Comparison for Random 13-var 3-CNF (average of 20 trials)
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Fig. 4. pi-trie Filtering

implicates of length & or less is bounded above by (Z) - 3% which is polynomial in
n of degree at most k. This proves.

Theorem 4. Let F be a formula with n variables, and let () be a subset invariant prop-
erty satisfied only by clauses of length k or less. Then if the pi-trie algorithm employs
PIT®, it runs in polynomial space. O

Placing an upper bound on length or restricting prime implicates to consist only of
certain designated literals will therefore cause the pi-trie algorithm to run in polyno-
mial space. Note that for any one problem instance, a restriction to designated literals
amounts to prohibiting the complement set of literals. But if the problem is parameter-
ized on the size of the complement set, polynomial space computation does not result
because for a fixed k, as n increases, so does admissible clause length.
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Abstract. We propose a method based on Cholesky decomposition for
Non-negative Matrix Factorization (NMF). NMF enables to learn local
representation due to its non-negative constraint. However, when uti-
lizing NMF as a representation leaning method, the issues due to the
non-orthogonality of the learned representation has not been dealt with.
Since NMF learns both feature vectors and data vectors in the feature
space, the proposed method 1) estimates the metric in the feature space
based on the learned feature vectors, 2) applies Cholesky decomposition
on the metric and identifies the upper triangular matrix, 3) and utilizes
the upper triangular matrix as a linear mapping for the data vectors.
The proposed approach is evaluated over several real world datasets.
The results indicate that it is effective and improves performance.

1 Introduction

Previous representation learning methods have not explicitly considered the
characteristics of algorithms applied to the learned representation [4]. When
applying Non-negative Matrix Factorization (NMF) [BIGI8T] to document clus-
tering, in most cases the number of features are set to the number of clusters [8/2].
However, when the number of features is increased, the non-orthogonality of the
features in NMF hinder the effective utilization of the learned representation.

We propose a method based on Cholesky decomposition [3] to remedy the
problem due to the non-orthogonality of features learned in NMF. Since NMF
learns both feature vectors and data vectors in the feature space, the proposed
method 1) first estimates the metric in the feature space based on the learned
feature vectors, 2) applies Cholesky decomposition on the metric and identifies
the upper triangular matrix, 3) and finally utilize the upper triangular matrix
as a linear mapping for the data vectors.

The proposed method is evaluated over several document clustering problem,
and the results indicate the effectiveness of the proposed method. Especially, the
proposed method enables the effective utilization of the the learned representa-
tion by NMF without modifying the algorithms applied to the learned represen-
tation. No label information is required to exploit the metric in the feature space,
and the proposed method is fast and robust, since Cholesky decomposition is
utilized [3].

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAT 6804, pp. 214 2011.
© Springer-Verlag Berlin Heidelberg 2011
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2 Cholesky Decomposition Rectification for NMF

We use a bold capital letter for a matrix, and a lower italic letter for a vector.
X;; stands for the element in a matrix X. tr stands for the trace of a matrix,
and X7 stands for the transposition of X.

2.1 Non-negative Matrix Factorization

Under the specified number of features g, Non-negative Matrix Factorization

(NMF) [6] factorizes a non-negative matrix X= [ @1,---,x,] € RY*" into two
non-negative matrices U=[u1, -, uq] € RE*?, V=[vy,---,v,] € RT" as
X ~UV (1)
Each x; is approximated as a linear combination of uy, - - -, u4. Minimization of
the following objective function is conducted to obtain the matrices U and V:
Jo =X -UV|]? (2)
where || - || stands for the norm of a matrix. In this paper we focus on Frobenius
norm || - ||F [6]. Compared with methods based on eigenvalue analysis such as

PCA, each element of U and V are non-negative, and their column vectors are
not necessarily orthogonal in Euclidian space.

2.2 Clustering with NMF

Besides image analysis [5], NMF is also applied to document clustering [82].
In most approaches which utilize NMF for document clustering, the number of
features are set to the number of clusters [8I2]. Each instance is assigned to the
cluster ¢ with the maximal value in the constructed representation v.

¢ = argmax v, (3)
C

where v, stands for the value of c-th element in v.

2.3 Representation Learning with NMF

When NMF is considered as a dimensionality reduction method, some learning
method such as SVM (Support Vector Machine) or kmeans is applied for the
learned representation V. In many cases, methods which assume Euclidian space
(such as kmeans) are utilized for conducting learning on V [4]. However, to
the best of our knowledge, the issues arising from the non-orthogonality of the
learned representation has not been dealt with.

2.4 Cholesky Decomposition Rectification

One of the reasons of the above problem is that, when the learned representation
V is utilized, usually the square distance between a pair of instances (v;, v;) is
calculated as (v;- v;)7 (v;- v;) by (implicitly) assuming that v; is represented in
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some Euclidian space. However, since u1, - - -, u4 learned by NMF are not orthog-
onal each other in general, the above calculation is not appropriate when NMF
is utilized to learn V. If we know the metric M which reflects non-orthogonality
in the feature space, the square distance can be calculated as

(vi — ;)" M(v; —v;) (4)

This corresponds to the (squared) Mahalanobis generalized distance.

We exploit the property of NMF in the sense that data matrix X is decom-
posed into i) U, whose column vectors spans the feature space, and ii) V, which
are the representation in the feature space. Based on this property, the proposed
method 1) first estimates the metric in the feature space based on the learned
feature vectors, 2) applies Cholesky decomposition on the metric and identifies
the upper triangular matrix, 3) and finally utilizes the upper triangular matrix
as a linear mapping for the data vectors. Some learning algorithm is applied to
the transformed representation from 3) as in [4,

We explain 1) and 2) in our proposed method. Note that the proposed method
enables to effectively utilize the learned representation by NMF, without modi-
fying the algorithms applied to the learned representation.

Estimation of Metric via NMF. In NMF, when approximating the data
matrix X and representing it as V in the feature space, the explicit representa-
tion of features in the original data space can also be obtained as U. Thus, by
normalizing each w such that u”u=1 as in [§], we estimate the metric M as the
Gram matrix U7 U of the features.

M=U"U, st wfu =1, Vi=1,...,q (5)

Contrary to other metric learning approaches, no label information is required
to estimate M in our approach. Furthermore, since each data is approximated
(embedded) in the feature space spanned by w1, - - -, ug, it seems rather natural
to utilize eq.(H]) based on U to estimate the metric of the feature space.

Cholesky Decomposition Rectification. Since the metric M is estimated by
eq.(@), it is guaranteed that M is symmetric positive semi-definite. Thus, based
on Linear algebra [3], it is guaranteed that M can be uniquely decomposed by
Cholesky decomposition with the upper triangular matrix T as:

M=T7T (6)
By substituting eq.(]) into eq. ), we obtain the rectified representation TV:
V- TV (7)

based on the upper triangular matrix T via Cholesky decomposition.
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Algorithm 1. Cholesky Decomposition Rectification for NMF (CNMF)
CNMF(X, algNMF, q, parameters)
Require: X € RE*™ //data matriz
Require: algyNMF; //the utilized NMF algorithm
Require: g; //the number of features
Require: pars; //other parameters in algN M F

1: U, V:= runalgNMF on X with ¢ (and pars) s.t. ufu =1, Vi=1,...,q
2: M :=U"U

3: T := Cholesky decomposition of M s.t. M =T?T

4: return U, TV

The proposed algorithm CNMF is shown in Algorithm [l

3 Evaluations

3.1 Experimental Settings

Datasets. We evaluated the proposed algorithm on 20 Newsgroup data (QONG.
Each document is represented as the standard vector space model based on the
occurrences of terms. We created three datasets for 20NG (Multi5, Multil0,
Multils datasets, with 5, 10, 15 clusters). 50 documents were sampled from
each group (cluster) in order to create a sample for one dataset, and 10 samples
were created for each dataset. For each sample, we conducted stemming using
porter stemmen? and MontyTauggeIE7 removed stop words, and selected 2,000
words with large mutual information. We conducted experiments on the TREC
datasets, however, results on other datasets are omitted due to page limit.

Evaluation Measures. For each dataset, the cluster assignment was evaluated
with respect to Normalized Mutual Information (NMI). Let C, C stand for
the random variables over the true and assigned clusters. NMI is defined as

_ 1(C;0) N s
NMI = (H(C’)+H(C))/2(€ [0,1]) where H(-) is Shannon Entropy, I(;) is Mutual
Information. NMI corresponds to the accuracy of assignment. The larger NMI

is, the better the result is.

Comparison. We utilized the proposed method on 1) NMF [@], 2) WNMF [g], 3)
GNMF [I], and evaluated its effectiveness. Since these methods are partitioning
based clustering methods, we assume that the number of clusters k is specified.
WNMF [6] first converts the data matrix X utilizing the weighting scheme in
Ncut [7], and applies the standard NMF algorithm on the converted data.
GNMF [1] constructs the m nearest neighbor graph and utilizes the graph
Laplacian for the adjacency matrix A of the graph as a regularization term as:

! http://people.csail. mit.edu/ jrennie/20Newsgroups/. 20news-18828 was utilized.
% http://www.tartarus.org/ martin/PorterStemmer
3 http://web.media.mit.edu/ hugo/montytagger
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Fig.1. Results on 20 Newsgroup datasets (NMI) (upper:kmeansClower:skmeans)

Jo =||X = UV|]® + M (VLVT) (8)

where L=D - A (D is the degree matrix), and X is the regularization parameter.

Parameters. Cosine similarity, was utilized as the pairwise similarity measure.
We varied the value of ¢ and conducted experiments. The number of neighbors
m was set to 10 in GNMF, and A\ was set to 100 based on [I]. The number of
maximum iterations was set to 30.

Evaluation Procedure. As the standard clustering methods based on Euclid-
ian space, kmeans and skmeans were applied to the learned representation matrix
V from each method, and the proposed representation TV in eq.().

Since NMF finds out local optimal, the results (U, V) depends on the initial-
ization. Thus, we conducted 10 random initialization for the same data matrix.
Furthermore, since both kmeans and skmeans are affected from the initial clus-
ter assignment, for the same representation (either V or TV), clustering was
repeated 10 times with random initial assignment.

3.2 Results

The reported figures are the average of 10 samples in each datasetd. The hor-
izontal axis corresponds to the number of features q, the vertical one to NMI.
In the legend, solid lines correspond to NMF, dotted lines to WNMF, and dash
lines to GNMF. In addition, +c stands for the results by utilizing the proposed
method in eq.([@) and constructing TV for each method.

4 The average of 1,000 runs is reported for each dataset.
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The results in Fig. [lshow that the proposed method improves the performance
of kmeans (the standard Euclidian distance) and skmeans (cosine similarity in
Euclidian space). Thus, the proposed method can be said as effective to improve
the performance. Especially, skmeans was substantially improved (lower figures in
Fig.[)). In addition, when the proposed method is applied to WNMF (blue dotted
WNMF+c), equivalent or even better performance was obtained compared with
GNMF. On the other hand, the proposed method was not effective to GNMF,
since the presupposition in Section [2.4] does not hold in GNMF.

As the number of features ¢ increases, the performance of NMF and WNMF
degraded. On the other hand, by utilizing the proposed method, NMF+c and
WNMF+c were very robust with respect to the increase of ¢q. Thus, the proposed
method can be said as effective for utilizing large number of features in NMF.

4 Concluding Remarks

We proposed a method based on Cholesky decomposition to remedy the problem
due to the non-orthogonality of features learned in Non-negative Matrix Factor-
ization (NMF). Since NMF learns both feature vectors and data vectors in the
feature space, the proposed method 1) first estimates the metric in the feature
space based on the learned feature vectors, 2) applies Cholesky decomposition
on the metric and identifies the upper triangular matrix, 3) and finally utilize the
upper triangular matrix as a linear mapping for the data vectors. The proposed
method enables the effective utilization of the learned representation by NMF
without modifying the algorithms applied to the learned representation.
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Abstract. Sampling is an important technique for parameter estimation and hy-
pothesis testing widely used in statistical analysis, machine learning and knowl-
edge discovery. In contrast to batch sampling methods in which the number of
samples is known in advance, adaptive sequential sampling gets samples one by
one in an on-line fashion without a pre-defined sample size. The stopping condi-
tion in such adaptive sampling scheme is dynamically determined by the random
samples seen so far. In this paper, we present a new adaptive sequential sam-
pling method for estimating the mean of a Bernoulli random variable. We define
the termination conditions for controlling the absolute and relative errors. We
also briefly present a preliminary theoretical analysis of the proposed sampling
method. Empirical simulation results show that our method often uses signif-
icantly lower sample size (i.e., the number of sampled instances) while main-
taining competitive accuracy and confidence when compared with most existing
methods such as that in [14]. Although the theoretical validity of the sampling
method is only partially established. we strongly believe that our method should
be sound in providing a rigorous guarantee that the estimation results under our
scheme have desired accuracy and confidence.

Keywords: Sequential Sampling, Adaptive Sampling, Sample Size, Chernoff
Bound, Hoeffding Bound.

1 Introduction

Random sampling is an important technique widely used in statistical analysis, com-
puter science, machine learning and knowledge discovery. In statistics, random sam-
pling is used to estimate the parameters of some underlying distribution by observing
samples of certain size. In machine learning, researchers use sampling to estimate the
accuracy of learned classifiers or to estimate features from vast amount of data. The
problem of random sampling and parametric estimation is fundamental to statistics and
relevant fields and has been studied extensively in the literature.

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 220: 2011.
(© Springer-Verlag Berlin Heidelberg 2011
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A key issue in designing a sampling scheme is to determine sample size, the number
of sampled instances sufficient to assure the estimation accuracy and confidence. Well-
known theoretical bounds such as the Chernoff-Hoeffding bound are commonly used
in for computing the sufficient sample size. Conventional (batch) sampling methods are
static in the sense that sufficient sample size is determined prior to the start of sampling.
In contrast, adaptive sequential sampling does not fix the number of samples required
in advance. A sequential sampling algorithm draws random samples one by one in an
online sequential manner. It decides whether it has seen enough samples dependent
on some measures related to the samples seen so far. This adaptive nature of sequen-
tial sampling method is attractive from both computational and practical perspectives.
As shown in recent studies [2/41/14]], adaptive sequential sampling could potentially re-
duce the sufficient sample sizes significantly compared to static batching sampling ap-
proaches. Clearly, it is desirable to keep the sample size small subject to the constraint
of estimation accuracy and confidence. This would save not only computation time, but
also the cost of generating the extra random samples when such costs are significant.

In this paper, we present a new adaptive sequential sampling method that often uses
much lower sample size while maintaining competitive accuracy and confidence com-
pared to most existing sampling methods.

Statisticians have investigated adaptive sampling procedures for estimating parame-
ters under the heading of sequential estimation. However, existing sequential methods
of parametric estimation in the statistics literature are dominantly of asymptotic nature,
which may introduce unknown approximation errors to the necessary use of finite num-
ber of samples. Researchers in statistics and computer science have recently developed
adaptive sampling schemes [[7U8l14] that are of non-asymptotic nature for parametric es-
timation. Earlier works in Computer Science on adaptive sampling include the methods
in [1141213] for estimating the size of a database query.

Efficient adaptive sampling has great potential applications to machine learning and
data mining, especially when the underlying dataset is huge. For example, instead of
using the entire huge data set for learning a target function, one can use sampling to get
a subset of the data to construct a classifier. In Boosting, an ensemble learning method,
the learning algorithm needs to select a "good" classifier with classification accuracy
above é at each boosting round. This would require estimating the accuracy of each
classifier either exhaustively or by sampling. Watanabe et. al. have recently showed
[7U8114] successful application of their adaptive sampling methods to boosting.

In [2/4]], an adaptive, multi-stage sampling framework has been proposed. The frame-
work is more general than the adaptive sampling methods in [7I8/14]]. Moreover, math-
ematical analysis and numerical computation indicate that the multistage estimation
method in [2/4] improves upon the method in [14] by one to several orders of magni-
tude in terms of efficiency.

This current paper is closely related to the idea in [2/4]. The sampling schemes of
[244] require computations (before sampling starts) to find the optimal value for the
coverage tuning parameter ( which is used in the stopping criterion for sampling. In
contrast, the sequential sampling algorithms presented here require no computational
effort to determine stopping rules. The benefits of the new approach is the simplicity of
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implementation and the potential reduction in sample size as compared to other existing
sampling methods such as that in [[14]].

The adaptive sequential sampling method presented here handles cases of controlling
absolute error and relative error. Typically existing methods (including [[14]) for han-
dling absolute error recommend the use of batch sampling. However as we will show
that adaptive sampling can also be used for absolute error control. We also show that
our sampling method for controlling relative error has significantly lower sample size
compared to that in [14].

2 Background

The basic problem tackled in this paper is to estimate the probability p = Pr(A4) of
a random event A from observational data. This is the same as estimating the mean
E[X] = p of a Bernoulli random variable X in parametric estimation. We have access
to i.i.d. samples X7, X5, --- of the Bernoulli variable X such that Pr{X = 1} =
1 — Pr{X = 0} = p. An estimator for p can be taken as the relative frequency p =

n

iy X , where n is the sample number at the termination of experiment. In the context
of fixed-size sampling, the Chernoff-Hoeffding bound asserts that, for e, § € (0,1), the
coverage probability Pr{|p — p| < €} is greater than 1 — ¢ for any p € (0, 1) provided

that n > 1;; . Here ¢ is called the margin of absolute error and 1 — ¢ is called the
confidence level. Recently, an exact computational method has been established in [3]]
to substantially reduce this bound. To estimate p with a relative precision, it is a well-
known result derived from the Chernoff bound that Pr {|p — p| < ep} > 1 — ¢ provided
that the pre-specified sample size n is greater than Eg’p In 3. Here ¢ € (0,1) is called
the margin of relative error. Since this sample size formula involves the value p which
is exactly the one we wanted to estimate, its direct use is not convenient.

Chernoff-Hoeffding bounds have been used extensively in statistical sampling and
Machine Learning. And in many cases, they are already quite tight bounds. However
we are interested in doing even better than just using these bounds in the static way.
We seek adaptive sampling schemes that allow us to achieve the goal of low sample
size requirements without sacrifizing accuracy and confidence. In adaptive sampling,
we draw some number of i.i.d. samples and test certain stopping criterion after seeing
each new sample. The criterion for stopping sampling (and thus the bound on sufficient
sample size) is determined with a formula dependent on the prescribed accuracy and
confidence level, as well as the samples seen so far. In this paper, we shall consider the
following two problems.

Problem 1 — Control of Absolute Error: Construct an adaptive sampling scheme such
that, for a priori margin of absolute error ¢ € (0,1) and confidence parameter § €
(0, 1), the relative frequency p at the termination of the sampling process guarantees
Pr{lp—p| <e} >1—4dforanyp € (0,1).

Problem 2 — Control of Relative Error: Construct an adaptive sampling scheme such
that, for a priori margin of relative error ¢ € (0,1) and confidence parameter § €
(0, 1), the relative frequency p at the termination of the sampling process guarantees
Pr{|p—p|l<ep} >1—4foranyp € (0,1).
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The first problem has been treated in [2i3l4] as a special case of the general param-
eter estimation problem for a random variable X parameterized by 6 € ©, aimed at
obtaining estimator 0 for 6 such that Pr{|§ — 6| < e |6} > 1— 6 forany 6 € ©. The
approach proposed in [2/3/4] is outlined as follows. The sampling process consists of
s stages with sample sizes n1 < n2 < -+ < ns. For £ = 1,--- | s, define an estima-
tor @g for 0 in terms of samples X1,---, X,, of X. Let [ 51, where [ is the index
of stage at the termination of sampling. In order to control the coverage probability
by a positive parameter ¢, a general stopping rule has been proposed in [3, Theorem
2, Version 2, April 2, 2009] as “sampling is continued until U, — e < 8, < L, + &~ (or
equivalently, (L¢,Us) C (8, — ¢,0, + ¢)) for some ¢ € {1,---, s}, where (L, Up) is
a confidence interval for § with coverage probability greater than 1 — (4. This method
of controlling the coverage probability was subsequently re-discovered by Jesse Frey
in [9) 1st paragraph, Section 2] in the context of estimating the Bernoulli parameter p.
Under the assumption that 0 is an estimator with a unimodal likelihood function, it
has been established in [2, Theorem 8, Version 12, April 27, 2009] that the lower and up-
per bounds of Pr{|§ — 6] > ¢ | 6} for § € [a,b] C © can be given, respectively, as
Pr{d <a—c|b}+Pr{6 >b+ec|alandPr{f <b—c|a}+Pr{0 >a+e|b}
Adapted Branch & Bound Algorithm [[2, Section 2.8, Version 12, April 27, 2009] and Adap-
tive Maximum Checking Algorithm [2, Section 3.3, Version 16, November 20, 2009] have
been established in [2] for quick determination of whether Pr{|6 — 6] > ¢ | 6} < 6 for
any # € O. A bisection search method was proposed in [2] to determine maximal ¢
such that Pr{|6 — 6| < ¢ | 6} > 1 — § for any § € ©. In a recent paper [9] devoted to the
estimation of the Bernoulli parameter p, Jesse Frey has followed the general method of
[2l304] for tuning the coverage probability. In particular, Jesse Frey re-discovered in [9,
Appendix: The Checking Algorithm] exactly the Adaptive Maximum Checking Algorithm
of [2] for determining whether the coverage probability associated with a given ( is
greater than 1 — ¢ forp € (0,1).

The second problem of estimating Bernoulli parameter p has been considered in [6]
as a special case of estimating the mean of a bounded random variable. Let v and ¢
be positive numbers. Let X; € [0,1], ¢ = 1,2, --- be i.i.d. random variables with
common mean g € (0, 1). Let n be the smallest integer such that >~ | X; > . It has
been established in [6] that Pr{|] — u| < eu} > 1— 4 provided that v > (13 /2

For estimating p with margin of relative error ¢ € (0, 1) and confidence parameter
6 € (0,1), Watanabe proposed in [14] to continue i.i.d. Bernoulli trials until A suc-
cesses occur and then take the final relative frequency p as an estimator for p, where
A> 3<1;{5) In 2. We will show (empirically) in this paper that our proposed method for
controlling relative error uses much smaller number of samples while maintaining com-
petitive accuracy and confidence as compared to the adaptive sampling scheme of [14].

3 The Proposed Adaptive Sampling Method

In this section we describe a new, adaptive sampling method. Let us define the function
U (z,0) which will be useful for defining our sampling scheme.
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zn? +(1-2)In;=% 2€(0,1), 6€(0, 1)
Jm@-o 2=0,0€(0,1)
%(0) =9 10 z=1,0¢€(0, 1)
oo 2e0, 1, 8¢ (0, 1)

Actually one can notice that the function % (z, ) equals —DL(z||0) for z,6 €
(0, 1), where DL(z[|y) = zIn § + (1 —z)In ;=7 is the KL-divergence of two Bernoulli
random variables with parameters  and y.

It is also not difficult to see that the function % (z, 0) satisfies Z (z, 0) = Z (1 —
z, 1—0).Itis known that DL(p+ x||p) is a convex function of x, and thus % (6 +¢, 6)
is a concave function of e. For simplicity of notations, define w(z) = — x| for
z €0, 1].

1_‘1
2 2

3.1 Our Sampling Scheme for Controlling Absolute Error

Let0 < e < 1,0 < § < 1. The sampling scheme proceeds as follows.

Algorithm 1.
Letn «— 0, X «— Oandp « 0.

In $

While n < % (w(®),
Do

begin

Draw a random sample Y according to the unknown distribution with parameter p.
LetX —X+Y, n—n+1landp « )rf

end

Output p and n.

2
w(p)+e)

It can be shown that the random sample size n at the termination of the sampling

process must satisfy ny = Lnl(“l(f)s)w <n<ns = F;ﬂ (as indicated in [2]). This
algorithm can be viewed as an adaptation from the second sampling scheme proposed
in Section 4.1.1 of [2, Version 20] by taking the coverage tuning parameter ¢ as ; and

the sample sizes at the various stages as consecutive integers between n; and ng.

Properties of the sampling method - Conjecture 1

Based on a heuristic argument and extensive computational experiment, we believe that
the following conjecture holds true: Pr{|p — p| < ¢} > 1 — ¢, where p is the relative
frequency when Algorithm 1 is terminated.

In the following Figures 1l and 2] using the recursive method proposed in [214], we
have obtained the coverage probabilities and average sample numbers as functions of
p for Algorithm 1 and the third stopping rule (with ( = 2.1 and consecutive sample
sizes) proposed in Section 4.1.1 of [2]] for e = 0.1, § = 0.05. It can be seen from the
green plot of Figure[Tlthat the above conjecture is indeed true for e = 0.1 and § = 0.05.
It is interesting to see that, for both stopping rules, the coverage probabilities are very
close to the nominal level 0.95 for p = 0.1 and 0.9. However, for 0.1 < p < 0.9, the
coverage probabilities of Algorithm 1 is significantly greater than that of the stopping
rule of [2]. As a consequence, the average sample number of Algorithm 1 is greater
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than that of the stopping rule of [2]. This is clearly seen in Figure 2l It should be noted
that the stopping rule of [2]] is the most efficient stopping rule so far obtained by the
computational method.

0.995 1

0.99 - —

0.985 — —

0.98 - .

Coverage probabilty

o.975 |- W r
0.97 1
0.965 — —

0.96 - \ 1

0.955 - { \‘ B

0.95
o

o.2 0.4 o.6 o.8 1
Binomial parameter p

Fig. 1. Exact computation of coverage probability. The green plot is for Algorithm 1. The blue
plot is for the stopping rule of [2].

Average Sample Number
o
(o]
T

0.2 0.4 o.6 o.8 1
Binomial parameter p

Fig. 2. Exact computation of average sample numbers. The green plot is for Algorithm 1. The
blue plot is for the stopping rule of [2].

We have conducted a preliminary theoretical analysis on the properties of our sam-
pling method and the following theorem summarizes the results for the case of absolute
error. The proof of the theorem is skipped here due to lack of space.

In g In g
+e, p+2¢) W ’ [JZ/ (p—e,p—2¢)
ability p to be estimated satisfies p < % — 2¢. Then with a probability of no less than
1 - g, Algorithm 1 will stop with n < nqg samples and produce p which satisfies
p < p+e. Similarly, if p > ; + 2¢, with a probability no less than 1 — g, the sampling
algorithm will stop with n < ng samples and produce P which satisfies p > p — ¢.

Theorem 1. Let ng = max{[ % (p 1}. Assume that the true prob-

To completely show the validity of the sampling method as outlined in Algorithm 1,
we need to show that the sampling will not stop too early (stopping too early means
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n < %(r_% ) Whenp < yandn < %(;ﬂé ) Whenp > 3) to assure (with high
confidence) good accuracy of the estimated parameter value. This turns out to be quite
difficult to prove, although in our simulation experiments the chances of early stopping
are apparently very small (much smaller than g).

However, we present some experimental results that show empirically our sampling
method generates estimates with high accuracy and confidence. We used Matlab for
the simulation experiment. In each experiment, a sequence of random samples is drawn
according to the pre-determined probability p and Algorithm 1 is used to estimate p
and decide (according to €, § and p) whether to stop the experiment. The experiment is
repeated 1000 times. Below we show histograms indicating the frequency of estimated
values and the number of random samples used in the experiments. We used ¢ = 6 =

0.1 in simulations shown here.

350

300 |-

250 |-

200 |-

o 0.05

Fig. 3. Histogram for the estimated p values (p = 0.2, ¢ = § = 0.1). The vertical line shows the
number of occurrences of the corresponding p values.
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400 -

350 |-

300 |-

250 |-

20 40 60 80

Fig. 4. Histogram for the random variable n, the number of samples needed in each trial (p = 0.2,
e=06=0.1)

To make sure that the results shown in these figures are not merely by luck, we
show below a table illustrating the results of 9 simulations with p = 0.1, 0.2, ..., 0.9,
€ = 0 = 0.1. Each simulation is a result of 1000 repeated experiments.
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p 01 02 03 04 05 06 07 08 09
Pr{{p—p|>}0  0.02 0.0090.0130.0150.0110.016 0.014 0

P max 0.19 0.3120.447 0.553 0.644 0.731 0.838 1.000 1.000
P min 0.00 0.00 0.1550.290 0.361 0.477 0.580 0.671 0.820
P mean 0.091 0.195 0.298 0.399 0.501 0.600 0.702 0.802 0.908
n max 115 141 150 150 150 150 150 143 111
n min 30 30 103 138 146 134 103 30 30
n mean 77 115 138 148 149 148 138 115 78

From the experimental data, it seems that the expected value for the random variable

. In $ ..
n is around for p < !, and it is around ,Z/(pll"; o) forp > ; This is reason-

In g
% (p, pte)
able if the p generated by the sampling algorithm is around the true probability p. And
indeed we can see from the above table that the mean value of P is very close to the true

parameter value p.

3.2 Our Sampling Scheme for Controlling Relative Error

Given 0 < e < 1,0 < 4 < 1, the sampling proceeds as follows.

Algorithm 2.
Letn < 0, X «— Oandp « 0.

g~ In§

Whilep =00rn < %, )

Do

begin

Draw a random sample Y according to the unknown distribution with parameter p.
LetX —X+Y, n—n+1landp « if

end

Output p and n.

Actually, Algorithm 2 was inspired by the multistage sampling scheme proposed
in [2, Theorem 23, Version 20], which can be described as “continue sampling until
U, ) < "M% at some stage with index ¢ and then take the final relative fre-
quency as the estimator for p”, where n, and p, are respectively the sample size and
the relative frequency at the ¢-th stage, and J, is dependent on £ such that §, = § for ¢

no greater than some pre-specified integer 7 and that 6, = 627 ¢ for ¢ greater than 7.

Properties of Algorithm 2 - Conjecture 2

Based on a heuristic argument and extensive computational experiment, we believe that
the following conjecture holds true: Pr {|p — p| < ep} > 1 — 4, where p is the relative
frequency when the sampling of Algorithm 2 is terminated.

ln‘s
}and Ny = [%(p(l o) - E))] One

can show that if Algorithm 2 terminates with N; < n < N,, then \p pp | § €. As of
now we have the following result:

Let N1 = max{[ 4,0 %) 1 T or o), ]
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Theorem 2. With a probability no less than 1 — g, Algorithm 2 will stop with n < Ny
and produce p > p(1 —¢).

We would desire to show that the Algorithm will stop between N7 and N, steps with
high probability. What remains to be proven is that with high probability, the algorithm
will NOT stop too early and produce an estimate p which is bigger than p(1+¢). Similar
to the absolute-error case, this is not so easy to prove. However, we will show empirical
results to support the conjecture that the algorithm indeed will stop after Ny steps (most
of the time). Moreover we will show simulation results comparing our method and the
adaptive sampling method in [14]].

In the following table we show the simulation results using p = 0.1,0.2,...,0.7 and
we fixed ¢ = 0.2 and 6 = 0.1 in these simulations. The columns labeled as "CC" are
results of using Algorithm 2, whereas the columns labeled as "Wata" are results of the
method of Watanabe in [14]]. As in the absolute error case, each simulation is a result of
1000 repeated experiments.

D 0.1 0.2 0.3 0.4 0.5 0.6 0.7

CC Wata CC Wata CC Wata CC Wata CC Wata CC Wata CC Wata
Pr 0.014 0.001 0.006 0 0.004 0.001 0.006 0 0.009 0 0.010 0 0.014 0
pmax 0.129 0.119 0.250 0.237 0.385 0.363 0.515 0.465 0.664 0.595 0.822 0.676 0.968 0.792
pmin 0.075 0.075 0.161 0.168 0.248 0.248 0.321 0.345 0.407 0.429 0.498 0.528 0.558 0.620
p mean 0.101 0.101 0.201 0.200 0.302 0.299 0.401 0.399 0.503 0.499 0.604 0.600 0.708 0.699
n max 2248 2248 1017 1125 605 750 427 563 302 451 215 376 174 522
nmin 1321 1897 595 850 327 620 204 484 119 378 62 333 31 284
nmean 1743 2189 788 1099 470 735 311 552 213 442 150 369 102 317

4 Conclusions and Future Work

In this paper we present a new, adaptive sampling technique for estimating the mean of
arandom Bernoulli variable. We define termination conditions for controlling the abso-
lute and relative errors. Preliminary theoretical analysis results about the proposed sam-
pling method are also outlined. We also present empirical simulation results indicating
that our method often uses significantly lower sample size while maintaining competi-
tive estimation accuracy and confidence compared with most existing approaches such
as that of [14].

The theoretical analysis presented in this paper show that with high probability the
new sampling method will stop without using excessive number of samples and pro-
ducing an estimate with low one-sided error. What remains to be proven is that the
proposed method will, with high probability, stop with sufficient number of samples so
that the estimate produced will have low error on two-sides. This conjecture appears to
be supported by the empirical studies, but a theoretical result will be better. We strongly
believe that our method should be sound in providing a rigorous guarantee that the
estimation results under our scheme have desired accuracy and confidence. Another di-
rection to pursue is to explore the use of the new sampling method in various machine
learning tasks. For example, it is worthwhile to see the application of our sampling
method to the boosting problem as done in [[7].
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Abstract. In the paper we present a new evolutionary algorithm for
induction of regression trees. In contrast to the typical top-down ap-
proaches it globally searches for the best tree structure, tests at internal
nodes and models at the leaves. The general structure of proposed solu-
tion follows a framework of evolutionary algorithms with an unstructured
population and a generational selection. Specialized genetic operators ef-
ficiently evolve regression trees with multivariate linear models. Bayesian
information criterion as a fitness function mitigate the over-fitting prob-
lem. The preliminary experimental validation is promising as the result-
ing trees are less complex with at least comparable performance to the
classical top-down counterpart.

Keywords: model trees, evolutionary algorithms, multivariate linear re-
gression, BIC.

1 Introduction

The most common predictive tasks in data mining applications are classification
and regression [5]. One of the most widely used prediction techniques are decision
trees [19]. Regression and model trees may be considered as a variant of decision
trees, designed to approximate real-valued functions instead of being used for
classification tasks. Main difference between a typical regression tree and a model
tree is that, for the latter, terminal node is replaced by a regression plane instead
of a constant value. Those tree-based approaches are now popular alternatives
to classical statistical techniques like standard regression or logistic regression.
In this paper we want to investigate a global approach to model tree induction
based on a specialized evolutionary algorithm. This solution extends our previous
research on evolutionary classification and regression trees which showed that a
global induction could be more adequate in certain situations. Our work covers
the induction of univariate trees with multivariate linear models at the leaves.

1.1 Global Versus Local Induction
Linear regression is a global model in which the single predictive function holds

over the entire data-space [9]. However many regression problems cannot be

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 2301-239.]2011.
© Springer-Verlag Berlin Heidelberg 2011
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solved by a single regression model especially when the data has many attributes
which interact in a complicated ways. Recursively partitioning the data and fit-
ting local models to the smaller regions, where the interactions are more simple,
is a good alternative to complicated, nonlinear regression approaches. The re-
cursive partitioning [I6] may be realized by top-down induced regression trees.
Starting from the root node they search for the locally optimal split (test) ac-
cording to the given optimality measure and then the training data is redirected
to newly created nodes. This procedure is recursively repeated until the stopping
criteria are met and in each of the terminal node called leaf, a locally optimal
model is built for each region. Finally, the post-pruning is applied to improve
the generalization power of the predictive model. Such a technique is fast and
generally efficient in many practical problem, but obviously does not guarantee
the globally optimal solution. Due to the greedy nature, algorithms may not
generate the smallest possible number of rules for a given problem [I7] and a
large number of rules results in decreased comprehensibility. Therefore, in cer-
tain situations more global approach could lead to improvement in prediction
and size of the resulting models.

1.2 Related Work

The CART system [2] is one of most known top-down induced prediction tree.
The CART algorithm finds a split that minimizes the Residual Sum of Squares
(RSS) of the model when predicting. Next, it builds a piecewise constant model
with each terminal node fitted by the training sample mean. The CART algo-
rithm was later improved by replacing single predicted values in the leaves by
more advanced models like in SECRET [4] or RT [21]. The most popular system
which induce top-down model tree is M5 [23]. Like CART, it builds tree-based
models but, whereas regression trees have values at their leaves, the tree con-
structed by M5 can have multivariate linear models analogous to piecewise linear
functions.

One of the first attempts to optimize the overall RSS was presented in RETRIS
[8] model tree. Algorithm simultaneously optimized the split and the models at
the terminal nodes to minimize the global RSS. However RETRIS is not scalable
and does not support larger datasets because of the huge complexity [I7]. More
recent solution called SMOTI [14] allows regression models to exist not only in
leaves but also in the upper parts of the tree. Authors claim that this allows for
individual predictors to have both global and local effects on the model tree.

Our previously performed research showed that evolutionary inducers are ca-
pable to efficiently induce various types of classification trees: univariate [10],
oblique [I1] and mixed [I2]. In our last papers we applied a similar approach
to obtain accurate and compact regression trees [13] and we did preliminary ex-
periments with the model trees that have simple linear regression models at the
leaves [3].

Proposed solution denoted as GMT improved our previous work: starting with
more heterogenous population, additional genetic operators and a new fitness
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function based on Bayesian information criterion (BIC) [20]. The models at the
leaves were extended from simple linear to multivariate linear regression models.

2 An Evolutionary Induction of Model Trees

Structure of the proposed solution follows a typical framework of evolutionary
algorithms [I5] with an unstructured population and a generational selection.

2.1 Representation

Model trees are represented in their actual form as typical univariate trees, simi-
larly as in our previous work [3]. Each test in a non-terminal node concerns only
one attribute (nominal or continuous valued). In case of a continuous-valued
feature typical inequality tests are applied. As for potential splits only the pre-
calculated candidate thresholds are considered. A candidate threshold for the
given attribute is defined as a midpoint between such a successive pair of exam-
ples in the sequence sorted by the increasing value of the attribute, in which the
examples are characterized by different predicted values. Such a solution signif-
icantly limits the number of possible splits. For a nominal attribute at least one
value is associated with each branch. It means that an inner disjunction is built
into the induction algorithm.

At each leaf a multivariate linear model is constructed using standard regres-
sion technique [I8] with cases and feature vectors associated with that node. A
dependent variable y is now explained not by single variable like in [3] but a
linear combination of multiple independent variables x1, xa, ..., xp:

y:ﬁ0+ﬁ1*l‘1+ﬁ2*l‘2—|—...—|—ﬁp*mp (1)

where p is the number of independent variables, x; are independent variables, 3;
are fixed coefficients that minimizes the sum of squared residuals of the model.
Additionally, in every node information about learning vectors associated with
the node is stored. This enables the algorithm to perform more efficiently local
structure and tests modifications during applications of genetic operators.

2.2 Initialization

The initial tree construction is similar to the typical approaches like CART and
Mb5. At first, we construct a standard regression tree with local means of depen-
dent variable values from training objects in every leaf. Initial individuals are
created by applying the classical top-down algorithm. The recursive partitioning
is finished when all training objects in node are characterized by the same pre-
dicted value (or it varies only slightly [23]) or the number of objects in a node
is lower than the predefined value (default value: 5). Additionally, user can set
the maximum tree depth (default value: 10). Next, a multivariate linear model
is built at each terminal node.
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An appropriate trade off between a degree of heterogeneity and a computation
time is obtained by various data-driven manners for selecting attributes and
choosing search strategies in non-terminal nodes:

— initial individuals are induced from randomly chosen subsamples of the orig-
inal training data (10% of data, but not more than 500 examples);

— each individual searches splitting tests from randomly chosen subsamples of
the attribute set (50% of attributes);

— one of three test search strategies in non-terminal nodes is applied [3]:

e Least Squares (LS) reduction,

o Least Absolute Deviation (LAD) reduction,

e dipolar, where a dipol (a pair of feature vectors) is selected and then a
test is constructed which splits this dipole. Selection of the dipole is ran-
domized but longer (with bigger difference between dependent variable
values) dipoles are preferred and mechanism similar to the ranking linear
selection [15] is applied.

2.3 Genetic Operators

Like in our previous papers [3][13] we have applied two specialized genetic op-
erators corresponding to the classical mutation and cross-over. Both operators
affect the tree structure, tests in non-terminal nodes and models at leaves. After
each evolutionary iteration it is usually necessary to relocate learning vectors
between parts of the tree rooted in the altered node. This can cause that certain
parts of the tree does not contain any learning vectors and has to be pruned.

Cross-over. Cross-over solution starts with selecting positions in two affected
individuals. In each of two trees one node is chosen randomly. We have proposed
three variants of recombination:

— subtrees starting in the selected nodes are exchanged,

— tests associated with the nodes are exchanged (only when non-terminal nodes
are chosen and the number of outcomes are equal),

— branches which start from the selected nodes are exchanged in random order
(only when non-terminal nodes are chosen and the number of outcomes are
equal).

Mutation. Mutation solution starts with randomly choosing the type of node
(equal probability to select leaf or internal node). Next, the ranked list of nodes
of the selected type is created and a mechanism analogous to ranking linear
selection [I5] is applied to decide which node will be affected. Depending on the
type of node, ranking take into account:

— absolute error - worse in terms of accuracy leaves and internal nodes are
mutated with higher probability (homogenous leaves are not included),
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— location (level) of the internal node in the tree - it is evident that modification
of the test in the root node affects whole tree and has a great impact, whereas
mutation of an internal node in lower parts of the tree has only a local impact.
Therefore, internal nodes in lower parts of the tree are mutated with higher
probability.

We have proposed new mutation operators for internal node:

— tests between father and son exchanged,

— symmetric mutation between sub-trees,

— test in node changed by: new random one or new dipolar (described in section
2.2),

— shifting the splitting threshold (continuous-valued feature) or re-grouping
feature values (nominal features),

— node can be transformed (pruned) into a leaf,

and for the leaves:

— transform leaf into an internal node with a new dipolar test,

— extend linear model by adding new randomly chosen attribute,
simplify linear model by removing the randomly chosen attribute,
— change linear model attributes with random ones,

delete from linear model the least important attribute.

After performed mutation in internal nodes the models in corresponding leaves
are not recalculated because adequate linear models can be found while per-
forming the mutations at the leaves. Modifying and recalculating leaf model
makes sense only if it contains objects with different dependent variable values
or different independent variables that build the linear model.

2.4 Selection and Termination Condition

Evolution terminates when the fitness of the best individual in the population
does not improve during the fixed number of generations. In case of a slow
convergence, maximum number of generations is also specified, which allows us
to limit computation time.

Ranking linear selection [I5] is applied as a selection mechanism. Additionally,
in each iteration, single individual with the highest value of fitness function in
current population in copied to the next one (elitist strategy).

2.5 Fitness Function

A fitness function drives evolutionary search process and therefore is one of the
most important and sensitive component of the algorithm. Direct minimization
of the prediction error measured on the learning set usually leads to the over-
fitting problem. In a typical top-down induction of decision trees, this problem
is partially mitigated by defining a stopping condition and by applying a post-
pruning.
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In our previous works [3] we used Akaike’s information criterion (AIC) [I] as
the fitness function. Performed experiments suggested that penalty for increasing
model size should depend on the number of observations in the data. Therefore
we have replaced AIC with the Bayesian information criterion (BIC) [20] that is
given by:

Fitgre(T) = =2 xIn(L(T)) + In(n) x k(T) (2)

where L(T) is the maximum of the likelihood function of the tree T, k(T) is
the number of model parameters and n is the number of observations. The
log(likelihood) function L(T') is typical for regression models [7] and can be
expressed as:

In(L(T)) = —0.5n  [In(27) 4+ In(SSe(T)/n) + 1] (3)

where SS.(T) is the sum of squared residuals of the tree T. The term 2 % k(T)
can also be viewed as a penalty for over-parametrization and has to include not
only the tree size but also the number of attributes that build models at the
leaves. The number of independent parameters k(7') in the complexity penalty
term is equal 2 x (Q(T') + M(T)) where Q(T) is the number of nodes in model
tree T and M(T) is the sum of all attributes in the linear models at the leaves.

3 Experimental Validation

In this section, we study the predictive accuracy and size of the proposed ap-
proach (denoted as GMT) to other methods. Validation was performed on syn-
thetical and real-life datasets. Since our algorithm induces model trees we have
compared it against the popular M5 [23] counterpart. The M5 algorithm has
the same tree structure: univariate splits and multivariate linear models at the
leaves, as the GMT. The most important difference between both solution is
the tree construction where the M5 is a traditional greedy top-down inducer
and the GMT approach searches for optimal trees in a global manner by using
an evolutionary algorithm. We also included results obtained by the REPTree
which is another classical top-down inducer. REPTree builds a regression tree us-
ing variance and prunes it using reduced-error pruning (with backfitting). Both
comparative algorithms are run using the implementations in WEKA [6], soft-
ware that is publicly available.

Each tested algorithm run with default values of parameters through all
datasets. All presented results correspond to averages of 20 runs and were ob-
tained by using test sets (when available) or by 10-fold cross-validation. Root
mean squared error (RMSE) is given as the error measure of the algorithms. The
number of nodes is given as a complexity measure (size) of regression and model
trees.

3.1 Synthetical Datasets

In the first group of experiments, two simple artificially generated datasets
with analytically defined decision borders are analyzed. Both datasets contain a
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Fig. 1. Examples of artificial datasets (split plane - left, armchair3 - right)

feature that is linearly dependent with one of two independent features. One
thousand observations for each dataset were divided into a training set (33.3%
of observations) and testing set (66.7%).

The artificial dataset split plane that is illustrated in the Fig.[dlcan be perfectly
predictable with regression lines on subsets of the data resulting from a single
partition. The equation is:

(« m)— 0.2 % xo T < —2 (4>
YL P2) =095 % 21 + 0.2 29 + 0.5 x> —2

The test in the root node for both greedy top-down inducers is not optimal.
M5 approach minimizes the combined standard deviation of both partitions of
each subset and sets first split at threshold z; = —1.18. REPTree is using the
CART approach, partitions this dataset at 7 = —0.44 minimizing the RSS and
has size equal 88. GMT partitions the data at threshold x; = —2.00 because
it is able to search globally for the best solution. This simple artificial problem
illustrates general advantage of the global search solution to greedy algorithms.
The induced GMT and MJ trees are illustrated in Figure [2] and the Table [
presents the generated multivariate linear models at the leaves.

N
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Fig. 2. Examples of model trees for split plane (GMT - left, M5 - right)
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Table 1. Generated multivariate linear models for GMT and M5

GMT  LM: y(x1,22) =025 x 1 + 0.2 x x2 + 0.5
LM;s: y(x1,22) =0.2%x2+ 0.5

M5 LMy y(x1,22) = 0.1865 * x2 + 0.0052
LMys: y(x1,22) =025 %21 + 0.2 %« z2 + 0.5
LMs: y(z1,z2) = 0.1936 * z2 + 0.0079
LMy: y(x1,22) =025 x 1 + 0.2 x 22 + 0.5
LMs: y(x1,22) =025 %21 + 0.2 % z2 + 0.5

Illustrated in the Fig. [l dataset Armchair3 is more complex than split plane.
Many traditional approaches will fail to efficiently split the data as the greedy
inducers search only for a locally optimal solutions. The equation is:

10xx1 —1.5%x29 — 5 <1
) —10*z; —19*%20+45 1 >4
y(1,22) = 0521 —25%x0+15 x9<3;1<21 <4 (5)
0.5%x1 +10%x 29 — 35 ro >3 1<x <4

Similarly to previous experiment, GMT managed to find the best split at x; =
1.00 and induced optimal model tree. M5 to build the tree needed 18 rules at
the leaves and the first split threshold was set at 1 = 3.73. REPTree using the
CART approach has the first data partition at threshold z; = 4.42 and has a
tree size equal 87.

3.2 Real-Life Datasets

Second group of experiments include several real-life datasets from UCI Machine
Learning Repository [22]. Application of the GMT to the larger datasets showed
that in contrast to RETRIS [§] our method scales well. In the proposed solution
the smoothing function is not yet introduced therefore for more honest com-
parison we present the results of the unsmoothed M5 and smoothed M5 smot.
algorithm. The REPTree which is another classical top-down inducer build only
regression trees and therefore has lower predictive accuracy. Table 2] presents
characteristics of investigated datasets and obtained results.

It can be observed that on the real-life datasets the GMT managed to induce
significantly smaller trees, similarly to the results on artificial data. Additionally,
even without smoothing process that improves the prediction accuracy of tree-
based models [23], GMT has at least comparable performance to smoothed M5
and on two out of six datasets (Elevators and Kinemaics) is significantly better.
The percentage deviation of RMSE for GMT on all datasets was under 0.5%.
As for the REPTree we may observe that the regression tree is no match for
both model trees. Higher model comprehensibility of the REPTree thanks to
simplified models at leaves is also doubtful because of the large tree size.

As with evolutionary data-mining systems, the proposed approach is more
time consuming than the classical top-down inducers. However, experiments per-
formed with typical desktop machine (Dual-Core CPU 1.66GHz with 2GB RAM)
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Table 2. Characteristics of the real-life datasets (number of objects/number of numeric
features/number of nominal features) and obtained results

GMT M5 M5 smot. REPTree
Dataset Properties RMSE size RMSE size RMSE size RMSE size
Abalone 4177/7/1 2.150 3.8 2.134 12 2.130 12 2358 201
Ailerons 13750/40/0 0.000165 4.2 0.000164 5.0 0.000164 5.0 0.000203 553

Delta Ailerons 7129/5/0 0.000164 9.5 0.000167 22 0.000165 22 0.000175 291
Delta Elevators 9517/6/0 0.001424 3.1 0.001427 8.0 0.001426 8.0 0.00150 319
Elevators 16599/18/0 0.002448 14 0.002702 45 0.002670 45 0.003984 503
Kinemaics 8192/8/0 0.1457 24 0.1654 106 0.1600 106 0.1906 819

showed that the calculation time even for the largest datasets are acceptable
(from 5 minutes for the Abalone to around 2 hours for the Ailerons).

4 Conclusion

This paper presents a new global approach to the model tree learning. In con-
trast to classical top-down inducers, where locally optimal tests are sequentially
chosen, in GMT the tree structure, tests in internal nodes and models at the
leaves are searched in the same time by specialized evolutionary algorithm. This
way the inducer is able to avoid local optima and to generate better predictive
model. Even preliminary experimental results show that the globally evolved re-
gression models are competitive compared to the top-down based counterparts,
especially in the term of tree size.

Proposed approach is constantly improved. Further research to determine
more appropriate value of complexity penalty term in the BIC criterion is ad-
vised and other commonly used measures should be considered. Currently we
are working on a smoothing process that will improve prediction accuracy. On
the other hand, we plan to introduce oblique tests in the non-terminal nodes and
more advance models at the leaves.
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Abstract. This paper tackles the problem of relational sequence learn-
ing selecting relevant features elicited from a set of labelled sequences.
Each relational sequence is firstly mapped into a feature vector using the
result of a feature construction method. The second step finds an opti-
mal subset of the constructed features that leads to high classification
accuracy, by adopting a wrapper approach that uses a stochastic local
search algorithm embedding a Bayes classifier. The performance of the
proposed method on a real-world dataset shows an improvement com-
pared to other sequential statistical relational methods, such as Logical
Hidden Markov Models and relational Conditional Random Fields.

1 Introduction

Sequential data may be found in many contexts of everyday life, and in many
computer science applications such as video understanding, planning, computa-
tional biology, user modelling and speech recognition. Different methodologies
have been proposed to face the problem of sequential learning. Some environ-
ments involve very complex components and features, and hence classical existing
approaches have been extended to the case of relational sequences [1] to exploit
a more powerful representation formalism. Sequential learning techniques may
be classified according to the language they adopt to describe sequences. On the
one hand there are methods adopting a propositional language, such as Hidden
Markov Models (HMMs), allowing both a simple model representation and an
efficient algorithm; on the other hand (Sequential) Statistical Relational Learn-
ing (SRL) [2] techniques, such as Logical Hidden Markov Models (LoHMMs) |3]
and relational Conditional Random Fields [4, 5] are able to elegantly handle
complex and structured descriptions for which a flat representation could make
the problem intractable to propositional techniques. The goal of this paper is to
propose a new probabilistic method for relational sequence learning [1/].

A way to tackle the task of inferring discriminant functions in relational learn-
ing is to reformulate the problem into an attribute-value form and then apply a
propositional learner |6]. The reformulation process may be obtained adopting
a feature construction method, such as mining frequent patterns that can then
be successfully used as new Boolean features [7-9]. Since, the effectiveness of
learning algorithms strongly depends on the used features, a feature selection
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task is very desirable. The aim of feature selection is to find an optimal subset
of the input features leading to high classification performance, or, more gen-
erally, to carry out the classification task optimally. However, the search for a
variable subset is a NP-hard problem. Therefore, the optimal solution cannot be
guaranteed to be reached except when performing an exhaustive search in the
solution space. Using stochastic local search procedures [10] allows one to obtain
good solutions without having to explore the whole solution space.

In this paper we propose an algorithm for relational sequence learning, named
LyanL that works in two phases. In the first phase it adopts a feature construc-
tion approach that provides a set of probabilistic features. In the second step,
Lynx adopts a wrapper feature selection approach, that uses a stochastic local
search procedure, embedding a naive Bayes classifier to select an optimal subset
of the features constructed in the previous phase. In particular, the optimal sub-
set is searched using a Greedy Randomised Search Procedure (GRASP) [11] and
the search is guided by the predictive power of the selected subset computed us-
ing a naive Bayes approach. The focus of this paper is on combining probabilistic
feature construction and feature selection for relational sequence learning.

Related works may be divided into two categories. The former includes works
belonging to the Inductive Logic Programming (ILP) [12] area, that reformulate
the initial relational problem into an attribute-value form, by using frequent
patterns as new Boolean features, and then applying propositional learners. The
latter category includes all the systems purposely designed to tackle the problem
of relational sequence analysis falling into the more specific SRL area where
probabilistic models are combined with relational learning.

This work may be related to that in [9], where the authors presented one of
the first ILP feature construction methods. They firstly build a set of features
adopting a declarative language to constrain the search space and find discrimi-
nant features. Then, these features are used to learn a classification model with
a propositional learner. In [13] are presented a logic language for mining se-
quences of logical atoms and an inductive algorithm, that combines principles of
the level-wise search algorithm with the version space in order to find all patterns
that satisfy a given constraint. These ILP works, however, take into account the
feature construction problem only. In this paper, on the other hand, we want to
optimise the predictive accuracy of a probabilistic model built on an optimal set
of the constructed features.

More similar to our approach are sequential statistical relational techniques
that combine a probabilistic model with a relational description belonging to the
SRL area, such as Logical Hidden Markov Models (LoHMMSs) |3] and relational
Conditional Random Fields |4] that are purposely designed for relational se-
quence learning. In [3] the authors proposed an algorithm for selecting LoHMMs
from logical sequences. The proposed logical extension of HMMs overcomes their
weakness on flat symbols by handling sequences of structured symbols by means
of a probabilistic ILP framework. In [14] the authors presented a method to com-
pute the gradient of the likelihood with respect to the parameters of a LoHMM.

! Lynx is public available at http://www.di.uniba.it/~ndm/lynx/
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They overcome the predictive accuracy of the generative model of LoHMMs us-
ing a Fisher Kernel. Finally, in [4] an extension of Conditional Random Fields
(CRFSs) to logical sequences has been proposed. CRFs are undirected graphical
models that, instead of learning a generative model as in HMMs, learn a dis-
criminative model designed to handle non-independent input features. In [4], the
authors lifted CRFs to the relational case representing the potential functions
as a sum of relational regression trees.

2 Lynx: A Relational Pattern-Based Classifier

This section firstly briefly reports the framework for mining relational sequences
introduced in |15] and used in Lynx due to its general logic formalism. Over that
framework Lynx implements a probabilistic pattern-based classifier. After intro-
ducing the representation language, the Lynx system will be presented, along
with its feature construction capability, the adopted pattern-based classification
model, and the feature selection approach.

As a representation language we used first-order logic.A first-order alphabet
consists of a set of constants, a set of variables, a set of function symbols, and a
non-empty set of predicate symbols. Both function symbols and predicate symbols
have a natural number (its arity) assigned to it. A term is a constant symbol, a
variable symbol, or an n-ary function symbol f applied to n terms ¢1,%o, ..., ty,.
An atom p(t1,...,t,) is a predicate symbol p of arity n applied to n terms ¢;.
Both [ and its negation [ are said to be (resp., positive and negative) literals
whenever [ is an atom. Literals and terms are said to be ground whenever they
do not contain variables. A substitution 0 is defined as a set of bindings {X; «—
ai, ..., Xpn < an} where X;,1 <14 < n are variables and a;,1 < i < n are terms.
A substitution 6 is applied to an expression e, obtaining the expression (ef), by
replacing all variables X; with their corresponding term a.

Lynx adopts the relational framework, and the corresponding pattern mining
algorithm, reported in [15], that here we briefly recall. Considering a sequence as
an ordered succession of events, fluents have been used to indicate that an atom
is true for a given event. A multi-dimensional relational sequence may be defined
as a set of atoms, concerning n dimensions, where each event may be related to
another event by means of the <; operators, 1 < i < n. In order to represent
multi-dimensional relational patterns, the following dimensional operators have
been introduced. Given a set D of dimensions, Vi € D: <; indicates the direct
successor on the dimension 4; <I; encodes the transitive closure of <;; and OF
calculates the n-th direct successor. Hence, a multi-dimensional relational pattern
may be defined as a set of atoms, regarding n dimensions, in which there are
non-dimensional atoms and each event may be related to another event by means
of the operators <;, <; and F, 1 <14 < n. In order to compute the frequency
of a pattern over a sequence it is important to define the concept of sequence
subsumption. Given X = BU U, where U is the set of atoms in a sequence S,
and B is a background knowledge. A pattern P subsumes a sequence S (P C S),
iff there exists an SLDgr-deduction of P from Y. An SLDoi-deduction is an
SLD-deduction under Object Identity [16].
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2.1 Feature Construction via Pattern Mining

The first step of Lynx carries out a feature construction process by mining fre-
quent patterns from sequences with an approach similar to that reported in [9].
The algorithm for frequent multi-dimensional relational pattern mining is based
on the same idea as the generic level-wise search method, known in data mining
from the Apriori algorithm [17]. The level-wise algorithm performs a breadth-first
search in the lattice of patterns ordered by a specialization relation <. Genera-
tion of the frequent patterns is based on a top-down approach. The algorithm
starts with the most general patterns. Then, at each step it tries to specialise all
the candidate frequent patterns, discarding the non-frequent patterns and stor-
ing those whose length is equal to the user specified input parameter maxsize.
For each new refined pattern, semantically equivalent patterns are detected, by
using the Opr-subsumption relation |16], and discarded. In the specialization
phase the specialization operator, basically, adds atoms to the pattern.

The algorithm uses a background knowledge B containing the sequences and a
set of constraints, similar to that defined in SeqLog [13], that must be satisfied by
the generated patterns. In particular, some of the constraints in B are (see |15]
for more details): maxsize (M), maximal pattern length; minfreq(m), the fre-
quency of the patterns must be greater than m; type(p) and mode(p), denote,
respectively, the type and the input/output mode of the predicate’s arguments

p, used to specify a language bias; negconstraint ([p1, po,...,pn]) specifies a
constraint that the patterns must not fulfil; posconstraint ([p1,pa,...,pnl)
specifies a constraint that the patterns must fulfil; atmostone ([p1, pa, ..., pnl)

discards all the patterns that make true more than one predicate among pi,
D2, . ., Dn; key ([p1,pa, ..., pn]) specifies that each pattern must have one of the
predicates p1,ps, ... pn as a starting literal.

Given a set of relational sequences D defined over a set of classes C, the
frequency of a pattern p, freq(p, D), corresponds to the number of sequences
s € D such that p subsumes s. The support of a pattern p with respect to a class
¢ € C, supp.(p, D) corresponds to the number of sequences s € D whose class
label is c. Finally, the confidence of a pattern p with respect to a class ¢ € C' is
defined as conf.(p, D) = supp..(p, D)/freq(p, D).

The refinement of patterns is obtained by using a refinement operator p that
maps each pattern to a set of its specializations, i.e. p(p) C {p'|p =< p’'} where
p =< p/ means that p is more general than p’ or that p subsumes p’. For each
specialization level, before starting the next refinement step, Lynx records all
the obtained patterns. Hence, it might happen that the final set includes a
pattern p that subsumes many other patterns in the same set. However, the
subsumed patterns may have a different support, contributing in different way
to the classification model.

2.2 Pattern-Based Classification

After identifying the set of frequent patterns, the next question is how to use
them as features in order to correctly classify unseen sequences. Let X be the
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input space of relational sequences, and Y = {1,2,...,Q} denote the finite set
of possible class labels. Given a training set D = {(X;,Y;)|1 < i < m}, where
X; € X is a single relational sequence and Y; € ) is the label associated to X,
the goal is to learn a function h : X — Y from D that predicts the label for
each unseen instance. Let P, with |P| = d, be the set of constructed features
obtained in the first step of the Lynx system (the patterns mined from D), as
reported in Section 2.1l For each sequence X; € X we can build a d-component
vector-valued x = (1,22, ..., 2q) random variable where each z; € x is 1 if the
pattern p; € P subsumes sequence Xy, and 0 otherwise, for each 1 <i < d.

Using the Bayes’ theorem, if p(Y) describes the prior probability of class Y7,
then the posterior probability p(Y;|x) can be computed from p(x|Y;) as

Y;)p(Y;
Zz 1 P(x[Y5)p(Y7)
Given a set of discriminant functions g;(x), 7 =1,...,Q, a classifier is said to as-

sign the vector x to class Yj if g;(x) > g;(x) for all j # i. Taking g;(x) = P(Yi|x),
the maximum discriminant function corresponds to the mazimum a posteriori
(MAP) probability. For minimum error rate classification, the following discrim-
inant function will be used

9:(x) = Inp(x[Y;) + In P(¥;). 1)

We are considering a multi-class classification problem involving discrete fea-
tures. In this problem the components of vector x are binary-valued and condi-
tionally independent. In particular, let the component of vector x = (z1, ..., zq)
be binary valued (0 or 1). We define

pij = Prob(z; = 1\Y)

with the components of x being statistically independent for all x; € x. In
this model each feature z; gives a yes/no answer about pattern p;. However,
if pix > pi+ we expect the i-th pattern to subsume a sequence more frequently
when its class is Y than when it is Y;. The factors p;; can be estimated by
frequency counts on the training examples, as p;; = supporty, (pi). In this way,
the constructed features p; may be viewed as probabilistic features expressing
the relevance for pattern p; in determining classification Yj.

By assuming conditional independence we can write P(x|Y;) as a product
of the probabilities of the components of x. Given this assumption, a particu-
larly convenient way of writing the class-conditional probabilities is as follows:
P(x|Y;) = H?Zl (pij)® (1—pi;)t =% Hence, Eq.Dyields the discriminant function

Pij
| Y | il 1 i | Y 2
g;(x) = Inp(x[Y}) + Inp(Y; E T nl—pz‘g+;1n —pij) +Inp(Y;). (2)

The factor corresponding to the prior probability for class Y; can be estimated
from the training set as p(Y;) = H(X’Y)ell)DSl‘t' Y=Yi} ,1 <4 < Q. The minimum
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probability of error is achieved by the following decision rule: decide Yy, 1 <
E<Q,if V5,1 <j<QAj#Ek:ge(x)> gj(x), where g;(-) is defined as in
Eq. Bl Note that this discriminant function is linear in z;, and thus we can write
g;(x) = Zd 1 ;x; + Bo, where a; = In(p;;/(1 — pij)), and Gy = Z?=1 In(1 —
pij) +1np(Y;). The magnitude of the weight o; in g;(x) indicates the relevance
of a subsumption for pattern p; in determining classification Y;. This is the
probabilistic characteristic of the features obtained in the feature construction
phase, as opposed to the classical Boolean feature approach.

2.3 Feature Selection with Stochastic Local Search

After having constructed a set of features, and presented a method to use those
features to classify unseen sequences, now the problem is how to find a subset of
these features that optimises prediction accuracy. The optimization problem of
selecting a subset of features (patterns) with a superior classification performance
may be formulated as follows. Let P be the constructed original set of patterns,

and let f : 2/Pl — R be a function scoring a selected subset X C P. The problem
of feature selection is to find a subset X C P such that f(X ) = maxzcp f(Z).

An exhaustive approach to this problem would require examining all 217! possible
subsets of the feature set P, making it impractical for even small values of |P].
The use of a stochastic local search procedure [10] allows to obtain good solutions
without having to explore the whole solution space.

Given a subset P C P, for each sequence X; € X we let the classifier find
the MAP h