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Preface

This volume contains the papers selected for presentation at the 19th Interna-
tional Symposium on Methodologies for Intelligent Systems—ISMIS 2011, held
in Warsaw, Poland, June 28-30, 2011. The symposium was organized by the
Institute of Computer Science at Warsaw University of Technology. ISMIS is a
conference series that started in 1986. Held twice every three years, ISMIS pro-
vides an international forum for exchanging scientific, research, and technological
achievements in building intelligent systems.

The following major areas were selected for ISMIS 2011: theory and ap-
plications of rough sets and fuzzy sets, knowledge discovery and data mining,
social networks, multi-agent systems, machine learning, mining in databases and
warehouses, text mining, theoretical issues and applications of intelligent Web,
applications of intelligent systems, inter alia in sound processing, biology and
medicine.

Out of 131 submissions, 71 contributed papers were accepted for publica-
tion by the international Program Committee with help of additional external
referees. Every paper was assigned to three reviewers. Initially, some of these
papers were conditionally approved subject to revision and then re-evaluated. In
addition, four plenary talks were given by Jaime Carbonell, Andrzej Czyżewski,
Donato Malerba, and Luc De Raedt. Four special sessions were organized: Spe-
cial Session on Rough Sets, devoted to the Memory of Zdzis�law Pawlak, Special
Session on Challenges in Knowledge Discovery and Data Mining, devoted to the
Memory of Jan Żytkow, Special Session on Social Networks, and Special Session
on Multi-Agent Systems.

The ISMIS conference was accompanied by the data mining contest on Music
Information Retrieval, and Industrial Session on Emerging Intelligent Technolo-
gies in Industry, as well as a post-conference workshop, devoted to SYNAT,
which is a large scientific Polish project funded by the National Centre for Re-
search and Development (NCBiR), aiming at creating a universal hosting and
scientific content storage and sharing platform for academia, education, and open
knowledge society.

We wish to express our thanks to all the ISMIS 2011 reviewers, and to the
invited speakers. Our thanks go to the organizers of special sessions, namely,
Jerzy Grzyma�la-Busse (Special Session on Rough Sets), Shusaku Tsumoto (Spe-
cial Session on Challenges in Knowledge Discovery and Data Mining), Hakim
Hacid (Special Session on Social Networks), and Barbara Dunin-K ↪eplicz (Spe-
cial Session on Multi-Agent Systems).

We would also like to express our appreciation to the organizers of accom-
panying events: Marcin Wojnarski and Joanna Świetlicka from TunedIt, who
successfully launched the contest; Bożena Kostek, Pawe�l Żwan, Andrzej Sitek,
and Andrzej Czyżewski for providing a data set for the Music Genres contest
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task; Zbigniew Raś and Wenxin Jiang for providing a data set for the Music
Instruments task; Dominik Ryżko for his involvement in all the organizational
matters related to ISMIS 2011, and for organizing the industrial session; Robert
Bembenik and �Lukasz Skonieczny for organizing the post-conference SYNAT
workshop. We are grateful to Piotr Ko�laczkowski for the creation and mainte-
nance of the conference website, as well as Bożenna Skalska and Joanna Konczak
for their administrative work.

Our sincere thanks go to Aijun An, Petr Berka, Jaime Carbonell, Nick Cer-
cone, Tapio Elomaa, Floriana Esposito, Donato Malerba, Stan Matwin, Jan
Rauch, Lorenza Saitta, Giovanni Semeraro, Dominik Śl ↪ezak, Maria Zemankova,
who served as members of ISMIS 2011 Steering Committee. Moreover, our thanks
are due to Alfred Hofmann of Springer for his continuous support and to Anna
Kramer and Ingrid Haas for their work on the proceedings.

June 2011 Marzena Kryszkiewicz
Henryk Rybiński
Andrzej Skowron
Zbigniew W. Raś
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Marcin Dziubiński The University of Warsaw, Poland
Amal El Fallah Seghrouchni LIP6 - University of Pierre and Marie

Curie, France
Paul El Khoury University of Lyon 1, France
Cécile Favre University of Lyon 2, France
Maria Ganzha University of Gdańsk, Poland
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A Compression-Based Dissimilarity Measure for Multi-task
Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

Nguyen Huy Thach, Hao Shao, Bin Tong, and Einoshin Suzuki

Data Mining in Meningoencephalitis: The Starting Point of Discovery
Challenge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

Shusaku Tsumoto and Katsuhiko Takabayashi

Social Networks

Extracting Social Networks Enriched by Using Text . . . . . . . . . . . . . . . . . . 140
Mathilde Forestier, Julien Velcin, and Djamel Zighed

Enhancing Navigation in Virtual Worlds through Social Networks
Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

Hakim Hacid, Karim Hebbar, Abderrahmane Maaradji,
Mohamed Adel Saidi, Myriam Ribière, and Johann Daigremont

Learning Diffusion Probability Based on Node Attributes in Social
Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

Kazumi Saito, Kouzou Ohara, Yuki Yamagishi,
Masahiro Kimura, and Hiroshi Motoda

Multi-Agent Systems

Analysing the Behaviour of Robot Teams through Relational Sequential
Pattern Mining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

Grazia Bombini, Raquel Ros, Stefano Ferilli, and
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Biometric System for Person Recognition Using Gait . . . . . . . . . . . . . . . . . 565
Marcin Derlatka

minedICE: A Knowledge Discovery Platform for Neurophysiological
Artificial Intelligence. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 575

Rory A. Lewis and Allen Waziri

Fuzzy Sets Theory and Applications

On Different Types of Fuzzy Skylines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 581
Allel Hadjali, Olivier Pivert, and Henri Prade

On Database Queries Involving Inferred Fuzzy Predicates . . . . . . . . . . . . . 592
Olivier Pivert, Allel Hadjali, and Grégory Smits

PMAFC: A New Probabilistic Memetic Algorithm Based Fuzzy
Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 602

Indrajit Saha, Ujjwal Maulik, and Dariusz Plewczynski

Intelligent Systems, Tools and Applications

An Approach to Intelligent Interactive Social Network Geo-Mapping . . . . 612
Anton Benčič, Márius Šajgaĺık, Michal Barla, and Mária Bieliková
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Abstract. The role of computers in school education is briefly discussed.
Multimodal interfaces development history is shortly reviewed. Examples
of applications of multimodal interfaces for learners with special educa-
tional needs are presented, including interactive electronic whiteboard
based on video image analysis, application for controlling computers
with facial expression and speech stretching audio interface represent-
ing audio modality. Intelligent and adaptive algorithms application to
the developed multimodal interfaces is discussed.

1 Introduction

As regards the usage of PC computers in college classrooms, new research shows
that they can actually increase students’ engagement, attentiveness, participa-
tion and learning. However computer employed in the classroom may entail the
following adverse effects:

– isolate school students,
– distract them from the teacher,
– break emotional links between pupils,
– prevent socializing during the lesson,
– change team work habits unfavorably,
– worsen eyesight acuity,
– influence negatively body posture.

Current research at the Multimedia Systems Department is intended to prove
the following thesis: “technology developments can lead us toward a more natural
way of using computers in general, especially in classrooms”.

In order to let computers to be used in a more natural and spontaneous way,
they should fulfill the following demands:

– their presence should remain unnoticed (for as much time as possible),
– they should provide fully open platform (in contrast to some recent restricted

ones),
– should be operated in natural ways, e.g. by gestures,
– should interact with human senses much better.

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 1–15, 2011.
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In order to satisfy above demands, some new ways of human-computer-interfacing
should be pursued. In turn, in the technology layer their realization demands
solving problems requiring a simulation of intelligent thought processes, heuris-
tics and applications of knowledge. In particular children with so called “special
educational needs”, i.e. children with various types of disabilities (communica-
tion senses problems, limb paralysis, infantile paralysis, partial mental retarda-
tion and others) can potentially benefit much from the availability of intelligent
solutions helping them to learn using computers. The needs of partially impaired
children motivated us at the Gdansk University of Technology to develop a pro-
totype series of multimodal interfaces some of which are presented in this paper.

2 Multimodal Interfaces

The following milestones can be identified in the history of man-computing ma-
chine communication:

– in Ancient China the first known interface was the gills of abacus;
– in the 60’s keyboards of cards perforator machines and teletypes appeared;
– when in the 70’s the first terminals appeared, the sudden need for typing

occurred, as terminals accepted only such form of input data;
– the first graphical operating system was developed in the 80’s. This interface

introduced us to the mouse – essentially a simple pointing device;
– the next stage were currently very popular graphical interfaces;
– fast evolution of computing power in the 90’s allowed development of a fair

speech and text recognition systems.

Still it is natural human tendency to speak, gesticulate and sometimes use hand-
writing, when communication is needed, thus various solutions in this domain
appear on the market since 90’s until present, including tablets with touch sensi-
tive screen and others. Nowadays natural forms of communication are the most
desired and interfaces using those are known as multimodal interfaces.

The subject is not new, however, so that many notions related to multimodal
interfaces were hitherto conceived, including the following ones:

– Man-Machine Interaction (MMI) – (during II Word War);
– Human-Computer Interaction (HCI) – (in the 70’s);
– Human-Machine Communication (HMC);
– Perceptual User Interface (PUI);
– Natural Interactive Systems (CityplaceNIS).

The term multimodal consists of two components, namely: multiplicity and
modality, where modality it is the way of transferring and receiving informa-
tion. There are several kinds of information in the communication, e.g.:

– natural language,
– hands gestures and movements,
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– body language,
– facial expressions,
– handwriting style.

The multimodal systems can be divided into unimodal systems – those using only
one modality e.g. speech recognition or text recognition or multimodal systems –
those using several modalities as an input signal, e.g. speech recognition with si-
multaneous gesture capture. Applications of multimodal systems are widespread
most in education to provide help to pupils with special needs, including:

– children with attention disorders (e.g. ADHD syndrome) – multimodal in-
terfaces give the great opportunity to improve their learning skills through
stimulating different senses helping to focus attention,

– concentration training – biofeedback usage,
– educational games with multimodal interaction,
– others (some cases will be presented later on).

Currently Multimedia Systems Department is carrying out several researches
dealing with multimodal interfaces in a direct co-operation with industrial part-
ners. Human senses: sight, hearing, touch and smell are involved. Moreover,
gesture recognition with video camera image analysis is employed in many ap-
plications. The recognition based on image processing is nowadays research focus
– much effort is put on eliminating the need of usage of all wire connections,
sensors, gloves or other additional tools.

A common feature of all developed system is that their engineering demand
undeterministic problem solving in algorithmic and especially signal process-
ing layers. Thus, the technology layer realization demand solving problems re-
quiring applications of heuristics, soft computing or in general: knowledge-base
systems.

3 Gesture-Controlled Interactive Whiteboard

Interactive electronic whiteboards may support effectively for students who need
to see the material presented again, or are absent from school, for struggling
learners, and for children with special educational needs. The disadvantage of
typical electronic whiteboards is their price which is partly the result of the
necessity of using electronic pens and large frames equipped with sensors. To
improve whiteboard content controlling in cases the system uses a camera, vision-
based gesture recognition can be applied. Some attempts in this domain were
presented in papers of others e.g. [1–3]. Authors of the latter paper use a portable
projector for content displaying and a webcam. The equipment can be mounted
on a helmet worn by the user. Special colorful tips are used on fingers to provide
gesture controlling.

The system developed at the Multimedia Systems Department by M. Lech
and B. Kostek [4] provides the functionality of electronic whiteboards and its
essential feature is lack of the necessity of using any special manipulators or
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sensors. Moreover, the whiteboard content can be handled (e.g. zoomed in / out,
rotated) by dynamic hand gestures. Data gloves (cyber gloves) or special tips on
fingers are not needed.

The hardware part of the system is presented in Fig. 1. It is composed of a PC
(dual core), a multimedia projector, a webcam and a screen for projected image.
The webcam is attached to the multimedia projector in such a way that both
lenses are directed at the projection screen.

a) b)

Fig. 1. Hardware part of the system: a) projection screen; b) multimedia projector
coupled with a webcam [4]

3.1 Kalman Filtering

To provide reliable hand position tracking each captured frame is appropriately
processed using Kalman filters. Considering the necessity of eliminating distor-
tions introduced by camera lens, perspective transformations and impact of light
on displayed image is performed. The image processing methods used have been
described in earlier papers [4, 5].

Hand movements are modeled by motion vectors designated on a few suc-
cessive camera frames. Each vector u = [ux, uy] is analyzed in the Cartesian
coordinate system regarding velocity and direction (Fig. 2).

Two parameters of motion vectors, i.e. speed and direction, were used as
a basis for gesture interpretation mechanism. Speed for motion vector within
the time interval ti − ti−1, denoted as υij , where j = i − 1, was calculated
according to Eq. (1). Direction for particular motion vector uij = [uij

x , uij
y ] was

denoted as an angle αij in relation to angle ϕij between uij with origin at [0, 0]
and versor of y-axis, according to Eqs. (2) and (3).

υij =

√
(xi − xi−1)2 + (yi − yi−1)2

ti − ti−1

[ px

s · 10−1

]
(1)
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Fig. 2. Motion vectors created for semi-circular hand movement in the left direction

where: xi and xi−1 are x positions of hand in time ti and ti−1, respectively, and
yi, yi−1 are y positions of hand in time ti and ti−1, respectively;

ϕij =
180◦ · aij cos

uij
y

|uij |
π

[◦] (2)

αij =

{
ϕij , uij

x ≥ 0

360◦ − ϕij , uij
x < 0

(3)

For the velocity υij , also vertical and horizontal velocities are computed us-
ing trigonometric identities for angle ϕij in relation to angle αij . The obtained
horizontal and vertical velocities are expressed by Eqs. (4) and (5), respectively.

υx
ij = υij sin αij (4)

υy
ij = υij cos αij (5)

The Kalman filter [6] is used for estimating the state of a system from a series
of noisy measurements. The predicted state st|t−1 in time t is related to state in
time t−1 according to the following equation:

ŝt|t−1 = Ftŝt−1|t−1 + wt−1 + Bt−1ut−1 (6)

where Ft is transition matrix, wt is process noise drawn from a zero mean multi-
variate normal distribution with covariance Qt, and Bt−1 is an optional control
matrix applied to control vector ut−1. The updated state estimate is based on the
prediction and observation (measurement) according to the following equation:

ŝt|t = ŝt|t−1 + Kt ·
(
zt − Htŝt|t−1

)
(7)
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where Kt is optimal Kalman gain, expressed by Eq. (7), zt is the measurement,
and Ht is the observation model which maps the true state space into the ob-
served space:

Kt = Pt|t−1H
T
t S−1

t (8)
The variable Pt|t−1 is a prior estimate covariance and St is residual covariance,

expressed by the equation:

St = HtPt|t−1H
T
t + Rt (9)

where Rt is the observation noise covariance.
In the presented system Kalman filtering was used to smooth the movement

trajectory resulting in raising gesture recognition effectiveness and improving
accuracy of writing / drawing on the whiteboard. The filtering was implemented
using the OpenCV library [7].

The state of the system (hand) at the given moment is expressed by (x, y)
position, vertical velocity and horizontal velocity according to Eq. (10);

st = [xt, yt, υ
x
t , υy

t ] (10)

The state in time t is related to state in time t−1 by a function of velocity
and so the transposition matrix takes values as follows:

F =

⎡⎢⎢⎣
1 0 dt 0
0 1 0 dt

0 0 1 0
0 0 0 1

⎤⎥⎥⎦ (11)

where dt, expressed by Eq. (11), is a time modification of the velocity and de-
pends on the camera frame rate fFR and the number of frames nτ1

τ0
basing on

which a singular motion vector is created [4]:

dt = c ·
nτ1

τ0

fFR
(12)

Constant c, equals 10, resulting from the chosen velocity unit and is used to
scale the velocity values. For obtained frame rate equal 15 FPR and the singular
motion vector based on three successive frames dt equals 2. Thus, applying the
transition matrix to state at time step t−1 results in predicted state as follows:

ŝt|t−1 =

⎡⎢⎢⎢⎣
xt|t−1 = xt−1|t−1 + 2 · υx

t−1|t−1

yt|t−1 = yt−1|t−1 + 2 · υy
t−1|t−1

υx
t|t−1 = υx

t−1|t−1

υy
t|t−1 = υy

t−1|t−1

⎤⎥⎥⎥⎦ (13)

Measurement matrix Ht is initialized to identity, as well as the posterior
error covariance Pt|t. The process noise covariance Qt and the observation noise
covariance Rt are set to diagonal matrices with values equal 10−5 and 10−1,
respectively.

A comparison of grouped gestures recognition efficacy without and with
Kalman filters is presented in Tab. 1 and a visual assessment of the related
results can be seen in Fig. 3.
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Table 1. Comparison of grouped gesture recognition efficacy without and with Kalman
filters [%] (for 20 gesture repetitions made by 20 people)

Gesture Without Kalman filter With Kalman filter

Full screen 91.19 90.99

Quitting full screen 91.78 86.57

Closing application 62.96 88.89

Fig. 3. Comparison of rectangular shapes created in poor light conditions without the
Kalman filtering (darker line) and with the Kalman filtered hand position tracking
(brighter line)

3.2 Fuzzy Logic Interpreter

Representing a gesture as a singular change of speed and direction over partic-
ular time interval often led to interpreting it as moving hand up – in the begin-
ning phase of the movement – or as moving hand down – in the ending phase.
Therefore, the movement trajectory in the second approach has been modeled
by motion vectors created for points in time moments t1 and t2, in relation to
the moments t0 and t1, respectively, as presented in Fig. 2 and gestures were
analyzed considering a possibility of a local change of direction. Time intervals
t1−t0 and t2−t1, expressed in the number of frames retrieved from a camera,
depend on camera frame rate [4].

Fuzzy rules were created basing on speed and direction of motion vector over
time interval t2−t1 and t1−t0 separately for left and right hand. Eight linguistic
variables were proposed, i.e.: speed of left and right hand in time interval t2−t1,
speed of left and right hand in time interval t1−t0, direction of left and right hand
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in time interval t2−t1, direction of left and right hand in time interval t1−t0,
denoted as υL

21, υR
21, υL

10, υR
10, dL

21, dR
21, dL

10, dR
10, respectively. Four linguistic terms

were used for speed, i.e.: very small, small (denoted later as vsmall), medium
and high, represented by triangular functions as shown in Fig. 4a. Fuzzy sets
were identical for all four variables. For directions the terms used were north,
east, south and west and fuzzy sets were also formed using triangular functions
as shown in Fig. 4b.

a) b)

Fig. 4. Fuzzy sets for linguistic variables speed (a) and direction (b)

The zero-order Takagi-Sugeno inference model which bases on singletons was
used to express discrete rule outputs representing gesture classes. The output
of the system was the maximum of all rule outputs. When this value was lower
than 0.5 a movement was labeled as no gesture. This enabled to efficiently solve
the problem of classifying meaningless transitions between each two gestures to
one of the gesture classes. The total number of rules equaled 30. Two examples
of rules expressed in FCL code are given below [4]:

// beginning phase of hand movement in the left direction (for semi-circular motion) for
left hand
RULE 1: IF directionLt0 IS north AND directionLt1 IS west AND velocityLt0 IS NOT
small AND velocityLt1 IS NOT small AND velocityRt0 IS vsmall AND velocityRt1 IS
vsmall THEN gesture IS g1;
// rotate left
RULE 29: IF directionLt0 IS south AND directionLt1 IS south AND directionRt0 IS north
AND directionRt1 IS north AND (velocityLt1 IS NOT vsmall AND velocityLt0 IS NOT
vsmall) AND (velocityRt1 IS NOT vsmall AND velocityRt0 IS NOT vsmall) THEN gesture
IS g7;

The first rule describes the beginning phase of semi-circular left hand move-
ment from right to the left side. Therefore, dR

10 is north and dR
21 is west. Since

the gesture involves left hand only, the speed of the right hand should be very
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small. If the right hand is not present in an image, 0.0 values are given as an
input to the fuzzy inference system for variables υR

21 and υR
10. The second rule

represents the gesture associated with rotating the displayed object. During the
gesture performing, the left hand moves down and the right hand moves up. No
local change of direction is allowed. For this reason, both dL

21 and dL
10 are south

and dR
21, dR

10 are north. While making gestures involving both hands, speed of
each hand movement can be lower than when performing a single hand gesture.
Therefore, contrary to the first rule the second one allows for small speed.

Again 20 persons took part in tests. Each person was asked to repeat each
gesture 18 times. Among these 18 repetitions 10 middle gesture representations
were chosen. Since the system analyzes motion vectors for time intervals t2−t1
and t1−t0 in relation to each obtained camera frame, among each gesture repre-
sentation there were many assignments to the particular gesture class. Sample
results of a comparison between fuzzy rule-based recognition and recognition
based on fixed thresholds with the analysis of global motion vector change are
presented in Tab. 2.

Table 2. Gesture recognition effectiveness for the system employing fuzzy inference
and without a module of fuzzy inference, for one hand gestures [%]

With fuzzy logic No fuzzy logic

Hand No Hand No
Left Right Up Down Left Right Up Down

steady gesture steady gesture

Left 95.0 0.0 2.3 2.6 0.0 0.1 89.5 0.0 4.9 5.6 0.0 0.0

Right 0.0 94.2 2.9 2.7 0.0 0.2 0.0 89.6 5.8 4.6 0.0 0.0

Up 0.9 0.5 98.6 0.0 0.0 0.0 0.0 0.0 100.0 0.0 0.0 0.0

Down 2.2 0.9 0.0 96.9 0.0 0.0 0.0 0.0 0.0 99.8 0.0 0.2

Hand
0.0 0.0 0.0 0.0 100.0 0.0 0.0 0.0 0.0 0.0 73.3 16.7

steady

4 Audio Modality: Speech Stretcher

A non-uniform real-time scale speech modification algorithm, was designed to
improve the perception of speech by people with the hearing resolution deficit [8].
The software employing this algorithm enables to use an ultra-portable computer
(e.g. smartphone) as a speech communication interface for people suffering from
certain type of central nervous system impairments, which can impede learning.

The block diagram of the proposed algorithm is presented in Fig. 5. The al-
gorithm provides a combination of voice activity detection, vowel detection, rate
of speech estimation and time-scale modification algorithms. Signal processing
is performed in time frames in the following order:
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1. voice activity detector examines speech presence,
2. for noisy components the frame synchronization procedure is performed; if

the output signal is not synchronized with the input then noise sample frames
are not sent to the output,

3. speech sample frames are tested in order to find vowels,
4. information about vowels locations is used by the rate of speech estimator

to determine the speech rate,
5. speech frames are stretched up with different stretching factors.

As speech signal is usually unrepeatable and often modeled as a stochastic
process, above operations (3), (4) and (5) demand a heuristic approach to
computing.

Fig. 5. Non-uniform real-time scale speech modification algorithm block diagram

The vowel detection algorithm is based on the assumption that all vowels
amplitude spectra are consistent. To quantify this similarity a parameter called
PVD (peak-valley difference) was used [9]. Initially PVD was introduced for the
robust voice activity detection. It is defined by the following formula (Eq. (14):

PVD(V M, A) =

N−1∑
k=0

(A(k) · V M(k))

N−1∑
k=0

V M(k)
−

N−1∑
k=0

(A(k) · (1 − V M(k)))

N−1∑
k=0

(1 − V M(k))
(14)

where PVD(V M, A) is the value of peak-valley difference for one frame of the
input signal, A(k) is the value of the kth spectral line of the input signal mag-
nitude spectrum and V M(k) is the value of the kth value in the vowel model
vector.

The V M is created in the training stage on the basis of the average magnitude
spectra calculated for the pre-recorded vowels. The model consists of binary
values, where 1 is placed in the position of the peak in the average magnitude
spectrum and 0 for all other positions. When the magnitude spectrum of the
input signal is highly correlated with the vowels spectra, the PVD value is high.
Therefore, the PVD have higher values for the vowels than for consonants or
silence parts.
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Vowels detection is executed only for speech frames. The algorithm is based
on time frames with the duration of 23 ms. Each signal frame is windowed using
triangular window defined as:

ω(n) =

⎧⎪⎨⎪⎩
2n

L
, 1 ≤ n ≤ L + 1

2
2(L − n + 1)

L
,

L

2
+ 1 ≤ n ≤ L

(15)

where L is the size of the window and n is the sample number. This type of
window ensures a higher accuracy of vowel detection than other shapes.

Vowel detection requires the initialization step which is performed in parallel
to the initialization of the voice activity detection algorithm. In this step the
threshold for the PVD is calculated as the mean value of first 40 frames of the
signal according to the formula:

Pth = C

N∑
n=1

PVD(n)

N
(16)

where Pth is initial value of the threshold, PVD(n) is the value of peak-valley
difference for the nth signal frame, N is the number of frames that were used
for initial threshold calculation, C is the correction factor. The correction factor
was selected experimentally and was set to 1.1.

For every signal frame the PVD value is determined and smoothed by calcu-
lating the average of the last three values. The signal frame is marked as a vowel
when: the value of the smoothed PVD is higher than Pth threshold and it has
a local maximum in the PVD curve or its value is higher than 70% of the value
of the last local maximum. If the value is lower than Pth, then the decision of
the voice activity detector is corrected and the frame is marked as silence. For
other situations the frame is assigned to the consonant class.

Rate of Speech (ROS) is a useful parameter in many speech processing sys-
tems. For the most part it is used in the automatic speech recognition (ASR).
In the ASR many speech parameters are highly related to ROS. Hence, ROS is
used to adjust the HMM model for different speech rates [10].

For real-time unknown input signal, ROS estimation could be done only by
statistical analysis. In this work, as ROS definition, the VPS parameter is used,
as the derivate of SPS measure. Therefore, ROS is defined as (Eq. (17)):

ROS(n) =
Nvowels

Δt
(17)

Mean value and standard deviation of ROS calculated for the different speech
rates for 3 persons reading the same phrase with three speech rates: high, medium
and low are shown in Tab. 3.

It can be seen that, because of the high value of the standard deviation (nearly
0.6 for all classes) and as a consequence of the low distance between the neighbor
classes, only two classes could be separated linearly using the instantaneous ROS
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Table 3. Mean value and standard deviation of ROS calculated for different speech
rates

speech rate low medium high

μ(ROS) [vowels/s] 2.23 2.4 2.56

Δ(ROS) [vowels/s] 0.6 0.58 0.57

Fig. 6. Speech rate recognition for high speech rate female speech

value. On the basis of the statistics, ROSth value was set to 2.5 vowel/s. In Fig. 6
waveforms corresponding to the recorded female high rate speech with estimated
speech rate are presented.

For time-scale modification of speech an algorithm based on the SOLA
algorithm (Synchronous Overlap-and-Add) was applied which in the fundamen-
tal form uses constant values of the analysis/synthesis frame sizes and anal-
ysis/synthesis time shift [11] as well ensures quality of the processed speech
nearly as good as for the other methods [12, 13].

To achieve high quality of the stretched speech, analysis/synthesis frame size
and analysis time shift should be selected properly i.e. frame length L should
cover at least one period of the lowest speech component and in the synthesis
stage, for all used scaling factors α(t), the overlap size should be at least L/3
length. For the designed algorithm L value was set to 46 ms and the analysis
time shift Sa to 11.5 ms.

The synthesis time shift Ss is dependent on the current value of the scaling
factor α(t). The scaling factor is defined as in Eq. (18):

α(t) =
Ss

Sa
(18)
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Synchronization between two synthesized overlapped frames is obtained by
calculating the highest similarity point which is determined by the maximum of
the cross-correlation function calculated for the overlapped parts of successive
frames.

To reduce the duration of the stretched speech and to improve quality of
the modified signal, the scaling factor is changed accordingly to different speech
content. For both speech rates (low and high) vowels are stretched up with
the designed scale factor value (α(t) = αd, being the value that is specified
for the processing), and noise is not modified (α(t) = 1) or removed from the
signal dependently on the input/output synchronization state. For the low rate
speech consonants are stretched up with the factor lower than αd and equal
to α(t) = 0.8 · αd, and for the high rate speech consonants are not stretched
(α(t) = 1).

Quality of the whole speech stretching algorithm was assessed in subjective
tests performed for 19 healthy persons (2 women, 17 men) [8]. Each person
had to assess quality of speech stretched using the typical SOLA algorithm
implementation and the proposed algorithm. Two values of the stretching factors
were chosen: 1.9 and 2.1. Four recordings were used during the experiment: two
spoken with the low rate, and two with the high rate. Both of them were spoken
by a woman and a man. In all recordings the same phrase was uttered.

Fig. 7. Processed speech quality assessment for high speech rate (grey bars represent
SOLA algorithm, darker bars represent the proposed heuristic algorithm)

Three parameters were rated during tests: signal quality, speech naturalness
and speech ineligibility. The assessment was made using the following scale: 1 –
very poor, 2 – poor, 3 – medium, 4 – good, 5 – very good. Test results revealed
that for both speech rates, as well as for all parameter values, histograms that
represent the proposed algorithm assessment have higher placed gravity centers
than for the SOLA algorithm. As is seen in Fig. 7 for the high rate speech this
difference becomes more significant.

Recently an implementation of the algorithm working in real-time have been
performed on the mobile device (the Apple iPhone platform).
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5 Conclusions

Authors of this paper and their co-workers believe that in the future multimodal
interfaces will enable a more natural control of computers with speech, ges-
tures, eye movements and face expression engaging human senses interactively
in a much broader way than today. Consequently, future learning systems will
engage:

– blending technologies (personal and institutional),
– online and onsite convergence,
– customized pedagogy,
– students as knowledge generators, not just consumers,
– immersive, gaming environment for teaching.

Besides three examples presented in this paper, many more multimodal interfaces
are currently under development at our Multimedia Systems Department, includ-
ing: biofeedback-based brain hemispheric synchronizing man-machine
interface [14], virtual computer touch pad [15], browser controller employing
head movements [16], intelligent tablet pen [17] and scent emitting computer
interface [18].

Acknowledgements

Research funded within the project No. POIG.01.03.01-22-017/08, entitled “Elab-
oration of a series of multimodal interfaces and their implementation to educa-
tional, medical, security and industrial applications”. The project is subsidized
by the European regional development and fund by the Polish State budget.

Reference

1. Xu, R., Da, Y.: A Computer Vision based Whiteboard Capture System. In: IEEE
Workshop on Applications of Computer Vision, WACV 2008, pp. 1–6 (2008)

2. Maes, P., Mistry, P.: Unveiling the ”Sixth Sense”, game-changing wearable tech.
In: TED 2009, Long Beach, CA, USA (2009)

3. Mistry, P., Maes, P.: SixthSense – A Wearable Gestural Interface. In: SIGGRAPH
Asia 2009, Emerging Technologies.Yokohama, Japan (2009)

4. Lech, M., Kostek, B.: Fuzzy Rule-based Dynamic Gesture Recognition Employing
Camera & Multimedia Projector. In: Advances in Intelligent and Soft Computing:
Multimedia & Network Information System. Springer, Heidelberg (2010)

5. Lech, M., Kostek, B.: Gesture-based Computer Control System Applied to the In-
teractive Whiteboard. In: 2nd International Conference on Information Technology
ICIT 2010, Gdansk, June 28-30, pp. 75–78 (2010)

6. Kalman, R.R.: A New Approach to Linear Filtering and Prediction Problems.
Transaction of the ASME – Journal of Basic Engineering, 35–45 (1960)

7. Bradski, G., Kaehler, A.: Learning OpenCV: Computer Vision with the OpenCV
Library. O’Reilly, Sebastopol (2008)



Intelligent Multimedia Solutions Supporting Special Education Needs 15

8. Kupryjanow, A., Czyzewski, A.: Real-time speech-rate modification experiments.
Audio Engineering Society Convention, preprint No. 8052, London, GB, May 22-25
(2010)

9. Moattar, M., Homayounpour, M., Kalantari, N.: A new approach for robust real-
time voice activity detection using spectral pattern. In: ICASSP Conference, March
14-19 (2010)

10. Zheng, J., Franco, H., Weng, F., Sankar, A., Bratt, H.: Word-level rate-of-speech
modeling using rate-specific phones and pronunciations. In: Proc. IEEE Int. Conf.
Acoust. Speech Signal Process, Istanbul, vol. 3, pp. 1775–1778 (2000)

11. Pesce, F.: Realtime-Stretching of Speech Signals. In: Proceedings of the COST G-6
Conference on Digital Audio Effects (DAFX 2000), Verona, Italy, December 7-9
(2000)

12. Verhelst, W., Roelands, M.: An overlap-add technique based on waveform similar-
ity (WSOLA) for high quality time-scale modification of speech. In: ICASSP 1993,
Minneapolis, USA, April 27-April 30, vol. 2 (1993)

13. Kupryjanow, A., Czyzewski, A.: Time-scale modification of speech signals for sup-
porting hearing impaired schoolchildren. In: Proc. of International Conference
NTAV/SPA, New Trends in Audio and Video, Signal Processing: Algorithms, Ar-
chitectures, Arrangements and Applications, Poznań, September 24-25 , pp. 159–
162 (2009)

14. Kaszuba, K., Kopaczewski, K., Odya, P., Kostek, B.: Biofeedback-based brain
hemispheric synchronizing employing man-machine interface. In: Tsihrintzis, G.A.,
et al. (eds.) The 3rd International Symposium on Intelligent and Interactive Mul-
timedia: Systems and Services KES 2010, Baltimore, USA, July 28-30, pp. 2010–
2030. Springer, Heidelberg (2010)

15. Kupryjanow, A., Kunka, B., Kostek, B.: UPDRS tests for Diagnosis of Parkinson’s
Disease Employing Virtual-Touchpad. In: 4th International Workshop on Man-
agement and Interaction with Multimodal Information Content – MIMIC 2010,
Bilbao, Spain, August 30-September 3 (2010)

16. Kosikowski, L., Czyzewski, A., Dalka, P.: Multimedia Browser Controlled by Head
Movements. In: 37 Conf. and Exhibition on Computer Graphics and Interactive
Techniques, SIGGRAPH, Los Angeles, USA, July 25-29 (2010)

17. Odya, P., Czyzewski, A., Grabkowska, A., Grabkowski, M.: Smart Pen – new mul-
timodal computer control tool for graphomotorical therapy. Intelligent Decision
Technologies Journal 4(3), 197–209 (2010)

18. Smulko, J., Kotarski, M., Czyzewski, A.: Fluctuation-enhanced scent sensing using
a single gas sensor. Sensors & Actuators: B. Chemical (to be printed in 2011)



Relational Mining in Spatial Domains:

Accomplishments and Challenges

Donato Malerba, Michelangelo Ceci, and Annalisa Appice

Dipartimento di Informatica, Università degli Studi di Bari Aldo Moro
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Abstract. The rapid growth in the amount of spatial data available in
Geographical Information Systems has given rise to substantial demand
of data mining tools which can help uncover interesting spatial patterns.
We advocate the relational mining approach to spatial domains, due to
both various forms of spatial correlation which characterize these do-
mains and the need to handle spatial relationships in a systematic way.
We present some major achievements in this research direction and point
out some open problems.

1 Introduction

Several real world applications, such as fleet management, environmental and
ecological modeling, remote sensing, are the source of a huge amount of spatial
data, which are stored in spatial databases of Geographic Information Systems
(GISs). A GIS is a software system that provides the infrastructure for edit-
ing, storing, analyzing and displaying spatial objects [10]. Popular GISs (e.g.
ArcView, MapInfo and Open GIS) have been designed as a toolbox that allows
planners to explore spatial data by zooming, overlaying, and thematic map color-
ing. They are provided with functionalities that make the spatial visualization of
individual variables effective, but overlook complex multi-variate dependencies.

The solution to this limitation is to integrate GIS with spatial data mining
tools [25]. Spatial data mining investigates how interesting, but not explicitly
available, knowledge (or pattern) can be extracted from spatial data [34]. Sev-
eral algorithms of spatial data mining have been reported in the literature for
both predictive tasks (e.g., regression [24], [14], and localization [32]) and de-
scriptive tasks (e.g., clustering [28,16] and discovery of association rules [19,3],
co-location patterns [33], subgroups [18], emerging patterns [6], spatial trends
[11] and outliers [31]).

Spatial data mining differs from traditional data mining in two important
respects. First, spatial objects have a locational property which implicitly defines
several spatial relationships between objects such as topological relationships
(e.g., intersection, adjacency), distance relationships, directional relationships
(e.g., north-of), and hybrid relationships (e.g., parallel-to). Second, attributes of
spatially interacting (i.e., related) units tend to be statistically correlated. Spatial
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cross-correlation refers to the correlation between two distinct attributes across
space (e.g., the employment rate in a city depends on the business activities both
in that city and in its neighborhood). Autocorrelation refers to the correlation
of an an attribute with itself across space (e.g., the price level for a good at a
retail outlet in a city depends on the price for the same good in the nearby). In
geography, spatial autocorrelation is justified by Tobler’s First law of geography,
according to which “everything is related to everything else, but near things are
more related than distant things” [35].

The network of data defined by implicit spatial relationships can sometime
reveal the network of statistical dependencies in a spatial domain (e.g., region
adjacency is a necessary condition for autocorrelation of air pollution). Never-
theless, the two concepts do not necessarily coincide. On the contrary, it is the
identification of some form of spatial correlation which help to clarify what are
the relevant spatial relationships among the infinitely many that are implicitly
defined by locational properties of spatial objects.

The presence of spatial dependence is a clear indication of a violation of one
of the fundamental assumptions of classic data mining algorithms, that is, the
independent generation of data samples. As observed by LeSage and Pace [21],
“anyone seriously interested in prediction when the sample data exhibit spatial
dependence should consider a spatial model”, since this can take into account
different forms of spatial correlation. In addition to predictive data mining tasks,
this consideration can also be applied to descriptive tasks, such as spatial cluster-
ing or spatial association rule discovery. The inappropriate treatment of sample
data with spatial dependence could obfuscate important insights and observed
patterns may even be inverted when spatial autocorrelation is ignored [20].

In order to accommodate several forms of spatial correlation, various models
have been developed in the area of spatial statistics. The most renowned types
of models are the spatial lag model, the spatial error model, and the spatial
cross-regressive model [1], which consider autocorrelation, correlation of errors,
and cross-correlation, respectively.

Despite the many successful applications of these models, there are still several
limitations which prevent their wider usage in a spatial data mining context.
First, they require the careful definition of a spatial weight matrix in order to
specify to what extent a spatially close observation in a given location can affect
the response observed in another location. Second, there is no clear method on
how to express the contribution of different spatial relationships (e.g., topological
and directional) in a spatial weight matrix. Third, spatial relationships are all
extracted in a pre-processing step, which typically ignores the subsequent data
mining step. In principle, a data mining method, which can check whether a
spatial relationship contributes to defining a spatial dependency, presents the
advantage of considering only those relationships that are really relevant to the
task at hand. Fourth, all spatial objects involved in a spatial phenomena are
uniformly represented by the same set of attributes. This can be a problem
when spatial objects are heterogeneous (e.g., city and roads). Fifth, there is no
clear distinction between the reference (or target) objects, which are the main
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subject of analysis, and the task-relevant objects, which are spatial objects “in
the neighborhood” that can help to account for the spatial variation.

A solution to above problems is offered by latest developments in relational
mining or relational learning. Indeed, relational mining algorithms can be di-
rectly applied to various representations of networked data, i.e. collections of
interconnected entities. By looking at spatial databases as a kind o networked
data where entities are spatial objects and connections are spatial relationships,
the application of relational mining techniques appears straightforward, at least
in principle. Relational mining techniques can take into account the various forms
of correlation which bias learning in spatial domains. Furthermore, discovered
relational patterns reveal those spatial relationships which correspond to spatial
dependencies.

This relational mining approach to spatial domains has been advocated in
several research papers [18,23,12]. Major accomplishments in this direction have
been performed, but there are still many open problems which challenges re-
searchers. In the rest of the paper, we pinpoint the important issues that need
to be addressed in spatial data mining, as well as the opportunities in this emerg-
ing research direction.

2 Integration with Spatial Databases

Spatial data are stored in a set of layers, that is, database relations each of which
has a number of elementary attributes, called thematic data, and a geometry
attribute represented by a vector of coordinates. The computation of spatial
relationships, which are fundamental for querying spatial data, is based on spatial
joins [30]. To support the efficient computation of spatial joins, special purpose
indexes like Quadtrees and Kd-tree [27] are used.

Integration can be tight, as in SubgroupMiner [18] and Mrs-SMOTI [24], or
loose as in ARES [2]. A tight integration:

– guarantees the applicability of spatial data mining algorithms to large spatial
datasets;

– exploits useful knowledge of spatial data model available, free of charge, in
the spatial database;

– avoids useless preprocessing to compute spatial relationships which do not
express statistical dependencies.

A loose integration is less efficient, since it uses a middle layer module to extract
both spatial attributes and relationships independently of the specific data min-
ing step. On the other hand, this decoupling between the spatial database and
the data mining algorithm allows researchers to focus on general aspects of the
relational data mining task, and to exploit important theoretical and empirical
results. A systematic study of these integration approaches should lead to valu-
able information on how a spatial data mining task should be methodologically
dealt with.



Relational Mining in Spatial Domains: Accomplishments and Challenges 19

Many relational mining methods take advantage of knowledge on the data
model (e.g., foreign keys), which is obtained free of charge from the database
schema, in order to guide the search process. However, this approach does not
suit spatial databases, since the database navigation is also based on the spatial
relationships, which are not explicitly modeled in the schema. The high number
of spatial relationships is a further complication, since each individual relation-
ship can become insignificant on its own, requiring the use of some form of spatial
aggregation [12].

3 Dealing with Hierarchical Representations of Objects
and Relationships

Both spatial objects and spatial relationships are often organized in taxonomies
typically represented by hierarchies [37]. By descending/ascending through a hi-
erarchy it is possible to view the same spatial object/relationship at different
levels of abstraction (or granularity). Spatial patterns involving the most ab-
stract spatial objects and relationships can be well supported but at the same
time they are the less confident. Therefore, spatial data mining methods should
be able to explore the search space at different granularity levels in order to find
the most interesting patterns (e.g., the most supported and confident). In the
case of granularity levels defined by a containment relationship (e.g., Bari →
Apulia → Italy), this corresponds to exploring both global and local aspects of
the underlying phenomenon. Geo-associator [19] and SPADA [22] are two promi-
nent examples of spatial data mining systems which automatically support this
multiple-level analysis. However, there is still no clear methodization for extract-
ing, representing and exploiting hierarchies of spatial objects and relationships
in knowledge discovery.

4 Dealing with Spatial Autocorrelation

Relational mining algorithms exploit two sources of correlation when they dis-
cover relational patterns: local correlation, i.e., correlation between attributes of
each unit of analysis, and within-network correlation, i.e., correlation between
attributes of the various units of analysis. In this sense, they are appropriate for
spatial domains, which present both forms of correlation. For instance, the spatial
subgroup mining system SubgroupMiner [18] is built on previous work on rela-
tional subgroup discovery [38], although it also allows numeric target variables,
and aggregations based on (spatial) links. The learning system Mrs-SMOTI [24],
which learns a tree-based regression model from spatial data, extends the rela-
tional system Mr-SMOTI [4] by associating spatial queries to nodes of model
trees. UnMASC [12] is based on both the idea of the sequential covering algo-
rithm developed in the relational data mining system CrossMine [39] and on
aggregation-based methods originally proposed for relational classification [13].

However, predictive modeling in spatial domains still challenges most re-
lational mining algorithms when autocorrelation on the target (or response)
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variable is captured. Indeed, values of the target variable of unclassified units of
analysis have to be inferred collectively, and not independently as most relational
mining algorithm do. Collective inference refers to the simultaneous judgments
regarding the values of response variables for multiple linked entities for which
some attribute values are not known. Several collective inference methods (e.g.,
Gibbs sampling, relaxation labeling, and iterative classification) have been inves-
tigated in the context of relational learning. For the specific task of classification
it has been proven that collective inference outperforms independent classifica-
tion when the autocorrelation between linked instances in the data graph is high
[17]. Collective inference in the context of spatial predictive modeling is still a
largely unexplored area of research.

5 Dealing with Unlabeled Data

Learning algorithms designed for mining spatial data may require large sets of
labeled data. However, the common situation is that only few labeled training
data are available since manual annotation of the many objects in a map is very
demanding. Therefore, it is important to exploit the large amount of information
potentially conveyed by unlabeled data to better estimate the data distribution
and to build more accurate classification models. To deal with this issue, two
learning settings have been proposed in the literature: the semi-supervised set-
ting and the transductive setting [29]. The former is a type of inductive learning,
since the learned function is used to make predictions on any possible example.
The latter asks for less - it is only interested in making predictions for the given
set of unlabeled data.

Transduction [36] seems to be the most suitable setting for spatial classifi-
cation tasks, for at least two reasons. First, in spatial domains observations to
be classified are already known in advance: they are spatial objects on maps
already available in a GIS. Second, transduction is based on a (semi-supervised)
smoothness assumption according to which if two points x1 and x2 in a high-
density region are close, then the corresponding outputs y1 and y2 should also
be close [8]. In spatial domains, where closeness of points corresponds to some
spatial distance measure, this assumption is implied by (positive) spatial auto-
correlation. Therefore, we expect that a strong spatial autocorrelation should
counterbalance the lack of labeled data, when transductive relational learners
are applied to spatial domains. Recent results for spatial classification [7] and
spatial regression tasks [5] give support to this expectation. Nevertheless, more
experiments are needed to substantiate this claim.

6 Dealing with Dynamic Spatial Networks

Most of works on spatial data mining assume that the spatial structure is static.
Nevertheless, changes may occur in many real-world applications (e.g., the public
transport network can change). This causes the appearance and disappearance of
spatial objects and spatial relationships over time, while properties of the spatial
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objects may evolve. By analyzing these changes, we can follow variations, adapt
tools and services to new demands, as well as capture and delay undesirable
alterations. Moreover, time associated to changes represent a valuable source
of information which should be modeled to better understand both the whole
dynamics and each change in the course of dynamics.

In the literature, the task of change mining has been mainly explored for
time-series, transactional data and tabular data, by focusing on the detection of
significant deviations in the values of the attributes describing the data. However,
detecting and analyzing changes on spatially referenced data is critical for many
applications. For instance, by taking snapshots of over time of the spatial distri-
bution of plant species, it is possible to monitor significant changes, which may
reveal important ecological phenomena. Pekerskaya et al. [26] address the prob-
lem of mining changing regions by directly comparing models (cluster-embedded
decision trees) built on the original data snapshots. This approach is suitable
when there are data access constraints such as privacy concerns and limited
data online availability. Ciampi et al. [9] consider the case of distributed streams
of unidimensional numeric data, where each data source is a geo-referenced re-
mote sensor which periodically records measures for a specific numeric theme
(e.g., temperature, humidity). A combination of stream and spatial data min-
ing techniques is used to mine a new kind of spatio-temporal patterns, called
trend clusters, which are spatial clusters of sources for which the same temporal
variation is observed over a time window.

Spatial networks demand for attention not only on the attributes which may
describe nodes and links but also on the structural and topological aspects of the
network, namely the relationships among the nodes and the kind of links which
connect the nodes. In this direction, research on network analysis has mainly
investigated graph-theoretical approaches which oversimplify the representation
of spatial networks. Indeed, graph-theory mainly investigates structural aspects,
such as distance and connectivity, in homogeneous networks, while it almost ig-
nores the data heterogeneity issue, which is typical of spatial networks, where
nodes are of different types (e.g. in public transport networks, public services
and private houses should be described by different feature sets), and relation-
ships among nodes can be of different nature (e.g. connection by bus, railway
or road). Methods for learning and inference with networks of heterogeneous
data have been investigated in the context of statistical relational learning [15],
however the scalability issue that characterizes many most statistical relational
learning methods makes their application very challenging in the case of dynamic
networks due to continuous changes in the network.

7 Conclusions

In this paper, we have advocated a relational mining approach to spatial do-
mains, and we have presented some major research achievements in this direc-
tion. Research results are encouraging but there are still many open problems
which challenge current relational mining systems, namely:
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1. a methodological support to the integration of spatial database technology
with data mining tools;

2. the potentially infinitely many spatial relationships which are implicitly de-
fined by spatial objects;

3. the efficient discovery of spatial patterns at various levels of granularity;
4. the demand for collective inference in predictive models which capture au-

tocorrelation;
5. the exploitation of the many unlabeled spatial objects in a semi-supervised

or transductive setting;
6. the need of new types of patters which capture the interactions between both

spatial and temporal dimensions in spatially static structures;
7. the structural changes of dynamic networks with heterogeneous spatial

objects.

Obviously, this list of challenges is not exhaustive, but rather it is indicative of
the necessity for developing synergies between researchers interested in spatial
data mining and relational learning. Some efforts have been made, but the two
research communities still work in relative isolation from one another, with little
methodological common ground. Nonetheless, there is good cause for optimism:
there are many real-world applications which cry out for this collaboration.
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Abstract. Today there is only little support for developing software
that incorporates a machine learning or a data mining component. To
alleviate this situation, we propose to develop programming languages
for machine learning and data mining. We also argue that such languages
should be declarative and should be based on constraint programming
modeling principles. In this way, one could declaratively specify the prob-
lem of machine learning or data mining problem of interest in a high-level
modeling language and then translate it into a constraint satisfaction
or optimization problem, which could then be solved using particular
solvers. These ideas are illustrated on problems of constraint-based item-
set and pattern set mining.

1 Motivation

Today, machine learning and data mining are popular and mature subfields
of artificial intelligence. The former is concerned with programs that improve
their performance on specific tasks over time with experience and the later one
with analyzing data in order to discover interesting patterns, regularities or
models in the data. The two are intimately related in that machine learning often
analyses data in order to learn, and that data mining often employs machine
learning techniques to compute the regularities of interest, which explains why
we shall not always distinguish these two fields. Significant progress in the past
few years has resulted in a thorough understanding of different problem settings
and paradigms and has contributed many algorithms, techniques, and systems
that have enabled the development of numerous applications in science as well
as industry.

Despite this progress, developing software that learns from experience or ana-
lyzes data remains extremely challenging because there is only little support for
the programmer. Current support is limited to the availability of some software
libraries [21] and the existence of data mining tools such as Weka and Orange,
most of which only support the most common tasks of machine learning and
data mining. Using these libraries for a specific application requires at best a
thorough understanding of the underlying machine learning principles and al-
gorithms; at worst it is impossible because the tool does not directly support
the targeted learning or mining task. What is lacking is a direct support for the
programmer of the machine learning software. This has motivated Tom Mitchell
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to formulate the following long term research question in his influential essay
The Discipline of Machine Learning [15]:

Can we design programming languages containing machine learning prim-
itives? Can a new generation of computer programming languages di-
rectly support writing programs that learn? ... Why not design a new
computer programming language that supports writing programs in which
some subroutines are hand-coded while others are specified as to be learned?

This question is not really new; it represents an old but still unrealized dream
that has been raised in a number different ways and contexts throughout the
history of artificial intelligence. For instance, some adaptive programming lan-
guages [1,20] have been developed that embed hierarchical reinforcement learning
modules in programming languages, while probabilistic programming languages
aim at integrating graphical models and uncertainty reasoning into program-
ming languages [9,4]. Other endeavors related to this question concern inductive
query languages, which extend database query languages with the ability to
declaratively query for patterns and models that in a database; these patterns
and models become ’first class citizens’ and the idea is to tightly integrate data
mining inside databases; this has been the topic of a lot of research since the
introduction of the vision by Iemielinski and Mannila [13]; cf. [3], and automatic
programming [2], inductive logic programming [16,5] and program synthesis by
sketching [12] which all attempt to synthesize in one way or another programs
from examples of their input and output behavior.

While all these approaches have contributed important new insights and tech-
niques, we are still far away from programming languages and primitives that
support the writing and integration of programs for machine learning problems
that arise in many applications.

In this extended abstract, we outline some principles and ideas that should
allow us to alleviate this situation and we illustrate them using a particular
example taken from our work on combining itemset mining and constraint pro-
gramming [18,17]. Using this preliminary work, some interesting directions for
further research are pointed out.

2 Machine Learning and Data Mining as Constraint
Satisfaction and Optimization Problems

What we believe is necessary to realize Mitchell’s vision, is a way to declaratively
specify what the underlying machine learning problem is rather than outlining
how that solution should be computed. Thus a number of modeling and infer-
ence primitives should be provided that allow the programmer to declaratively
specify machine learning and data mining problems. This should be much easier
than implementing the algorithms that are needed to compute solutions to these
problems. Contemporary approaches to machine learning and data mining are
too procedural, that is, they focus too much on the algorithms and the opti-
mizations that are necessary to obtain high performance on specific tasks and
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datasets. This makes it hard to identify common primitives and abstractions
that are useful across a wide range of such algorithms. Yet abstraction is nec-
essary to cope with the complexity of developing software. To make abstraction
of the underlying algorithms we believe it is useful to assume that

Machine learning and data mining tasks can be declaratively expressed as con-
straint satisfaction and optimisation problems.

This assumption can be justified by observing that it is common practice to de-
fine machine learning tasks as those of finding an approximation f̂ of an unknown
target function f from data D such that

1. f̂ belongs to a particular hypothesis space H, that is, f̂ ∈ H;
2. f̂ is a good approximation of the target function f on the training data, that

is, f̂(D) ≈ f(D); and/or
3. f̂ scores best with regard to a scoring function score(f, D), that is, f̂ =

arg maxf∈H score(f, D).

This type of problem is essentially a constraint satisfaction and optimization
problem where the requirements f̂ ∈ D and f̂(D) ≈ f(D) impose constraints on
the possible hypotheses and the second requirement f̂ = arg maxf∈H score(f, D)
involves the optimization step. In data mining, this is often formulated as com-
puting a theory Th(H , D, q) = {f ∈ H |q(f, D) is true}, where H is the space of
possibly hypotheses, D the dataset and q specifies the constraints and optimiza-
tion criteria [14].

We shall refer to the ensemble of constraints and optimization criterion as the
model of the learning task. Models are almost by definition declarative and it
is useful to distinguish the constraint satisfaction problem, which is concerned
with finding a solution that satisfies all the constraints in the model, from the
optimization problem, where one also must guarantee that the found solution be
optimal w.r.t. the optimization function. Examples of typical constraint satisfac-
tion problems in our context include local pattern mining, where the constraints
impose for instance a minimum frequency threshold, and concept-learning, where
the hypothesis should be consistent w.r.t. all examples. Typical optimization
problems include the learning of support vector machines, where one wants to
minimize the loss, and the parameters of a graphical model, where one wants to
maximize the likelihood.

3 Declarative Programming for Machine Learning and
Data Mining

Specifying a machine learning or data mining problem as a constraint satisfaction
and optimization problem enables us to treat machine learning and data mining
problems as any other constraint satisfaction and optimization problem. General
methodologies for solving wide ranges of constraint satisfaction problems, as well



28 L. De Raedt and S. Nijssen

as the inclusion of these methodologies in programming languages, have been
well studied within the field of constraint programming since the early 90s [19].

Applying the modeling principles of constraint programming to machine learn-
ing and data mining leads naturally to a layered approach in which one can
distinguish:

the modeling (M) language is the most abstract language, which allows us
to declaratively specify the problem; at this level the machine learning or
data mining problem is encoded in a similar way as that used by machine
learning and data mining researchers for specifying problems of interest;

the constraint satisfaction and optimization (CSO) language is a lower
level language for specifying constraint satisfaction and optimization prob-
lems at an operational solver level, that is, at this level the problem is en-
coded in a way that is understood by solvers, and that may also include
some procedural elements;

the programming (P) language is the (traditional) programming language
which serves as the host language; at this level one can outline how to com-
pute the inputs for the machine learning and data mining models and how
to process the outputs.

In constraint programming, Essence [6] is an example of a modeling language. It
allows one to specify combinatorial problems in almost the same way at that used
in textbooks (such as Garey and Johnsson’s [7]). The challenge is to translate
these specifications into models at the CSO level, so that solutions can be com-
puted by existing solvers. Finally, these solvers are embedded inside traditional
programming languages.

A benefit of this approach is that it decouples the modeling language from
the solver. In this regard, not only constraint programming solvers, but also
satisfiability solvers or integer programming solvers could be used as a back-
end, where applicable.

To illustrate these ideas, consider the following example pptaken from our
work on combining constraint programming and pattern mining [18,17], which
fits within this paradigm. More specifically, we show the M and CSO-level specifi-
cations in Algorithms 1 and 2 for frequent itemset mining. This involves finding
sets of items that frequently occur in a set of transactions. Frequent itemset
mining is probably the simplest and best studied data mining problem.

Algorithm 1. Frequent Item-Set Mining at the M-level
1: given NrT, NrI : int � # transactions, # item
2: given D: matrix of boolean indexed by [int(1 ..NrT), int (1 .. NrI)] � the dataset
3: given Freq: int � frequency threshold
4: find Items: matrix of boolean indexed by [int(1 ..NrI)]
5: such that frequency(Items, D) ≥ Freq.

Algorithm 1 directly encodes the frequent itemset mining problem at the
M-level. The CSO-level, illustrated in Algorithm 2, is a much more detailed
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Algorithm 2. Frequent Item-Set Mining at the CSO-level
1: given NrT, NrI : int � # transactions, # item
2: given D:matrix of boolean indexed by [int(1 ..NrT), int (1 .. NrI)] � the dataset
3: given Freq: int � frequency threshold
4: find Items: matrix of boolean indexed by [int(1 ..NrI)]
5: find Trans: matrix of boolean indexed by [int(1 ..NrT)]
6: such that
7: for all t:int(1 .. NrT) � coverage constraint
8: Trans(t) <=>((sum i: int(1..NrI). !D[t,i]*Items[i]) <=0)
9: for all i:int(1 .. NrI) � frequency constraint

10: Items(i) =>((sum t: int(1..NrT). D[t,i]*Trans[t]) >=Freq)

level model which provides an efficient encoding that can almost directly be
written down in the primitives supported by constraint programming systems
such as Gecode [8].1 In the CSO formulation of the problem, one searches for
a combination of two vectors Items and Trans such that 1) the transaction-set
encoded by Trans corresponds exactly to all transactions in the dataset that are
covered by the itemset encoded by Items (the coverage constraint); and 2) the
itemset is frequent; cf. [18,17] for more details.

In a series of papers [18,17] we have shown that the same declarative constraint
programming principles can not only be applied to frequent itemset mining but
also to a wide variety of constraint-based pattern mining tasks such as find-
ing maximal, closed, discriminative itemsets, ... This often involves only minor
changes to the constraints. For instance, finding maximal frequent itemsets in-
volves changing the “=>” implication in the frequency constraint in a “<=>”
double implication, which shows the flexibility and power of the constraint pro-
gramming approach. In addition, we have studied an extension of the pattern
mining tasks to mining sets of k patterns [10] that satisfy constraints and we
have shown that several well-known data mining tasks such as concept-learning,
tiling, redescription mining and a form of conceptual clustering can be modeled
within this framework.

Compared to using pattern mining algorithms present in libraries such as
Weka, the benefit of the proposed approach is that it is easier to extend with
further constraints and that it is easier to extend towards other settings: whereas
in the procedural approach it is necessary to modify the algorithm in the library
itself, in our proposed approach it suffices to change the high-level model of the
problem, where any constraint provided in the modeling language can be used.
For instance, by including statistical tests as a primitive in a modeling language,
we could easily extend frequent itemset mining towards finding statistically rel-
evant itemsets without implementing a new algorithm [17].

1 The notation used in Algorithm 2 deviates from the actual one used by Gecode,
as Gecode models problems in the C++ host language. It closely mirrors the way
constraints CSO problems can be specified in Gecode, however.
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4 Challenges

Whereas our previous work showed that constraint programming provides an
interesting approach to addressing basic itemset mining problems, extending this
approach towards other data mining and machine learning tasks faces several
important challenges.

First, most current constraint programming systems are finite domain solvers,
that is, they solve problems in which all variables are discrete and finite. In data
mining and machine learning many tasks involve numerical computation and
optimization, for instance, in statistical and Bayesian learning. Most current CP
solvers are not well equipped to solve such numerical problems and do not yet
provide a suitable language at the CSO-level. To deal with this issue in a scalable
and usable manner, solvers are needed that also support numerical primitives
such as convex optimization.

Fortunately, a key feature of constraint programming systems is their ex-
tendibility towards new constraints. A core area of CP research is that of devel-
oping propagators for new global constraints, i.e. constraints that involve many
variables. An initial step could be to develop global constraints, as well as their
propagators, for a number of showcase applications in mining and learning, such
as clustering and Bayesian modeling; initially, these constraints could operate on
discrete decision variables, while later on adding non-discrete decision variables
can be considered.

Second, many data mining and machine learning problems are computation-
ally hard so that it cannot be expected that a global solution can be calculated
in reasonable time. In many cases, this might not even be needed and finding
a locally optimal solution is sufficient. A solver is needed in which the speci-
fied problem is solved using local search or heuristic search. Ideally this solver
would make reasonable choices with respect to how to perform the local search
by itself, and only limited input by the user is needed at the P-level. Also here
programming languages for local search under development in the constraint
programming community could provide a useful starting point [11].

Third, even in the discrete case the current CSO modeling languages are
not well adapted to machine learning and data mining tasks. In any language
for mining and learning one would expect support for basic concepts such as
datasets, coverage, and error, but there is currently no language at the M-level
which supports these and makes modeling easy. Developing a suitable language
at the M-level cannot be seen independently from developments at the other
levels. The M-level language should be such that automatically mapping it to
an appropriate model at the CSO-level is feasible; if new primitives are needed
in underlying solvers, their implementation should be made easy. Also at the M-
level there are significant challenges in designing effective and declarative high
level modeling primitives; for instance, to model statistical and Bayesian learning
approaches.

Fourth, a remaining challenge is that of dealing with structured data. When
the data consists of networks, graphs, text, or logical descriptions, it is not
clear how current solvers can be applied; it may be that new solvers are needed
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(CSO-level), or that the mapping from the M-level to the CSO-level needs further
study, exploiting results in grounding logical formulas, for instance.

5 Conclusions

In this extended abstract, it has been argued that programming languages for
machine learning and data mining can be developed based on principles of con-
straint programming. This would involve declarative models specifying the ma-
chine learning or data mining problem at hand, and then, translating it into a
lower level constraint satisfaction and optimization problem that can be solved
using existing solvers. These preliminary ideas have been illustrated using our
existing work on constraint programming and pattern mining. They leave open
a large number of interesting research questions.
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Abstract. The paradigm of Granular Computing has emerged quite
recently as an area of research on its own; in particular, it is pursued
within the rough set theory initiated by Zdzis�law Pawlak. Granules of
knowledge can be used for the approximation of knowledge. Another
natural application of granular structures is using them in the classifi-
cation process. In this work we apply the granular classifier based on
rough mereology, recently studied by Polkowski and Artiemjew 8 v1 w4
algorithm in exploration of DNA Microarrays. An indispensable element
of the analysis of DNA microarray are the gene extraction methods, be-
cause of their high number of attributes and a relatively small number
of objects, which in turn results in overfitting during the classification.
In this paper we present one of our approaches to gene separation based
on modified F statistics. The modification of F statistics, widely used
in binary decision systems, consists in an extension to multiple decision
classes and the application of a particular method to choose the best
genes after their calculation for particular pairs of decision classes. The
results of our research, obtained for modified F statistics, are comparable
to, or even better than, the results obtained in other methods with data
from the Advanced Track of the recent DNA Microarray data mining
competition.

Keywords: rough mereology, granular computing, rough sets, DNA
microarrays, features extraction.

1 Introduction

The last few years have seen a growing interest in the exploration of DNA mi-
croarrays; the more so due to some meaningful competitions, see [17]. A number
of researchers have attempted to find effective gene extraction methods and clas-
sifiers in order to predict particular scientific problems. An exemplary application
can be the ability to detect some illnesses, or predict vulnerability to some dis-
eases, and distinguish some organisms’ features or types. The main motivation to
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use our granular methods in DNA microarray exploration was our participation
in the discovery challenge, see [17] at TunedIt platform. Our algorithm, based
on the modified Fisher method [7] with our weighted voting classifier 8 v1 w4
see [14], reached eighteenth place on the basic track of this competition, and was
worse only by 3.491 per cent balanced accuracy than the winner. Since that time
we have been carrying out intensive research on new methods of gene extrac-
tion, and we have created more than 20 new methods of gene extraction. One of
the effects of our work was the idea of DNA gene extraction methods based on
modified F statistics.

This work is devoted to the classification problems of DNA arrays, with the use
of the methods of granular computing presented in [12], [13]. In the Introduction
we briefly show the idea of DNA microarrays, and define the basic concepts of
granular computing in the sense of Polkowski , op.cit., and recall the idea of
granular classification ([12], [13], [14]).

1.1 DNA Microarrays

The complementary DNA microarray is the most commonly used type of DNA
microarrays, which is cheaper than other types of medical microarrays. The basic
information about DNA microarray can be found in [4], [5], [6] and [15].

The DNA microarray is a tool which provides the means of measuring the
gene expression on a mass scale, by simultaneously examining up to 40000 DNA
strands with respect to their hybridization with complementary DNA (cDNA).

This analysis technique is widely applied in genome sequencing, for example
the recognition of genes responsible for specific illnesses, etc. From the classi-
fication point of view, each gene can be regarded as an attribute and its value
is the intensity of the bond with cDNA. A large number of attributes calls for
new methods of data analysis, and in this paper we apply methods of granular
classification, especially the method of weight incrementation in weighted voting
by residual classifiers, as proposed in [2] and [14].

1.2 Basic Notions of Rough Set Theory and Granular Theory

In the light of rough set theory, knowledge can be represented by means of
information or decision systems. An information system is defined as a pair
(U, A) where U is a universe of objects, and A is a set of attributes ; a decision
system is defined as triple (U, A, d) where d /∈ A is a decision. Objects in u are
represented by means of information sets: InfA(u) = {(a = a(u)) : a ∈ A} is the
information set of the object u; the formula (a = a(u)) is a particular case of a
descriptor of the form (a = v) where v is a value of the attribute a ∈ A ∪ {d}.

Decision rules are expressions of the form∧
a∈A

(a = a(u)) ⇒ (d = d(u)) (1)
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In the classic meaning, the granulation of knowledge in information/decision
systems consists of partitioning the set of objects U into classes of the indis-
cernibility relation

IND(A) = {(u, v) : a(u) = a(v) for each a ∈ A} (2)

Each class [u]A = {v ∈ U : (u, v) ∈ IND(A)} is interpreted as an elementary
granule, and unions of elementary granules are granules of knowledge. Thus gran-
ulation, in this case, means forming aggregates of objects which are indiscernible
over sets of attributes.

Rough inclusions, due to [11,12], are relations which in natural language can
be expressed by saying that ‘an object x is a part of an object y to a degree of
r’. A formal description of a rough inclusion is as a relation,

μ ⊆ U × u × [0, 1] (3)

In [12], [13], some methods for inducing rough inclusions in information/decision
systems were introduced, from which we apply in this paper methods based on
voting by test objects by means of weights computed with the help of residual
rough inclusions, which we will now discuss.

Granular computing, introduced by Zadeh [18], consists in replacing objects
with ‘clumps of objects’ collected together by means of a similarity relation,
and in computing using these aggregates. In our setting, granules are formed by
means of rough inclusions in the way pointed to in [12], see a survey in [13]. In
formal terms, for a rough inclusion μ, an object u, and a real number r ∈ [0, 1],
a granule about u of radius r, g(u, r) is defined as follows,

g(u, r) = {v ∈ U : μ(v, u, r)} (4)

1.3 Granular Classification of Knowledge

This type of granules may be applied in synthesis of a classifier in the way
first proposed in [12]. The idea consists of fixing a radius of granulation r, and
computing granules g(u, r) for all objects u ∈ U . From the set of all granules a
covering C(U, r) is chosen, usually by means of a random choice. For each granule
g ∈ C(U, r), factored values a(g) of attributes a on g are computed, usually by
means of majority voting, with random resolution of ties. The decision system
(U(C, r), {a : a ∈ A}, d) is called a granular resolution of the initial decision
system (U, A, d). For the granular resolution, various methods known in rough
sets or elsewhere for classifier synthesis can be applied. The main features of
this approach, see [2,3], [14], are: noise reduction - resulting in higher accuracy
of classification - and classifier size reduction, resulting in much smaller number
of classifying rules.

In the next section we describe in more detail rough inclusions used in this
work along with their usage in analysis of DNA microarrays.
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2 Application of Residual Rough Inclusions

For the decision system (U, A, d), we outline a rough inclusion based on the
notion of a residuum of a t–norm.

2.1 Residua of T–Norms, Residual Rough Inclusions

The function T : [0, 1]× [0, 1] → [0, 1] which is symmetric, associative, increasing
in each coordinate, and subject to boundary conditions: T (x, 0) = 0, T (x, 1) = x,
is a t–norm, see, e.g, [8]. Examples of t–norms are,

1. (the �Lukasiewicz t–norm) L(x, y) = max{0, x + y − 1}.
2. (the Product t–norm) P (x, y) = x · y.
3. (the Minimum t–norm) M(x, y) = min{x, y}.

By a residuum x ⇒T y of a t–norm T, a function is meant, defined by means of,

x ⇒T y ≥ r if and only if T (x, r) ≤ y (5)

As all t–norms L, P, M are continuous, in their cases, the residual implication is
given by the formula,

x ⇒T y = max{r : T (x, r) ≤ y} (6)

Residual rough inclusions on the interval [0, 1] are defined, see, eg, [13] as,

μT (x, y, r) if and only if x ⇒T y ≥ r (7)

2.2 A Voting Scheme for Decision Value Assignment

In classifier synthesis, this rough inclusion, e.g., induced by the �Lukasiewicz t–
norm L, is applied in the following way. As usual, the data set is split into training
set and the test set. For a test object u, training objects v vote for decision value
at u by means of weights

w(v, u, ε) = disε(u, v) ⇒T indε(u, v) (8)

For each decision value vd, a parameter,

Param(vd) =
∑

{v∈Utrn:d(v)=vd}
w(v, u, ε) (9)

is computed and the decision value assigned to u is vd(u) with the property that

vd(u) = min{Param(vd) : vd} (10)

We have introduced basic facts about our approach, and now we return to our
analysis of DNA microarrays.
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3 DNA Microarray Features Extraction Method

The main purpose of this work is to present a selected gene extraction method
based on modified F statistics - by using a classifier based on mereological gran-
ules. The data presented in this paper can be interpreted without context, be-
cause all the decision classes of the examined DNA microarrays are classified in
a general sense, as one big decision system.

The huge amount of information obtained from DNA microarrays, due to the
large number of gene–attributes, needs some preparatory methods in order to
reduce this amount of information. We attempt to choose the genes that best
separate the decision classes. Our approach to the separation of classes in this
paper is as follows.

We have applied here F statistics, extended over multiple decision classes,
which are well-known for the separation of the two decision classes.

Features Extraction Method Based on Modified F Statistics Method:
Case6 (MSF6). For the decision system (U, A, d), where U = {u1, u2, ..., un},
A = {a1, a2, ..., am}, d 
∈ A, classes of d: c1, c2, ..., ck, we propose to obtain the
rate of separation of the gene a ∈ A for pairs of decision classes ci, cj , where
i, j = 1, 2, ..., k and i 
= j in the following way. We let,

Fci,cj (a) =
MSTRci,cj (a)
MSEci,cj (a)

(11)

Ca
i = {a(u) : u ∈ U and d(u) = ci}, Ca

j = {a(v) : v ∈ U and d(v) = cj}.

C
a

i =
{
∑

a(u) : u ∈ U and d(u) = ci}
card{Ca

i }
, C

a

j =
{
∑

a(v) : v ∈ U and d(v) = cj}
card{Ca

j }

C
a

i,j =
{
∑

a(u) : u ∈ U and (d(u) = ci or d(u) = cj)}
card{Ca

i } + card{Ca
j }

,

MSTRci,cj (a) = card{Ca
i } ∗ (C̄a

i − C̄a
i,j)2 + card{Ca

j } ∗ (C̄a
j − C̄a

i,j)2

MSEci,cj (a) =

∑card{Ca
i }

l=1 (a(ul) − C̄a
i ) +

∑card{Ca
j }

m=1 (a(vm) − C̄a
j )

card{Ca
i } + card{Ca

j } − 2

where ul ∈ Ca
i , l = 1, 2, ..., card{Ca

i }, vm ∈ Ca
j , m = 1, 2, ..., card{Ca

j }

After the rate of the separation Fci,cj (a), are computed for all genes a ∈ A and
all pairs of decision classes ci, cj , where i 
= j and i < j genes are sorted in
decreasing order of , Fci,cj (a)
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F 1
ci1 ,ci2

>F 2
ci1 ,ci2

>... >F card{A}
ci1 ,ci2

, where i1 ∈ {1, 2, ..., k−1} and i2 ∈ {i1+1, ..., k}

Finally, for experiments we have chosen the fixed number of genes from the
sorted list by means of the procedure,

Procedure
Input data
A′ ← ∅
iter ← 0
for i = 1, 2, ..., card{A} do

for j1 = 1, 2, ..., k − 1 do
for j2 = j1 + 1, ..., k do

if Fcj1 ,cj2
(a) = F i

cj1 ,cj2
(a) and a 
∈ A′ then

A′ ← a
iter ← iter + 1
if iter = fixed number of the best genes then

BREAK
end if

end if
end for
if iter = fixed number of the best genes then

BREAK
end if

end for
if iter = fixed number of the best genes then

BREAK
end if

end for
return A′

4 Augmented Weighted Voting by Granules of Training
Objects

The voting scheme proposed in sect. 2.2 is here augmented along the lines of [2].
The idea is to increase or decrease weights depending on the case, as shown in
five variants (as Algorithms 8 v1.1, v1.2, v1.3, v1.4, v1.5 of [2]). These variants
are described in [1], [14], but in this work we use only the best algorithm among
those studied, variant 8 v1.4.

The procedure of chosen algorithm is as follows:

Step 1. The training decision system (Utrn, A, d) and the test decision system
(Utst, A, d) have been input, where Utst, Utrn are, respectively, the test set and
the training set, A is a set of attributes, and d is a decision.
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Step 2. max attra and min attra have been found from the training data
set, where max attra, min attra are, respectively, the maximal and the minimal
value of attribute a on the training set.

Step 3. A chosen value of ε (determining attribute similarity degree) has been
input.

Step 4. Classification of testing objects by means of weighted granules of train-
ing objects is done as follows:

For all conditional attributes a ∈ A, training objects vp ∈ Utrn, where p ∈
{1, ..., card{Utrn} and test objects uq ∈ Utst, where q ∈ {1, ..., card{Utst}, for
traina = max attra−min attra and ||a(uq)−a(vp)|| = |a(uq)−a(vp)|

traina
we compute

Subcase a) If ||a(uq) − a(vp)|| ≥ ε, then

w(uq , vp) = w(uq, vp) +
|a(uq) − a(vp)|

traina ∗ (ε + ||a(uq) − a(vp)||)

i. e.,

w(uq, vp) = w(uq , vp) +
|a(uq) − a(vp)|

traina ∗ ε + |a(uq) − a(vp)|

Subcase b) If ||a(uq) − a(vp)|| < ε, then

w(uq, vp) = w(uq, vp) +
|a(uq) − a(vp)|

traina ∗ ε

After weights in either Case are computed - for a given test object uq and
each training objects vp - the voting procedure comprises computing values of
parameters,

Param(c) =
∑

{vp∈Utrn:d(vp)=c}
w(uq, vp), (12)

for ∀c, decision classes.

Finally, the test object uq is classified to the class c∗ with a minimal value of
Param(c).

After all test objects uq are classified, quality parameters Total accuracy and
Total coverage are computed.

The results for our algorithms with real DNA microarrays (see Table 1 from
Advanced Track of Discovery Challenge see [16] and [17]) are reported in the
next section.
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5 The Results of Experiments with Leave One Out
Method for Sample DNA Microarray Data

As we have studied, DNA microarrays contain unequal and small significant
decision classes - see Table 1 - which is why we are evaluating results by a
balanced accuracy parameter,

B.acc =
accc1 + accc2 + ... + accck

k
(13)

Due to considerations of space, only an exemplary test can be discussed here. We
apply our best classification algorithm 8 v1.4 among those studied [1] based on
weighed voting with fixed parameter ε = 0.01, and our feature extraction method
with Leave One Out method (LOO). For Leave One Out method a confusion
matrix is built, in which the tested objects from all folds are treated as one
test decision system. The motivation to use the Leave One Out method can be
found, among other places in [9] and [17]. These papers prove the effectiveness
and almost unbiased character of this method. Another argument proving its
effectiveness it that FS+LOO model was successfully used for microarray data
by the winners of the Advanced Track competition [17].

Table 1. An information table of the examined data sets (see [16]); data1 = anthra-
cyclineTaxaneChemotherapy, data2 = BurkittLymphoma, data3 = HepatitisC, data4
= mouseType, data5 = ovarianTumour, data6 = variousCancers final

Data.name No.of.attr No.of.obj No.of.dec.class The.dec.class.details

data1 61359 159 2 1(59.7%), 2(40.2%)
data2 22283 220 3 3(58.1%), 2(20%), 1(21.8%)
data3 22277 123 4 2(13.8%), 4(15.4%), 1(33.3%), 3(37.3%)

data4 45101 214 7 3(9.8%), 2(32.2%), 7(7.4%), 6(18.2%),
5(16.3%), 4(9.8%), 1(6%)

data5 54621 283 3 3(86.5%), 1(6.3%), 2(7%)

data6 54675 383 9 3(6.2%), 2(40.4%), 4(10.1%), 7(5.2%), 5(12.2%),
6(10.9%), 8(4.1%), 9(4.6%), 10(5.7%)

5.1 The Results for Our Gene Extraction Method

DNA microarray gene separation method MSF6 based on modified statistic F
produces one of the best average results in a global sense from among all the
methods that we have studied. On the basis of average results for our best
method - see Table 2 - we can conclude that the best balanced accuracy 0.789
for all examined data has been obtained with only 50 genes. Table 4 presents the
comparison of our best results and the results of the winners of Advanced Track
discovery challenge - see [17]. It is evident that our methods are comparable
to, or even better than, other methods. Balanced accuracy computed in all 28
decision classes of examined data is about 3 percent better than the best from
Advanced Track [17].



Analysis of DNA Microarray Data by RS Methods 41

Table 2. Leave One Out; The average balanced accuracy of classification for MSF6
algorithm; Examined data sets: all from Table 1; No.of.genes = number of classified
genes, method = method’s name

method\No.of.genes 10 20 50 100 200 500 1000
MSF6 0.718 0.759 0.789 0.782 0.781 0.777 0.783

Table 3. Leave One Out; 50 genes; The balanced accuracy of classification for all 28
decision classes with MSF6 algorithm; Examined data sets: all from Table 1, accb =
Balanced Accuracy

data.class accb data.class accb data.class accb data.class accb
data1.1 0.568 data3.1 0.927 data4.4 0.81 data6.4 0.538
data1.2 0.703 data3.3 0.87 data4.1 1 data6.7 1
data2.3 0.969 data4.3 0.952 data5.3 0.963 data6.5 0.809
data2.2 0.977 data4.2 0.536 data5.1 1 data6.6 0.714
data2.1 0.688 data4.7 0.438 data5.2 0.4 data6.8 0.938
data3.2 0.941 data4.6 0.359 data6.3 0.958 data6.9 0.833
data3.4 1 data4.5 0.629 data6.2 0.665 data6.10 0.909

Table 4. Average balanced accuracy; Modified F statistics vs Advanced Track results
of the Discovery Challenge [17]; Examined data sets: all from Table 1; in case ∗ Leave
One Out result for 50 genes

method Balanced Accuracy

MSF6∗ 0.789
RoughBoy [17] 0.75661

ChenZe [17] 0.75180
wulala [17] 0.75168

6 Conclusions

The research results for our 8 v1 w4 classification method [2], [14] (with gene
extraction MSF6 algorithm with examined data) are comparable to the best
results from the Advanced Track of data mining contest see [17]. Those results
have been evaluated by means of average balanced accuracy computed in all
28 decision classes of examined data. What follows from our experiments is
that the essential element of gene separation methods is the way to choose the
best genes after their calculation. In the case of the MSF6 method we choose
genes which best separate particular pairs of decision classes one by one from all
combinations, without the repetition of length 2 of decision classes.

The search is in progress for a theoretical explanation of the effectiveness
of gene separation methods, based on F statistics, as well as work aimed at
developing the theoretical description of these statistics, and will be reported.
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Abstract. Dynamics with respect to attributes in an information (de-
cision) table is studied. That is, we show how the main rough set in-
struments change when new knowledge (in form of new attributes) is
available. In particular, we analyze the approximations, positive regions,
generalized decision, reducts and rules. With respect to classification, an
algorithm to update reducts and rules is presented and a preliminary
study on rule performance is given.

1 Introduction

In [2] we gave a classification of dynamics in rough sets. The main distinction was
between synchronous and asynchronous dynamics. In this second case, we char-
acterized different ways to have an increase, or dually decrease of information,
in time and with respect to three different approaches to rough sets: Information
Tables, Approximation Spaces and Coverings. When considering Information Ta-
bles, we can have an increase of information with respect to objects, attributes
and values (a formal definition will be given in the next section). Increase of
information with respect to objects has been studied in [11], where an algorithm
to incrementally update the reducts has been proposed. In [12] objects observed
at different times are collected in a unique temporal information system, which
is then studied, for instance with regards to changes of functional dependen-
cies between attributes. In [3] increase of information with respect to values is
addressed. The authors show how approximations and positive regions change
when an unknown value becomes known and an algorithm to update reducts is
also proposed. Grzymala-Busse [4] analyses in quantitative terms what happens
when known values are turned to unknown. The result is that imprecise tables
(i.e., with more unknown values) generate better rules.

Here we are focusing on attributes and study what happens when we add (or
delete) an attribute to an Information Table. At first, we give some theoretical
results. In particular, we study the behaviour of set approximations, positive
regions and reducts. Then, we deal with rule performance in applications.
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2 Preliminary Notions

2.1 Rough Sets Basis

Information Tables (or Information Systems) [7,9] are basic terms of rough set
theory. They have been defined to represent knowledge about objects in terms
of observables (attributes).

Definition 2.1. An Information Table is a structure K(X) = 〈X, A, val, F 〉
where:

– the universe X is a non empty set of objects;
– A is a non empty set of condition attributes;
– val is the set of all possible values that can be observed for all attributes;
– F (called the information map) is a mapping F : X × A → val ∪ {∗} which

associates to any pair object–attribute, the value F (x, a) ∈ val assumed by
the attribute a for the object x. If F (x, a) = ∗ it means that this particular
value is unknown.

Let us note that we do not deal with different semantics of incomplete informa-
tion tables, but simply take into account that for some reason a value can be
missing, i.e., F (x, a) = ∗.
A decision table is an Information Table where the attributes are divided in
two groups A ∪D, with A condition attributes and D decision attributes which
represent a set of decisions to be taken given the conditions represented by A.
Usually, |D| = 1.

Given an information (or decision) table, the indiscernibility relation with
respect to a set of attributes B ⊆ A is defined as

xIBy iff ∀a ∈ B, F (x, a) = F (y, a)

This relation is an equivalence one, which partitions X into equivalence classes
[x]B , our granules of information. Due to a lack of knowledge we are not able to
distinguish objects inside the granules, thus not all subsets of X can be precisely
characterized in terms of the available attributes B. However, any set H ⊆ X can
be approximated by a lower and an upper approximation, respectively defined
as:

LB(H) = {x : [x]B ⊆ H} (2.1a)
UB(H) = {x : [x]B ∩ H 
= ∅} (2.1b)

Other forms of imprecision arise in decision tables, since it may happen that
two objects with the same conditions have different decision. In this case the de-
cision table is said non-deterministic, and we can define the generalized decision:

δB(x) = {i : F (y, d) = i and xIBy}

Thus, in a non-deterministic situation, only a subset of objects can be precisely
classified: the positive region of the decision table, defined as

POSB(K(X), d) = ∪LB([x]{d})
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A decision table can be simplified by searching for a reduct: the smallest set
of attributes which preserves the classification. More precisely, given a decision
table, a set of attributes B1 ⊆ A is a reduct of B2 ⊆ A if

1. B1 and B2 generate the same generalized decision: for all objects x ∈ X ,
δB1(x) = δB2(x);

2. A minimality condition holds: for all C ⊆ B2 such that δC = δB2 , then
B1 ⊆ C.

Clearly, there can be more than one reduct for a given set B2.
Finally, classification rules can be deduced by a reduct or directly computed

by a proper algorithm, for instance LEM (and its descendants). Here, we are
not going into details on how we can obtain rules, for an overview the reader is
referred to [8]. We just denote a rule as r : a1 = v1, . . . an = vn → d1 or d2 . . . or
dm, with the meaning that when conditions ai = vi are satisfied than an object
can belong to one of the decisions di. Of course, in the deterministic case we
have m = 1, that is only one decision is possible.

2.2 Temporal Dynamics in Information Tables

If we consider an information system evolving in time, it may change in terms of
objects, attributes, values or information map. We can describe three different
situations where the knowledge increases going from time t to time t + 1 and
they are formalized in the following way.

Definition 2.2. [2] Let K(t1)(X1) = 〈X1, A1, val1, F1〉 and K(t2)(X2) =
〈X2, A2, val2, F2〉, with t1, t2 ∈ R, t1 ≤ t2 be two Information Tables. We will
say that there is a monotonic increase of information from time t1 to time t2

– wrt values iff K(t1) and K(t2) are defined on the same set of objects, attributes
and values and F1(x, a) 
= ∗ implies F2(x, a) = F1(x, a).

– wrt attributes iff X1 = X2, i.e., K(t1) and K(t2) are defined on the same set of
objects and A1 ⊆ A2, val1 ⊆ val2 and ∀a ∈ A1, ∀x ∈ X1, F2(x, a) = F1(x, a).

– wrt objects iff K(t1) and K(t2) have the same set of attributes and values,
X1 ⊆ X2 and ∀x ∈ X1, F2(x, a) = F1(x, a).

In all the three cases we can also define a decrease of knowledge when the reverse
orderings hold. In the sequel we focus on the increase/decrease with respect to
attributes.

Example 2.1. In Table 1 we can see a monotone increase wrt attributes from
time t1 to time t2 since the new attribute Rooms is added while the others do
not change.
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Table 1. Flats incomplete information systems

Observer at time t1
Flat Price Down-Town Furniture

f1 high yes *
f2 high yes no
f3 * yes no
f4 * * yes

Observer at time t2
Flat Price Rooms Down-Town Furniture

f1 high 2 yes *
f2 high * yes no
f3 * 2 yes no
f4 * 1 * yes

3 Theoretical Results

Now, we give some results showing that, as expected, to a new attribute corre-
sponds a deeper knowledge on the problem. At first, in proposition 3.1 (already
given in [1] without proof), we see that an increase of knowledge with respect
to attributes leads to better approximations.

Proposition 3.1. Let K(t0)(X) and K(t1)(X) be two information systems char-
acterized by a monotone increase of knowledge with respect to attributes from
time t0 to time t1. Then

Lt0
R(H) ⊆ Lt1

R(H) ⊆ H ⊆ U t1
R (H) ⊆ U t0

R (H) .

Sketch of Proof. With a new attribute, equivalence classes become smaller. Hence,
from equations (2.1) more objects can belong to the lower approximation and
less to the upper.

Let us note that the above proposition can be applied to more general rough-set
models, for instance tolerance rough sets. Indeed, in order to apply it, it is suffi-
cient to have a situation in which a new attribute induces a smaller granulation
or not greater one.

As a consequence of proposition 3.1, also the number of objects that can be
correctly classified (that is the positive region of the decision table) increases.

Proposition 3.2. Let K(t0)(X) and K(t1)(X) be two information systems char-
acterized by a monotone increase of knowledge with respect to attributes from
time t0 to time t1. Then,

POSB(K(t0)(X), d) ⊆ POSB(K(t1)(X), d)
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Proof. It follows from definition and proposition 3.1.

As expected, generalized decisions have the opposite behaviour: for a given ob-
ject, its generalized decision becomes smaller.

Proposition 3.3. Let K(t0)(X) and K(t1)(X) be two information systems char-
acterized by a monotone increase of knowledge with respect to attributes from
time t0 to time t1. Then, for all x ∈ X:

δAt1
(x) ⊆ δAt0

(x).

Proof. Also this result is due to a finer granulation of the objects when having
more attributes.

3.1 Reducts Update

Now, let us consider the reducts. Supposing that At0 ⊆ At1 , it can happen that
Redt0 , the reduct of At0 , is a reduct of At1 . In this case the reduct at time t1
does not change. On the contrary, if Redt0 is not a reduct of At1 , we have that
RedAt0

⊆ RedAt1
and the rules obtained at time t1 are more precise, in the sense

that they contain more conditions. If we desire to compute the reducts at time t1
we can start from an existing one and update it, instead of re-calculating them
all. For the sake of simplicity, let us suppose that we add only one attribute a
from time t0 to time t1. A way to update a reduct is sketched in algorithm 1.

Algorithm 1. Update reducts
Require: A set of objects X = {x1, x2, . . . xn}, a reduct Redt0 , a new attribute a
Ensure: An updated reduct

1: i = 1
2: while δAt1

(xi) = δAt0
(xi) do

3: increase i
4: end while
5: if i �= n + 1 then
6: add a to the reduct: Redt1 = Redt0 ∪ {a}
7: end if

That is, we add a to the reduct Redt0 if it enables to discern objects belonging
to different decision classes which were equivalent with respect to attributes in
Redt0 . Clearly, if we add more than one attribute we can proceed by applying
the above algorithm for each attribute. In this case, the order of considering the
attributes will influence the result (heuristics can be found in literature [8]) and
we may also loose some reduct respect to computing them from scratch. Another
approach could be to ask if there exists a reduct at time t1 which contains the
reduct at time t0. This can be solved in polynomial time similarly to the covering
problem discussed in [6].
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Example 3.1. Let us consider a simple example of a medical decision table (tables
2, 3), in which patients are characterized according to some attribute and a
decision on their disease has to be taken.

At time t0 a possible reduct is made of only one attribute: Redt0 ={Pressure}.
At time t1 we add the attribute Temperature and we recompute the generalized
decision. We have that δAt1

(x1) = {A} 
= {A, NO} = δAt0
(x1). Hence, we add

the attribute Temperature and obtain Redt1 ={Pressure, Temperature}.

Table 2. Medical decision table, time t0

Patient Pressure Headache Muscle Pain Disease

p1 2 yes yes A
p2 3 no yes B
p3 1 yes no NO
p4 2 no yes NO

Table 3. Medical decision table, time t1

Patient Pressure Headache Muscle Pain Temperature Disease

p1 2 yes yes very high A
p2 3 no yes high B
p3 1 yes no normal NO
p4 2 yes yes high NO

3.2 Rules Update

A similar method to the one described for reducts can be applied directly to
rules. The deterministic rules are not changed, since the new attribute will not
affect the classification. Imprecise rules can be improved if the new attribute is
able to discern similar objects with different decisions. In algorithm 2 a rule is
substituted by a set of new rules.

We add a new rule if (condition at line 4) the set of objects satisfying the
conditions of the actual rule is not contained in one of the equivalence classes
with respect to the new attribute. Let us note that the new rules are better than
the hold ones in the sense that they have less elements in the right part.

Example 3.2. Let us consider the same decision tables of example 3.1. A rule at
time t0 is

r0 : Pressure = 2, Headache = yes, Muscle Pain = yes → A or NO.

The set of patients satisfying r0 is H = {p1, p4} and we get [p1]Temp = {p1},
[p4]Temp = {p4}. Since H 
⊆ [p1]Temp and H 
⊆ [p4]Temp, at time t1, we have two
new rules:



Attribute Dynamics in Rough Sets 49

r′1 : Pressure = 2, Headache = yes, Muscle Pain = yes, Temp. = very high → A

r
′′
1 : Pressure = 2, Headache = yes, Muscle Pain = yes, Temp. = high → NO.

We note that the attributes Headache and Muscle Pain are not decisive in this
rules and they can be removed without affecting the result.

Algorithm 2. Update rules
Require: a decision table, a new attribute a, an imprecise rule of the form r : a1 =

v1, a2 = v2, . . . an = vn → (d1 or d2 or . . . or dm)
Ensure: updated versions of the rule r
1: Compute H = all the objects which satisfies the conditions of r
2: Partition H with respect to the attribute a in classes [x]a
3: for all classes [x]a such that [x]a ∩H �= ∅ do
4: if H �⊆ [x]a then
5: generate the rule a1 = v1, a2 = v2, . . . an = vn, a = F (x, a)→ δ(x)
6: end if
7:
8: end for

4 Experiments

From a theoretical standpoint, we expect that the rules computed with more
attributes are more accurate. We can however wonder if, as in the case of values
increase of knowledge [4], the less accurate rules have better performances. In
order to verify this, we made some preliminary test. We used ROSE21 as our
software framework. Rules are computed directly from the table without dis-
cretization which is performed directly inside the execution of MLEM algorithm
[5]. All the datasets are taken from the UCI repository2 and accuracy measures
are obtained by a 10-fold cross validation procedure

The first data set taken into account is the well-known Iris one. In this case
performances are measured with respect to the full set of attributes, then delet-
ing one attribute (25% of the total) and two attributes (50%). The results are
reported in table 4.

As can be seen in the last three rows, on average accuracy decreases as at-
tributes diminish. That is, to a monotone decrease of knowledge with respect
to attributes corresponds a decrease of accuracy. From this table we can also
get some (indirect) indication on the dependence of the decision from the con-
ditions. Indeed, deleting attributes 1 and 2 has a weaker impact than deleting 3
and 4, either separately or together. This means that the classification depend
in a stronger manner on attributes 3 and 4, than on attributes 1 and 2.
1 http://idss.cs.put.poznan.pl/site/rose.html
2 http://archive.ics.uci.edu/ml/
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Table 4. Iris dataset accuracy

Missing attributes Accuracy

1,2 94.0
1,3 92.0
1,4 92.0
2,3 92.0
2,4 92.0
3,4 72.0
1 94.7
2 94.0
3 92.0
4 92.0

None 95.3
Average 25% 93.2
Average 50% 89.0

Table 5. Pima diabetes (on the left) and breast cancer (right) datasets accuracy

Missing attributes Accuracy

1,2,3,4 70.1
2,3,4,5 67.6
3,4,5,6 72.4
4,5,6,7 69.9
5,6,7,8 69.1

2,6 65,62
5,7 72.8
1,4 74.4
3,8 70.6
2,4 68.5

None 73.4
Average 25% 70.4
Average 50% 69.8

Missing attributes Accuracy

1,3,4,8 56.9
2,5,6,7 60.0
1,3,5,6 69.2
2,4,7,8 59.2
1,2,3,7 73.7

1,4 69.1
7,8 65.9
3,5 66.6
2,6 68.5
1,6 64.9

None 66.7
Average 25% 67.0
Average 50% 63.8

In case of Pima Diabetes and Breast Cancer, not all subsets of attributes have
been tested, but only some samples with 25% and 50% of the original attributes.

Also in these cases, it seems that to less attributes correspond worst per-
formances. There is only one exception in the breast cancer case which has
approximately the same performance with the whole set of attributes and the
average of 25% of missing attributes. Further, let us remark that in some cases,
the accuracy of less attributes is better than the whole Information Table, for
instance in Pima data sets and attributes 1 and 4 deleted.

5 Conclusion

The monotone increase of knowledge with respect to attributes in decision ta-
bles has been analyzed. From a theoretical standpoint, we saw that better
approximations and classification power (in term of positive regions and decision
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rules) correspond to this increase of knowledge. Algorithms to update reducts
and rules have been proposed. In order to quantify the increase of rule perfor-
mance, some preliminary tests have been reported. As one could expect, and
with only few exceptions, the results point out that worst rules correspond to a
decrease of knowledge. These results can also be useful if interpreted as a way
to preprocess data. Indeed, we can have some information on which attributes
should be retained and which not in order to generate rules. As pointed out in
the previous section, in the Iris case we had the indication that attributes 3 and
4 have more influence on classification than attributes 1 and 2. More important,
it can happen that deleting some attributes we get better performances as in the
case of attributes 1,4 in the Pima case. Of course, in order to better understand
when there is an increase of accuracy in deleting attributes and which is the
gain, more tests are needed . It is not excluded that in this step it will be of
some help to use other software besides ROSE 2 or to develop ad hoc libraries.
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N.J., Ślȩzak, D. (eds.) RSKT 2007. LNCS (LNAI), vol. 4481, pp. 76–83. Springer,
Heidelberg (2007)

4. Grzymala-Busse, J., Grzymala-Busse, W.: Inducing better rule sets by adding miss-
ing attribute values. In: Chan, C., Grzymala-Busse, J., Ziarko, W. (eds.) RSCTC
2008. LNCS (LNAI), vol. 5306, pp. 160–169. Springer, Heidelberg (2008)

5. Grzymala-Busse, J.W.: A new version of the rule induction system LERS. Funda-
menta Informaticae 31, 27–39 (1997)

6. Moshkov, M.J., Skowron, A., Suraj, Z.: Extracting relevant information about
reduct sets from data tables. In: Transactions on Rough Sets [10], pp. 200–211

7. Pawlak, Z.: Information systems - theoretical foundations. Information Systems 6,
205–218 (1981)

8. Pawlak, Z., Skowron, A.: Rough sets and boolean reasoning. Information Sci-
ences 177, 41–73 (2007)

9. Pawlak, Z., Skowron, A.: Rudiments of rough sets. Information Sciences 177, 3–27
(2007)
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Abstract. This paper presents results of experiments on incomplete
data sets obtained by random replacement of attribute values with sym-
bols of missing attribute values. Rule sets were induced from such data
using two different types of lower and upper approximation: local and
global, and two different interpretations of missing attribute values: lost
values and ”do not care” conditions. Additionally, we used a probabilistic
option, one of the most successful traditional methods to handle missing
attribute values. In our experiments we recorded the total error rate,
a result of ten-fold cross validation. Using the Wicoxon matched-pairs
signed ranks test (5% level of significance for two-tailed test) we observed
that for missing attribute values interpreted as ”do not care” conditions,
the global type of approximations is worse than the local type and that
the probabilistic option is worse than the local type.

1 Introduction

Many real-life data sets are incomplete. In some cases an attribute value was
accidentally erased or is unreadable. The most cautious approach to missing
attribute values of this type is mining data using only specified attribute values.
This type of missing attribute values will be called lost and denoted by ”?”.

Another type of missing attribute values may be exemplified by reluctance to
answer some questions. For example, a patient is tested for flu and one of the
questions is a color of hair. This type of missing attribute values will be called
a ”do not care” condition and denoted by ”*”.

We studied data sets with all missing attribute values lost, using rough set
approach, for the first time in [1]. In this paper two algorithms for rule induction
from such data were presented. The same data sets were studied later, see, e.g.,
[2,3].

The first study of ”do not care” conditions, again using rough set theory,
was presented in [4], where a method for rule induction in which missing at-
tribute values were replaced by all values from the domain of the attribute was
introduced. ”Do not care” conditions were also studied later, see, e.g. [5,6].
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c© Springer-Verlag Berlin Heidelberg 2011



Mining Symbolic Data with Missing Attribute Values 53

In our experiments we used two types of approximations: local and global.
The idea of local approximations was introduced in [7]. The results of exper-
iments [8] show superiority of local approximations. This paper presents new
results of extensive experiments on symbolic data with missing attribute values.
For missing attribute values interpreted as ”do not care” conditions, for which
local approximations are not reduced to global approximations [9], the results
of experiments show that local approximations are better than global ones. Ad-
ditionally, local approximations are better than a probabilistic option, one of
the most successful, traditional imputation method handling missing attribute
values based on the largest conditional probability given the concept to which
the case belongs. This option was included to our experiments for completeness.

2 Rough Set Approaches to Missing Attribute Values

An important tool to analyze data sets is a block of an attribute-value pair. Let
(a, v) be an attribute-value pair. For complete decision tables, i.e., decision tables
in which every attribute value is specified, a block of (a, v), denoted by [(a, v)],
is the set of all cases x for which a(x) = v, where a(x) denotes the value of the
attribute a for the case x. For incomplete decision tables the definition of a block
of an attribute-value pair is modified.

– If for an attribute a there exists a case x such that a(x) = ?, i.e., the
corresponding value is lost, then the case x should not be included in any
blocks [(a, v)] for all values v of attribute a,

– If for an attribute a there exists a case x such that the corresponding value is
a ”do not care” condition, i.e., a(x) = ∗, then the case x should be included
in blocks [(a, v)] for all specified values v of attribute a.

For a case x ∈ U the characteristic set KB(x) is defined as the intersection of
the sets K(x, a), for all a ∈ B, where the set K(x, a) is defined in the following
way:

– If a(x) is specified, then K(x, a) is the block [(a, a(x)] of attribute a and its
value a(x),

– If a(x)) =? or a(x) = ∗ then the set K(x, a) = U .

Note that for incomplete data there is a few possible ways to define approxima-
tions [8,10], we used concept approximations. A B-global lower approximation of
the concept X is defined as follows:

BX = ∪{KB(x) | x ∈ X, KB(x) ⊆ X}.

A B-global upper approximation of the concept X is defined as follows:

BX = ∪{KB(x) | x ∈ X, KB(x) ∩ X 
= ∅} = ∪{KB(x) | x ∈ X}.

A set T of attribute-value pairs, where all attributes belong to the set B and
are distinct, will be called a B-complex. A B-local lower approximation of the
concept X is defined as follows
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∪{[T ] | T is a B-complex of X , [T ] ⊆ X }.

A B-local upper approximation of the concept X is defined as the minimal set
containing X and defined in the following way

∪{[T ] | ∃ a family T of B-complexes of X with ∀ T ∈ T , [T ] ∩ X 
= ∅}.

For rule induction from incomplete data we used the MLEM2 data mining
algorithm, for details see [11]. We used rough set methodology [12], i.e., for a
given interpretation of missing attribute vales and for a particular version of the
definition (local or global), lower and upper approximations were computed for
all concepts and then rule sets were induced, certain rules from lower approxi-
mations and possible rules from upper approximations.
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Fig. 1. Results of experiments on breast cancer data set, certain rule set

3 A Probabilistic Option

In our experiments we used a probabilistic method to handle missing attribute
values based on conditional probability. This method is frequently used in data
mining and is considered to be very successful. There are many other methods
to deal with missing attribute values, see, e.g., [13].
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Fig. 2. Results of experiments on breast cancer data set, possible rule set
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Fig. 3. Results of experiments on hepatitis data set, certain rule set
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Fig. 4. Results of experiments on hepatitis data set, possible rule set
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Fig. 6. Results of experiments on image data set, possible rule set
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Fig. 7. Results of experiments on lymphography data set, certain rule set
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Fig. 8. Results of experiments on lymphography data set, possible rule set
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Fig. 10. Results of experiments on wine data set, possible rule set

In this method, for any case x, a missing attribute value was replaced by the
most common value of the same attribute restricted to the concept to which x
belongs. Thus, a missing attribute value was replaced by an attribute value with
the largest conditional probability, given the concept to which the case belongs.

4 Experiments

In our experiments we used five well-known data sets, accessible at the Univer-
sity of California at Irvine Data Depository. Three data sets: hepatitis, image
segmentation and wine, were discretized using a discretization method based on
cluster analysis [14].

For every data set a set of templates was created. Templates were formed by
replacing incrementally (with 5% increment) existing specified attribute values
by lost values. Thus, we started each series of experiments with no lost values,
then we added 5% of lost values, then we added additional 5% of lost values, etc.,
until at least one entire row of the data sets was full of lost values. Then three
attempts were made to change configuration of new lost values and either a new
data set with extra 5% of lost values was created or the process was terminated.
Additionally, the same formed templates were edited for further experiments by
replacing question marks, representing lost values, by ”*”s, representing ”do not
care” conditions.

For each data set with some percentage of missing attribute values of a given
type, experiments were conducted separately for certain and possible rule sets,
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using four rough set approaches and the probabilistic option, respectively. Ten-
fold cross validation was used to compute an error rate. Rule sets were induced by
the MLEM2 option of the LERS data mining system. Results of our experiments
are presented in Figures 1–10.

5 Conclusions

As follows from our experiments, there is not much difference in performance
between certain and possible rule sets, with two exceptions: the certain rule
set induced by the global version of MLEM2 combined with the ”do not care”
condition interpretation of missing attribute values is the worst approach overall.
Using the Wicoxon matched-pairs signed ranks test (5% level of significance for
two-tailed test) we observed that for missing attribute values interpreted as ”do
not care” conditions, the global version is worse than the local version, for both
certain and possible rule sets (this observation is backed up by all data sets except
breast cancer where the outcome is indecisive). Note that for the local and global
options, for missing attribute values interpreted as lost values, for both certain
and possible rule sets, the outcome is indecisive. This is not difficult to explain:
for lost values, local approximations are reduced to global approximations, as it
was observed in [9]. Using the same test we draw two additional observations. The
probabilistic option is worse than local option combined with missing attribute
values interpreted as ”do not care” conditions, for both certain and possible rule
sets. This observation is supported by all data sets except the breast cancer for
both certain and possible rule sets and wine data sets for certain rule sets, where
the outcome is indecisive. Additionally, for some data sets and some types of rule
sets (for the image and wine data sets combined with certain rule sets and for the
lymphography data set, for both certain and possible rule sets), the global option
combined with missing attribute values interpreted as ”do not care” conditions
is worse than the probabilistic option. For remaining data sets and type of rule
sets the outcome is indecisive.

An additional observation is related to an increase of the error rate with the
increase of the percentage of missing attribute values. For some data sets (e.g.,
the breast cancer data set) the error rate is more or less constant. For some data
sets (e.g., the hepatitis data set) the increase of the error rate is not essential. For
some data sets the increase of the error rate is obvious (remaining three data sets).

The difference in performance between rough set approaches and probabilistic
versions are frequently substantial. Our final conclusion is that for a given data
set all ten methods should be tested and the best one should be applied for data
mining.
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Abstract. An action is defined as controlling or changing some of attribute val-
ues in an information system to achieve desired result. An action reduct is a 
minimal set of attribute values distinguishing a favorable object from other ob-
jects. We use action reducts to formulate necessary actions. The action sug-
gested by an action reduct induces changes of decision attribute values by 
changing the condition attribute values to the distinct patterns in action reducts.  

Keywords: Reduct, Action Reduct, Prime Implicant, Rough Set. 

1   Introduction 

Suppose that the customers of a bank can be classified into several groups according 
to their satisfaction levels, such as satisfied, neutral, or unsatisfied. One thing the bank 
can do to improve the business is finding a way to make the customers more satisfied, 
so that they continue to do the business with the bank. The algorithm described in this 
paper tries to solve such problem using existing data. Assume that a bank maintains a 
database for customer information in a table. The table has a number of columns de-
scribing the characteristics of the customers, such as personal information, account 
data, survey result etc. We divide the customers into two groups based on the satisfac-
tion level (decision value). The first group is comprised of satisfied customers who 
will most likely keep their account active for an extended period of time. The second 
group is comprised of neutral or unsatisfied customers. We find a set of distinct val-
ues or unique patterns from the first group that does not exist in the second group. The 
unique characteristics of the satisfied customers can be used by the bank to improve 
the customer satisfaction for the people in the second group. Clearly, some of attribute 
values describing the customers can be controlled or changed, which is defined as an 
action. In this paper, we propose the concept of action reduct to formulate necessary 
actions. An action reduct has following properties; (1) It is obtained from objects 
having favorable decision values. (2) It is a distinct set of values not found in the 
other group, the group not having favorable decision values. (3) It is the minimal set 
of differences between separate groups of objects. The minimal set has the advantages 
when formulating actions because smaller changes are easier to undertake.  
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The rest of this paper is organized as follows. Chapter 2 describes the algorithm. 
Related works are presented in Chapter 3. Implementation and experimental results 
are shown in Chapter 4. Chapter 5 concludes the paper. 

Table 1. Information System S. The decision attribute is D. The condition attributes are B, C, 
and E. There are eight objects referred as x1 ~ x8  

B C E D

x1 b2 c1 e1 d2

x2 b1 c3 e2 d2

x3 b1 c1 d2

x4 b1 c3 e1 d2

x5 b1 c1 e1 d1

x6 b1 c1 e1 d1

x7

x8

b2

b1 c2

e2

e2

d1

d1  

2   Algorithm 

2.1   Notations 

We will use the following notations throughout the paper.  
By an information system [2] we mean a triple S=(X,A,V), where 
 

X = {x1,x2,...xi} is a finite set of objects, 
A = {a1,a2,...aj} is a finite set of attributes, defined as partial functions from X into V, 
V = {v1,v2,...,vk} is a finite set of attribute values. 
 

We also assume that V = ∪{Va : a ∈A}, where Va is a domain of attribute a. 
For instance, in the information system S presented by Table 1, x1 refers to the first 

row and B(x1) = b2. There are four attributes, A = {B, C, E, D}. We classify the attrib-
utes into two types: condition and decision. The condition attributes are B, C, and E, 
and the decision attribute is D. We assume that the set of condition attributes is fur-
ther partitioned into stable attributes, AS, and flexible attributes, AF. An attribute is 
called stable if the values assigned to objects do not change over time. Otherwise, the 
attribute is flexible. Birth date is an example of a stable attribute. Interest rate is a 
flexible attribute.  

 
AF = {B,C} 
AS = {E} 
D = decision attribute 

 
The values in D are divided into two sets. 

 

dα = { vi ∈ VD; vi is a desired decision value} 
dβ = VD - dα 



64 S. Im, Z. Ras, and L.-S. Tsay 

For simplicity of presentation, we use an example having only one element d2 in dα 
and d1 in dβ (dα = {d2}, dβ = {d1}). However, the algorithm described in the next sec-
tion directly carries over to the general case where |dα| ≥ 2 and |dβ| ≥ 2.  

The objects are partitioned into 2 groups based on the decision values.  
 
Xα = {xi ∈ X; D(xi) ∈ dα}; i.e., objects that the decision values are in dα 
Xβ = {xj ∈ X; D(xj) ∈ dβ}; i.e., objects that the decision values are in dβ 
 

In Table 1, Xα = {x1, x2, x3, x4} and Xβ = {x5, x6, x7, x8}.  

2.2   Algorithm Description 

We want to provide the user a list of attribute values that can be used to make changes 
on some of the objects to steer the unfavorable decision value to a more favorable 
value. We use the reduct [2][9] to create that list.  

By a reduct relative to an object x we mean a minimal set of attribute values distin-
guishing x from all other objects in the information system. For example, {b2, e2} is a 
reduct relative to x7 since {b2, e2} can differentiate x7 from other objects in S (see 
Table 1). 

Now, we will extend the concept of “reduct relative to an object” to “α-reduct”. 
We partitioned the objects in S into two groups by their decision values. Objects in Xα 
have d2 that is the favorable decision value. Our goal is to identify which sets of con-
dition attribute values describing objects in Xα make them different from the objects 
in Xβ. Although there are several different ways to find distinct condition attribute 
values (e.g. association rules), reducts have clear advantages; it does not require the 
user to specify the rule extraction criteria, such as support and confidence values, 
while generating the minimal set of distinct sets. Thereby, the algorithm is much eas-
ier to use, and creates a consistent result across different users.  

Table 5 shows α-reducts for S. Those are the smallest sets of condition attribute 
values that are different from the condition attribute values representing objects in Xβ. 
We obtained the first two α-reducts relative to x1. These are the prime implicants [1] 
(see the next section for details) of the differences between x1 and {x5, x6, x7, x8}. 
Subsequent α-reducts are extracted using objects x2, x3, and x4.  

We need a method to measure the usability of the α-reducts. Two factors, frequency 
and hit ratio, determine the usability. (1) Frequency : More than one object can have the 
same α-reduct. The frequency of an α-reduct in Xα is denoted by f. (2) Hit Ratio : The 
hit ratio, represented as h, is the ratio between the number of applicable objects and the 
total number of objects in Xβ. An applicable object is the object that the attribute values 
are different from those in α-reduct, and they are not stable values. The α-reducts may 
not be used to make changes for some of the attribute values of x ∈ Xβ for two reasons. 
Some objects in Xβ do not differ in terms of their attribute values. Therefore, changes 
cannot be made. Second, we cannot modify stable attribute values. It does not make 
sense to suggest a change of un-modifiable values. We define the following function to 
measure the usability. The weight of an α-reduct k is, 

wk = ( fk ⋅ hk ) / ( Σ( f ⋅ h)),  
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where fk and hk are the frequency and hit ratio for k, and Σ( f ⋅ h) is the sum of the 
weights of all α-reducts. It provides a way to prioritize the α-reduct using a normal-
ized value. 

Table 2. Xα. The objects classified as d2. We assume that d2 is the favorable decision. 

B C E D

x1 b2 c1 e1 d2

x2 b1 c3 e2 d2

x3 b1 c1 d2

x4 b1 c3 e1 d2  

Table 3. Xβ. The objects classified as d1 

B C E D

x5 b1 c1 e1 d1

x6 b1 c1 e1 d1

x7

x8

b2

b1 c2

e2

e2

d1

d1  

2.3    Example 

Step 1. Finding α-reducts 
 

Using the partitions in Tables 2 and 3, we find distinct attribute values of x ∈ Xα 

against x ∈ Xβ. The following matrix shows the discernable attribute values for {x1, x2, 
x3, x4} against {x5, x6, x7, x8} 

Table 4.  Discernable attribute values for {x1, x2, x3, x4} against {x5, x6, x7, x8} 

 x1 x2 x3 x4 
x5 b2 c3 + e2  c3 
x6 b2 c3 + e2  c3 
x7 c1 + e1 b1 + c3 b1 + c1 b1 + c3 + e1 
x8 b2 + c1 + e1 c3 c1 c3 + e1 

 
For example, b2 in x1 is different from x5. We need b2 to discern x1 from x5. Either 

c1 or (or is denoted as + sign) e1 can be used to distinguish x1 from x7. In order to find 
the minimal set of values that distinguishes x1 from all objects in Xβ= {x5, x6, x7, x8} 
we multiply all discernable values: (b2) × (b2) × (c1 + e1) × ( b2 + c1 + e1). That is, (b2) 
and (c1 or e1) and (b2 or c1 or e1) should be different to make x1 distinct from all other  
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objects. The process is known as finding a prime implicant by converting the conjunc-
tion normal form (CNF) to disjunction normal form (DNF)[2][9]. The α-reduct r(x1) 
relative to x1 is computed using the conversion and the absorption laws:  

 

r(x1) = (b2) × (b2) × (c1 + e1) × (b2 + c1 + e1)  
        = (b2) × (b2) × (c1 + e1) 
        = (b2 × c1) + (b2 × e1) 
 

A missing attribute value of an object in Xα does not qualify to discern the object from 
the objects in Xβ because it is undefined. A missing value in Xβ, however, is regarded 
as a different value if a value is present in x ∈ Xα. When a discernible value does not 
exist, we do not include it in the calculation of the prime implicant. We acquired the 
following α-reducts: 

 

r(x1) = (b2 × c1) + (b2 × e1)  
r(x2) = (c3)  
r(x3) = (c1)  
r(x4) = (c3)  
 

Step 2. Measuring the usability of α-reduct 
 

Table 5 shows the α-reducts for information System S.  The frequency of α-reduct 
{b2, c1} is 1 because it appears in Xα once. The hit ratio is 4/4 = 1, meaning that we 
can use the reduct for all objects in Xβ. The weight is 0.25, which is acquired by divid-
ing its weight, f ⋅ h = 1, by the sum of all weights, Σ( f ⋅ h) = (1 ⋅ 1) + (1 ⋅ 0.5) + (2⋅ 1) 
+ (1 ⋅ 0.5)  = 4.  

The values in the stable attribute E cannot be modified. Therefore, the hit ratio for 
α-reduct {b2, e1} is 2/4 = 0.5 because the stable value, e2, in x7 and x8 cannot be con-
verted to e1.  

Table 5. α-reduct for Information Sytem S. * indicate a stable attribute value. 

α-reduct Weight (w) Frequency (f) Hit Ratio (h) 
{b2 , c1} 0.25  (25%) 1 1 
{b2 , e1

*} 0.125  (12.5%) 1 0.5 
{c3} 0.5  (50%) 2 1 
{c1} 0.125  (12.5%) 1 0.5 

 
Using the α-reduct {c3} that has the highest weight, we can make a recommenda-

tion; change the value of C in Xβ  to c3 in order to induce the decision value in Xβ   

to d2. 

3   Implementation and Experiment 

We implemented the algorithm in Python 2.6 on a MacBook computer running OS X, 
and tested it using a sample data set (lenses) obtained from [8]. The data set contains 
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information for fitting contact lenses. Table 6 shows the attributes names, descriptions, 
and the partitions. The decision attribute, lenses, has three classes. We set the second 
class (soft lenses) as the favorable decision value. The data set has 4 condition attrib-
utes. We assumed that the age of the patient is a stable attribute, and prescription, as-
tigmatic and tear production rate are flexible attributes. The favorable decision value 
and the attribute partition are defined only for this experiment. Their actual definitions 
might be different. All attributes are categorical in the dataset. 

Table 6. Dataset used for the experiment 

Attribute Values Type 
(1) age of the patient *  young, pre-presbyopic, presbyopic Stable 
(2) spectacle prescription  myope, hypermetrope Flexible 
(3) astigmatic   no, yes Flexible 
(4) tear production rate  reduced, normal Flexible 
(5) lenses   the patient fitted with hard contact lenses 

 the patient fitted with soft contact lenses = dα 
 the patient not be fitted with contact lenses. 

Decision 

 
Table 7 shows the α-reducts generated during experiment. We interpret them as ac-

tion reducts. For instance, the second α-reduct can be read as, change the values in 
attribute 2, 3, and 4 to the suggested values (hypermetrope, no, normal) in order to 
change the decision to 'soft lenses'. Because there is no stable attribute value in the α-
reduct and the same pattern has not been found in Xβ, its hit ratio is 1.  

Table 7. α-reduct for dα = soft lenses. * indicate the attribute value is stable. The number in the 
() is the attribute number in Table 6. 

α-reduct.  Weight (w) Frequency (f) Hit Ratio (h) 
young(1)*, no(3), normal(4) 0.14 2 0.31 

hypermetrope(2), no(3), normal(4) 0.72 3 1 

pre-presbyopic(1)*, no(3), normal(4) 0.14 2 0.31 

4   Related Work and Contribution 

The procedure for formulating an action from existing database has been discussed in 
many literatures. A definition of an action as a form of a rule was given in [4]. The 
method of action rules discovery from certain pairs of association rules was proposed 
in [3]. A concept similar to action rules known as interventions was introduced in [5]. 
The action rules introduced in [3] has been investigated further. In [12], authors pre-
sent a new agglomerative strategy for constructing action rules from single classifica-
tion rules. Algorithm ARAS, proposed in [13], is also an agglomerative type strategy 
generating action rules. The method generates sets of terms (built from values of 
attributes) around classification rules and constructs action rules directly from them. 
In [10], authors proposed a method that extracts action rules directly from attribute 
values from an incomplete information system without using pre-existing conditional 
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rules. In these earlier works, action rules are constructed from classification rules. 
This means that they use pre-existing classification rules or generate rules using a rule 
discovery algorithm, such as LERS [6], then, construct action rules either from certain 
pairs of the rules or from a single classification rule. The methods in [10], [13], [14] 
and [7] do not formulate actions directly from existing classification rules. However, 
the extraction of classification rules during the formulation of an action rule is inevi-
table because actions are built as the effect of possible changes in different rules. 
Action rules constructed from classification rules provide a complete list of actions to 
be taken. However, we want to develop a method that provides a simple set of attrib-
ute values to be modified without using a typical action rule form (e.g. [condi-
tion1→condition2]=>[decision1→decision2] ) for decision makers who want to have 
simple recommendations. The recommendations made by α-reduct is typically quite 
simple, i.e. change a couple of values to have a better outcome. In addition, it does not 
require from the user to define two sets of support and confidence values; one set for 
classification rules, and other for action rules.  

5   Summary 

This paper discussed an algorithm for finding α–reducts (also called action reducts) 
from an information system, and presented an experimental result. An action reduct is 
a minimal set of attribute values distinguishing a favorable object from other objects, 
and are used to formulate necessary actions. The action suggested by an action reduct 
aims to induce the change of the decision attribute value by changing the condition 
attribute values to the unique pattern in the action reduct. The algorithm is developed 
as part of on-going research project seeking solution to the problem of reducing  
college freshman dropouts. We plan to run the algorithm using real world data in the 
near future.   
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Abstract. Extending the concepts of rule induction methods based on
rough set theory, we introduce a new approach to knowledge acquis-
tion, which induces probabilistic rules in an incremental way, which is
called PRIMEROSE-INC (Probabilistic Rule Induction Method based
on Rough Sets for Incremental Learning Methods). This method first
uses coverage rather than accuracy, to search for the candidates of rules,
and secondly uses accuracy to select from the candidates. This system
was evaluated on clinical databases on headache and meningitis. The
results show that PRIMEROSE-INC induces the same rules as those in-
duced by the former system: PRIMEROSE, which extracts rules from all
the datasets, but that the former method requires much computational
resources than the latter approach.

1 Introduction

There have been proposed several symbolic inductive learning methods, such as
induction of decision trees [1,5], and AQ family [3]. These methods are applied
to discover meaningful knowledge from large databases, and their usefulness is
in some aspects ensured. However, most of the approaches induces rules from all
the data in databases, and cannot induce incrementally when new samples are
derived. Thus, we have to apply rule induction methods again to the databases
when such new samples are given, which causes the computational complexity
to be expensive even if the complexity is n2.

Thus, it is important to develop incremental learning systems in order to man-
age large databases [6,9]. However, most of the previously introduced learning
systems have the following two problems: first, those systems do not outperform
ordinary learning systems, such as AQ15 [3], C4.5 [5] and CN2 [2]. Secondly,
those incremental learning systems mainly induce deterministic rules. There-
fore, it is indispensable to develop incremental learning systems which induce
probabilistic rules to solve the above two problems.

Extending the concepts of rule induction methods based on rough set theory,
we introduce a new approach to knowledge acquistion, which induces probabilis-
tic rules incrementally, called PRIMEROSE-INC (Probabilistic Rule Induction
Method based on Rough Sets for Incremental Learning Methods).

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 70–79, 2011.
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Although the formerly proposed rule induction method PRIMEROSE [8],
which extracts rules from all the data in database uses apparent accuracy to
search for probabilistic rules, PRIMEROSE-INC first uses coverage, to search for
the candidates of rules, and secondly uses accuracy to select from the candidates.
When new examples are added, firstly, the method revise the coverage and an
accuracy of each elementary attribute value pairs. Then, for each pair, if coverage
value decreases, then it stores it into a removal-candidate list. Else, it stores it
into an acceptance-candidate list. Thirdly, for each pair in the removal candidate
list, the method searches for a rule including this paer and check whether the
accuracy and coverage are larger than given thresholds. Then, the same process
is applied to each pair in the acceptance-candidate list. For other rules, the
method revises accuracy and coverage.

This system was evaluated on two clinical databases: databases on menin-
goencephalitis and databases on headache with respect to the following four
points: accuracy of classification, the number of generated rules, spatial compu-
tational complexity, and temporal computational complexity. The results show
that PRIMEROSE-INC induced the same rules as those induced by the former
system: PRIMEROSE.

2 Rough Sets and Probabilistic Rules

2.1 Rough Set Theory

Rough set theory clarifies set-theoretic characteristics of the classes over combi-
natorial patterns of the attributes, which are precisely discussed by Pawlak [4].
This theory can be used to acquire some sets of attributes for classification and
can also evaluate how precisely the attributes of database are able to classify
data.

Table 1. An Example of Database

No. loc nat his nau class

1 who per per no m.c.h.
2 who per per no m.c.h.
3 lat thr per no migraine
4 who thr per yes migraine
5 who per per no psycho

Let us illustrate the main concepts of rough sets which are needed for our
formulation. Table 1 is a small example of database which collects the patients
who complained of headache.1 First, let us consider how an attribute “loc” clas-
sify the headache patients’ set of the table. The set whose value of the attribute
1 The abbreviated attribute names of this table stand for the following: loc: location,

nat: nature, his: history, nau: nausea, who: whole, lat: lateral, per: persistent, thr:
throbbing, m.c.h.: muscle contraction headache, migraine: classic migraine, psycho:
psychogenic headache.
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“loc” is equal to “who” is {1,2,4,5}, which shows that the 1st, 2nd, 4th, 5th
case (In the following, the numbers in a set are used to represent each record
number). This set means that we cannot classify {1,2,4,5} further solely by us-
ing the constraint R = [loc = who]. This set is defined as the indiscernible
set over the relation R and described as follows: [x]R = {1, 2, 4, 5}. In this set,
{1,2} suffer from muscle contraction headache(“m.c.h.”), {4} from classical mi-
graine(“migraine”), and {5} from psychological headache(“psycho”). Hence we
need other additional attributes to discriminate between m.c.h., migraine, and
psycho. Using this concept, we can evaluate the classification power of each
attribute. For example, “nat=thr” is specific to the case of classic migraine (mi-
graine). We can also extend this indiscernible relation to multivariate cases, such
as [x][loc=who]∧[nau=no] = {1, 2} and [x][loc=who]∨[nat=no] = {1, 2, 4, 5}, where ∧
and ∨ denote ”and” and ”or” respectively. In the framework of rough set theory,
the set {1,2} is called strictly definable by the former conjunction, and also called
roughly definable by the latter disjunctive formula. Therefore, the classification
of training samples D can be viewed as a search for the best set [x]R which is
supported by the relation R. In this way, we can define the characteristics of clas-
sification in the set-theoretic framework. For example, accuracy and coverage,
or true positive rate can be defined as:

αR(D) =
|[x]R ∩ D|
|[x]R|

, and κR(D) =
|[x]R ∩ D|

|D| ,

where |A| denotes the cardinality of a set A, αR(D) denotes an accuracy of R
as to classification of D, and κR(D) denotes a coverage, or a true positive rate
of R to D, respectively. For example, when R and D are set to [nau = yes] and
[class = migraine], αR(D) = 1/1 = 1.0 and κR(D) = 1/2 = 0.50.

It is notable that αR(D) measures the degree of the sufficiency of a proposi-
tion, R → D, and that κR(D) measures the degree of its necessity. For example,
if αR(D) is equal to 1.0, then R → D is true. On the other hand, if κR(D) is
equal to 1.0, then D → R is true. Thus, if both measures are 1.0, then R ↔ D.

2.2 Probabilistic Rules

The simplest probabilistic model is that which only uses classification rules which
have high accuracy and high coverage.2 This model is applicable when rules of
high accuracy can be derived. Such rules can be defined as:

R
α,κ→ d s.t. R = ∨iRi = ∨ ∧j [aj = vk],

αRi(D) > δα and κRi(D) > δκ,

where δα and δκ denote given thresholds for accuracy and coverage, respectively.
For the above example shown in Table 1, probabilistic rules for m.c.h. are given
as follows:

[loc = who]&[nau = no] → m.c.h. α = 2/3 = 0.67, κ = 1.0,
[nat = per] → m.c.h. α = 2/3 = 0.67, κ = 1.0,

2 In this model, we assume that accuracy is dominant over coverage.



Incremental Rule Induction Based on Rough Set Theory 73

where δα and δκ are set to 0.5 and 0.3, respectively.
It is notable that this rule is a kind of probabilistic proposition with two sta-

tistical measures, which is one kind of an extension of Ziarko’s variable precision
model(VPRS) [10]3.

3 Problems in Incremental Rule Induction

The most important problem in incremental learning is that it does not always in-
duce the same rules as those induced by ordinary learning systems4, although an
applied domain is deterministic. Furthermore, since induced results are strongly
dependent on the former training samples, the tendency of overfitting is larger
than the ordinary learning systems.

The most important factor of this tendency is that the revision of rules is based
on the formerly induced rules, which is the best way to suppress the exhaustive
use of computational resources. However, when induction of the same rules as
ordinary learning methods is required, computational resources will be needed,
because all the candidates of rules should be considered.

Thus, for each step, computational space for deletion of candidates and ad-
dition of candidates should be needed, which causes the computational speed
of incremental learning to be slow. Moreover, in case when probabilistic rules
should be induced, the situation becomes much severer, since the candidates for
probabilistic rules become much larger than those for deterministic rules.

For the above example, no deterministic rule can be derived from Table 1.
Then, when an additional example is given as shown in Section 4.2 (the 6th
example), [loc = lat]&[nau = yes] → m.c.h. will be calculated. However, in
the case of probabilistic rules, two rule will be derived under the condition that
δα = 0.5 and δκ = 0.3, as shown in Section 4.2 If these thresholds are not
used, induced probabilistic rules becomes much larger. Thus, there is a trade-off
between the performance of incremental learning methods and its computational
complexity.

In our approach, we first focus on the performance of incremental learning
methods, that is, we introduce a method which induces the same rules as those
derived by ordinary learning methods. Then, we estimate the effect of this in-
duction on computational complexity.

4 An Algorithm for Incremental Learning

In order to provide the same classificatory power to incremental learning methods
as ordinary learning algorithms, we introduce an incremental learning method
3 In VPRS model, the two kinds of precision of accuracy is given, and the probabilistic

proposition with accuracy and two precision conserves the characteristics of the
ordinary proposition. Thus, our model is to introduce the probabilistic proposition
not only with accuracy, but also with coverage.

4 Here, ordinary learning systems denote methods that induce all rules by using all
the samples.
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PRIMEROSE-INC (Probabilistic Rule Induction Method based on Rough Sets
for Incremental Learning Methods ). PRIMEROSE-INC first measures the sta-
tistical characteristics of coverage of elementary attribute-value pairs, which cor-
responds to selectors. Then, it measures the statistical characteristics of accuracy
of the whole pattern of attribute-value pairs observed in a dataset.

In this algorithm, we use the following characteristic of coverage.

Proposition 1 (Monotonicity of Coverage)
Let Rj denote an attribute-value pair, which is a conjunction of Ri and [ai+1 =
vj ]. Then,

κRj (D) ≤ κRi(D).

Proof.
Since [x]Rj ⊆ [x]Ri holds, κRj (D) =

|[x]Rj
∩D|

|D| ≤ |[x]Ri
∩D|

|D| = κRi(D). ��

Furthermore, in rule induction methods, Rj is selected to satisfy αRj (D) >
αRi(D). Therefore, it is sufficient to check the behavior of coverage of elemen-
tary attribute-value pairs in order to estimate the characteristics of induced rules,
while it is necessary to check the behavior of accuracy of elementary attribute-
value pairs and accuracy of patterns observed in the databases in order to esti-
mate the characteristics of induced rules.

4.1 Algorithm

From these consideration, the selection algorithm is defined as follows, where the
following four lists are used. List1 and List2 stores an elementary relation which
decrease and increase its coverage, respectively, when a new training sample is
given. Lista is a list of probabilistic rules which satisfy the condition on the
thresholds of accuracy and coverage. Finally, Listr stores a list of probabilistic
rules which do not satisfy the above condition.

(1) Revise the coverage and an accuracy of each elementary attribute value pair
[ai = vj ] by using a new additional sample Sk.

(2) For each pair rij = [ai = vj ], if κrij decreases, then store it into List1. Else,
store it into List2.

(3) For each member rij in List1, Search for a rule in Lista whose condition R
includes rij and which satisfies αR > δα and κR > δκ. Remove it from Lista
and Store it into Listr.

(4) For each member rij in List2, Search for a rule in Listr whose condition
R includes rij . If it satisfies αR > δα and κR > δκ, then Remove it from
Listr and Store it into Lista. Else, search for a rule which satisfies the above
condition by using rule induction methods.5

(5) For other rules in Listr, revise accuracy and coverage. If a rule does not
satisfy αR > δα and κR > δκ, then Remove it from Listr and Store it into
Lista.

5 That is, it makes a conjunction of attribute-value pairs and checks whether this
conjunction satisfies αR > δα and κR > δκ.
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4.2 Example

For example, let us consider a case when the following new sample is provided
after probabilistic rules are induced from Table 1: 6

No. loc nat his nau class
6 lat thr per no m.c.h.

The initial condition of this system derived by Table 1 is summarized into Ta-
ble 2, and Lista and Listr for m.c.h. are given as follows: Lista = {[loc =
who]&[nau = no], [nat = per]}, and Listr = {[loc = who], [loc = lat], [nat =
thr], [his = per], [nau = yes], [nau = no]}. Then, the first procedure revises

Table 2. Accuracy and Coverage of Elementary Relations (m.c.h.)

Relation Accuracy Coverage

[loc = who] 0.5 1.0
[loc = lat] 0.0 0.0
[nat = per] 0.67 1.0
[nat = thr] 0.0 0.0
[his = per] 0.4 1.0
[nau = yes] 0.0 0.0
[nau = no] 0.5 1.0

Table 3. Revised Accuracy and Coverage of Elementary Relations (m.c.h.)

Relation Accuracy Coverage

[loc = who] 0.5 0.67
[loc = lat] 0.5 0.33
[nat = per] 0.67 0.67
[nat = thr] 0.33 0.33
[his = per] 0.5 1.0
[nau = yes] 0.5 0.33
[nau = no] 0.4 0.67

accuracy and coverage for all the elementary relations (Table 3). Since the cov-
erages of [loc = lat], [nat = thr], and [nau = yes] become larger than 0.3, they
are included in List2. In the same way, [loc = who], [nat = per], and [nau = no]
are included in List1.

Next, the second procedure revises two measures for all the rules in Lista
whose conditional parts include a member of List1. Then, the formerly induced
probabilistic rules are revised into:

6 In this example, δα and δκ are again set to 0.5 and 0.3, respectively.
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[loc = who]&[nau = no] → m.c.h. α = 0.67, κ = 0.67,
[nat = per] → m.c.h. α = 0.67, κ = 0.67,

and none of them are not removed from Lista. Then, the third procedure revises
two measures for all the rules in Listr whose conditional parts include a member
of List2. Then, the following probabilistic rule satisfies α > 0.5 and κ > 0.3:

[loc = lat]&[nau = yes] → m.c.h. α = 1.0, κ = 0.33,

and is stored into Lista. Finally, Lista and Listr for m.c.h. are calculated as
follows:

Lista = {[loc = who]&[nau = no], [nat = per]&[nau = no],
[loc = lat]&[nau = yes]},

Listr = {[loc = who], [loc = lat], [nat = per], [nat = thr], [his = per],
[nau = yes], [nau = no]}.

5 Experimental Results

PRIMEROSE-INC was applied to headache and meningitis, whose precise in-
formation is given in Table 4, and compared with PRIMEROSE [8], its de-
terministic version PRIMEROSE07, C4.5, CN2 and AQ15. The experiments

Table 4. Information about Databases

Domain Samples Classes Attributes

headache 1477 10 20
meningitis 198 3 25

were conducted by the following three procedures. First, these samples were
randomly splits into pseudo-training samples and pseudo-test samples. Second,
by using the pseudo-training samples, PRIMEROSE-INC, PRIMEROSE, and
PRIMEROSE0 induced rules and the statistical measures8. Third, the induced
results were tested by the pseudo-test samples. These procedures were repeated
for 100 times and average each accuracy and the estimators for accuracy of
diagnosis over 100 trials.

Table 7 and 8 give the comparison between PRIMEROSE-INC and other rule
induction methods with respect to the averaged classification accuracy and the
number of induced rules. These results show that PRIMEROSE-INC attains the
same performance of PRIMEROSE, which is the best performance in those rule
induction systems. These results show that PRIMEROSE-INC overperforms all
the other non-incremental learning methods, although they need much larger
memory space for running.
7 This version is given by setting δα to 1.0 and δκ to 0.0 in PRIMEROSE.
8 The thresholds δα and δκ is set to 0.75 and 0.5, respectively in these experiments.



Incremental Rule Induction Based on Rough Set Theory 77

6 Related Work

Shan and Ziarko [6] introduce decision matrix method, which is based on an
indiscernible matrix introduced by Skowron and Rauszer [7], in order to make
incremental learning methods efficient.

Their approach is simple, but very powerful. For the above example shown
in Table 1, the decision matrix for m.c.h. is given as Table 5, where the rows
denote positive examples of m.c.h., the columns denote negative examples of
m.c.h., and each matrix element aij shows the differences in attribute-value
pairs between ith sample and jth sample. Also, φ denotes that all the attribute-
value pairs in two samples are the same. Shan and Ziarko discuss induction

Table 5. Decision Matrix for m.c.h.

U 3 4 5

1 (l = w), (n = p) (n = p), (na = n) φ
2 (l = w), (n = p) (n = p), (na = n) φ

Notations: l=w: loc=who, n=p: nat=per,
na = n: nau=no.

of deterministic rules in their original paper, but it is easy to extend it into
probabilistic domain. In Table 5, the appearance of φ shows that decision rules
for m.c.h. should be probabilistic. Since the first and the second row have the
same pattern, {1,2,5} have the same pattern of attribute-value pairs, whose
accuracy is equal to 2/3=0.67.

Furthermore, rules are obtained as: ([loc = who] ∨ [nat = per]) ∧ ([nat =
per] ∨ [nau = no]) → m.c.h., which are exactly the same as shown in Section 4.

When a new example is given, it will be added to a row when it is a positive
example, and a column when a negative example. Then, again, new matrix el-
ements will be calculated. For the above example, the new decision matrix will
be obtained as in Table 6.

Then, from the last row, the third rule [loc = lat] ∧ [nau = yes] → m.c.h. is
obtained.

The main difference between our method and decision matrix is that the latter
approach is based on apparent accuracy, rather than coverage. While the same
results are obtained in the above simple example, the former approach is sensitive
to the change of coverage and the latter is to the change of accuracy. Thus,
if we need rules of high accuracy, decision matrix technique is very powerful.
However, when an applied domain is not so stable, calculation of rules is not so
easier. Furthermore, in such an application area, a rule of high accuracy supports
only a small case, which suggests that this rule is overfitted to the training
samples. Thus, in this domain, coverage should be dominant over accuracy in
order to suppress the tendency of overfitting, although rules of high coverage are
weaker than rules of high accuracy in general. This suggests that there is a trade-
off between accuracy and coverage. As shown in the definition, the difference
between accuracy and coverage is only their denominators: [x]R and D. Although
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Table 6. Decision Matrix with Additional Sample

U 3 4 5

1 (l = w), (n = p) (n = p), (na = n) φ
2 (l = w), (n = p) (n = p), (na = n) φ
6 (na = y) (l = l) (l = l), (n = t), (na = y)

Notations: l=w: loc=who, l=l: loc=lat, n=p:
nat=per, n=t: nat=thr, na = y/n: nau=yes/no

it is difficult to discuss the differences in the behavior between accuracy and
coverage, accuracy is inversely proportional to coverage in many domains.

However, original decision matrix technique does not incorporate such calcu-
lation of coverage. Thus, it needs to include such calculation mechanism when
we extend it into the usage of both statistical measures.

Table 7. Experimental Results: Accuracy and Number of Rules (Headache)

Method Accuracy No. of Rules

PRIMEROSE-INC 89.5 ± 5.4% 67.3 ± 3.0
PRIMEROSE 89.5 ± 5.4% 67.3 ± 3.0
PRIMEROSE0 76.1 ± 1.7% 15.9 ± 4.1

C4.5 85.8 ± 2.4% 16.3 ± 2.1
CN2 87.0 ± 3.9% 19.2 ± 1.7
AQ15 86.2 ± 2.6% 31.2 ± 2.1

Table 8. Experimental Results: Accuracy and Number of Rules (Meningitis)

Method Accuracy No. of Rules

PRIMEROSE-INC 81.5 ± 3.2% 52.3 ± 1.4
PRIMEROSE 81.5 ± 3.2% 52.3 ± 1.4
PRIMEROSE0 72.1 ± 2.7% 12.9 ± 2.1

C4.5 74.0 ± 2.1% 11.9 ± 3.7
CN2 75.0 ± 3.9% 33.1 ± 4.1
AQ15 80.7 ± 2.7% 32.5 ± 2.3

7 Conclusions

Extending concepts of rule induction methods based on rough set theory, we have
introduced a new approach to knowledge acquistion, which induces probabilis-
tic rules incrementally, called PRIMEROSE-INC (Probabilistic Rule Induction
Method based on Rough Sets for Incremental Learning Methods). This method
first uses coverage rather than accuracy, to search for the candidates of rules, and
secondly uses accuracy to select from the candidates. When new examples are
added, firstly, the method revise the coverage and an accuracy of each elemen-
tary attribute value pairs. Then, for each pair, if coverage value decreases, then
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it stores it into a removal-candidate list. Else, it stores it into an acceptance-
candidate list. Thirdly, for each pair in the removal candidate list, the method
searches for a rule including this paer and check whether the accuracy and cov-
erage are larger than given thresholds. Then, the same process is applied to
each pair in the acceptance-candidate list. For other rules, the method revises
accuracy and coverage.

This system was evaluated on clinical databases on headache and meningitis.
The results show that PRIMEROSE-INC induces the same rules as those induced
by PRIMEROSE, which extracts rules from all the datasets, but that the former
method requires much computational resources than the latter approach.
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Abstract. Computer physician order entry (CPOE) systems play an important
role in hospital information systems. However, there are still remaining order cor-
rections and deletions, caused by both of changes of patients’ condition and oper-
ational problems between a CPOE system and medical doctors. Although medical
doctors know a relationship between numbers of order entries and order changes,
more concrete descriptions about the order changes are required. In this paper,
we present a method for obtaining classification rules of the order changes by
using characteristic order entry subsequences that are extracted from daily order
entry sequences of patients. By combining patients’ basic information, numbers
of orders, numbers of order corrections and deletions, and the characteristic order
entry subsequences, we obtained classification rules for describing the relation-
ship between the numbers and the order entry changes as a case study. By com-
paring the contents of the classification rules, we discuss about usefulness of the
characteristic order entry sub-sequences for analyzing the order changing factors.

1 Introduction

Recently, computer physician order entry (CPOE) has been introduced as a part of many
hospital information systems. The advantage by the computerization of order informa-
tion is given the improvement of the certainty and promptness, and contributes to doing
the communication between medics more smoothly. However, correspondence by the
CPOE system that achieves the order entry so that the influence should not go out to
a safe medical treatment by correcting and deleting order information (Hereafter, it is
called “order change”) is needed as described in [3]. The change in these orders should
exist together the one thought to be a problem in the one and the system in the treatment
process, clarify the patterns in what factor to cause of each, and improve the system.

However, such order entry changes are caused by complex factors including the
changes of patient’s conditions and the problem between medical doctors and CPOE
systems. Although some medical doctors aware the relationship between numbers of
order entry and order changes because of difficult conditions of a patient, the implicit
knowledge has not been shared among medical stuffs including system engineers. In
order to share such knowledge from the view of stored data utilization, the descriptions
including patient information, the numbers of order entries, and more concrete features
related to the medical processes are needed.

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 80–89, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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In this study, we aim to clarify the factor of order changes by using both of the
numbers of representative order entries and the input sequence of CPOEs. In order
to extract the characteristic partial order sequences, we introduce an automatic term
extraction method in natural language processing with regarding each order entry as
words. We extract the characteristic partial order sequences identified regardless of the
presence of the order change, and propose a method for obtaining classification rules
that represent relationships between the partial order sequences and the order change.

In this paper, we describe about the method in Section 2 firstly. Then, by using a
order history data from a university hospital, we process datasets consisting of patients’
basic information, numbers of order for a day, numbers of order changes, and other in-
formation as attributes for each data in Section 3. As for the datasets for a comparison,
we obtained two datasets. One includes the characteristic partial order sequences, and
the other does not includes them. After obtaining the datasets, we applied if-then rule
mining algorithms to obtain rule sets that represent the relationships between the at-
tributes and the medication order changes in Section 4. In this comparison, we compare
the accuracies and contents of the rules. Finally, we conclude this in Section 5.

2 A Method to Obtain Classification Rules with Characteristic
Order Subsequences

In order to obtain more concrete descriptions that represent the relationships between
the characteristic partial order entry sequences and order changes, we combined pa-
tients’ basic information, the counts of order entries, characteristic order entry subse-
quences that are ordered in a period.

The process of the method is described as the followings:

– Obtaining datasets for rule mining: extracting basic information of each patient,
counting order entry and order changes for a period for each patient, gathering
order entry sequences for a period for each patient

– Characteristic partial order sequence extraction: extracting characteristic partial or-
der entry sequences by using a sequential pattern mining method

– Rule generation: applying a classification rule mining algorithm

Based on the numbers of order entries, we can obtain the rules to understand the volume
of order entries that causes medication order changes in our previous study. However,
the processes of the order entries were not clear in that study, because the counts cannot
express the order of the entries. In order to describe the situation of order changes more
concretely, we propose to use characteristic order entry sequences included in sequences
of CPOEs of each patient.

By assuming the order entries in a period as one sequence, the characteristic order
entry subsequences are extracted by using a sequential pattern mining method. Sequen-
tial pattern mining is a unsupervised mining approach for extracting meaningful sub-
sequences from the dataset, that consists of ordered items as one instance, by using an
index such as frequency [2]. The meaningfulness depends on the application of the se-
quential pattern mining algorithms. In the following case study, we used an automatic
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term extraction method from natural language processing for extracting characteristic
order entry subsequences without gaps between two order entries.

Subsequently, by using the appearances of the extracted characteristic order entry
subsequences and other features of the order entries in each period, the system extracts
the relationships between a target order entry changes and the features. In order to
obtain comprehensive descriptions about the relationships for human medical experts,
classification rule mining is used to extract the relationships as if-then rules.

3 Processing Order History Data to the Dataset for Rule Mining

In order to obtain the datasets for rule mining, we firstly extracting basic information of
each patient form the order history data. Then, we count the numbers of order entries
and order changes for a day for each patient. At the same time, we gather order entry
sequences for a day for each patient. The process is illustrated as shown in Figure 1. We
assume log data of a hospital information system as the original history data of the order
entries consisting of ordered patient ID, whose basic information, timestamp of each
order, order physician, whose section, order type, and details of each order. According
to the timestamps and the patient IDs, the system gathers the following attribute values,
sequences of order entries, and class values in a given period for each patient.

Fig. 1. Overview of the pre-processing of the dataset for rule mining analysis

3.1 Gathering Patient Basic Information

Firstly, we gathered the basic information of patients included in the monthly history
data. Since the original patient IDs and the patient names are eliminated previously, we
gathered their sex, age, and number of disease by identifying masked ID numbers. The
basic features of the patients are appended to the following counts of the daily orders,
their changes, the appearances of characteristic order entry subsequences, and the class
values. Thus, we set up each day as the period for constructing each instance for rule
mining in the following case study.
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3.2 Constructing the Instances of the Dataset for Rule Mining

After gathering the patient basic information, the system constructed instances for the
rule mining. The instance consists of the patient basic information, the daily features.
If a patient consulted two or more sections in a day, two instances are obtained for
the results of the consultations in each section. For the abovementioned process, the
features related the sections and the consulted hour are also added to the instances.

In order to find out the relationships between a target order changes and other order
entries and order changes, we counted the following five representative order entries
and their total:

– Total of order entries
– Medication order (Med)
– Laboratory test order (LabTest)
– Physiological function test order (PhyTest)
– Injection order (Inj)
– Rehabilitation order (Reha)

At the same time, we counted the numbers of corrections and deletions of the five order
entries.

– Frequencies of order corrections
• Medication order (MedCrr)
• Laboratory test order (LabTestCrr)
• Physiological function test order (PhyTestCrr)
• Injection order (Inj)
• Rehabilitation order (RehaCrr)

– Frequencies of order deletions
• Medication order (MedDel)
• Laboratory test order (LabTestDel)
• Physiological function test order (PhyTestDel)
• Injection order (InjDel)
• Rehabilitation order (RehaDel)

In addition, we also calculated the difference values between the simple counts of the
order entries and their changes. Thus, the 22 features were constructed as the numbers
of order entries in a day for each patient in the case study.

3.3 Extracting Characteristic Order Entry Subsequences by Using Sequential
Pattern Mining Approach

In the abovementioned daily order entries, the entries make one ordered sequence be-
cause each entry has the timestamps. For the order entry sequence corresponded to each
instance, we can apply sequential pattern mining for obtaining characteristic partial or-
der entry sequences.

As for the sequential pattern mining approach, there are two major kinds of algo-
rithms developed from different contexts. The algorithms in the one group obtain the
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subsequences with gaps such as PrefixSpan [5] and other frequent sequential pattern
mining algorithms [2]. The algorithms in the other group obtain the subsequences with-
out gaps such as n-gram [8].

As for considering the relationship between order changes and the concrete order
entry subsequences, the subsequences without gaps are more comprehensive than that
with gaps. In the following case study, we take a continuing sequential pattern mining
algorithm, which was developed for mining more meaningful terms consisting of one
or more words automatically. Then, the appearances(0/1) of the top N characteristic
order entry subsequences for each instance are added to the datasets.

4 A Case Study on an Actual Order Entry Histories

In this section, we used an actual computer physician order entry data that were obtained
in a Japanese hospital that has more than 600 beds and 1000 outpatients a day. By
applying a sub-sequence extraction method, we extracted characteristic partial order
entry sequences related to medication order changes. The relationships are described
by if-then rules in the followings.

4.1 Counts of the Five Kinds of Order Entries and the Medication Order Entry
Changes

According to the pre-processing process as described in Section 3, we obtained datasets
for rule mining algorithms that are consisting of basic information of the patients,
counts of the orders, and the appearances of extracted characteristic order entry sub-
sequences.

We counted the two monthly order entry history data for June 2008 and June 2009.
Since most Japanese hospital for outpatients is timeless to input the medical records,
we separated the processed dataset for outpatients and inpatients. Considering the dif-
ference of the time limitation of each consultation, we counted the numbers of the order
entries and their changes separately. The statistics of the numbers of the 22 order entries
as shown in Table 1. Excepting the number of the medication order and the total number
of the daily order entries, the minimum number of these order entries is 0.

Based on the numbers of order entries, we set up the class for the medication order
entry changes by using the corrections of medication order and the deletions. The class
distributions of the datasets for the two months, June 2008 and June 2009, are shown in
Table 2.

In order to avoid tautological rules from the datasets, we removed the features di-
rectly counting the class for the following analysis; MedCrr and MedDel.

4.2 Extracting Characteristic Order Entry Subsequences by Using Term
Extraction Method in Natural Language Processing

In order to constructs the features of the characteristic order entry subsequences, we
performed the following steps:
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Table 1. The maximum and averaged numbers of daily counts of the five order entries

Table 2. Class distributions about the medication order changes on June 2008 and June 2009

Overall Without Med. With Med.
Order Changes Order Changes

June Inpatient 7136 6607 529
2008 Outpatient 10201 9863 338
June Inpatient 7426 6864 56
2009 Outpatient 10509 10096 413

1. Gathering daily order entry sequences of the patient
2. Applying a sequential pattern mining algorithm for extracting characteristic order

entry subsequences from the overall sequences
3. Selecting top N characteristic order entry subsequences under the unsupervised

manner
4. Obtaining the features corresponding to the characteristic order entry subsequences

to the dataset for the rule mining

In this case study, we applied an automatic term extraction method [4] for extracting
characteristic partial order sequences in the set of order entry sequences by assuming
the order entry sequences as documents.

This method involves the detection of technical terms by using the following values
for each candidate CN :

FLR(CN) = f(CN) × (
L∏

i=1

(FL(Ni) + 1)(FR(Ni) + 1))
1

2L
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Table 3. Top 10 characteristic partial order sequences based on FLR scores: (a) on June 2008, (b)
on June 2009

(a) June 2008
Inpatient Outpatient

Order entry subsequence FLR score Order entry subsequence FLR score

Med 12.17 Med 11.45
Med Med 9.66 Med Med 10.48
HospCtrl Med 9.00 PhyTest med 10.11
Med HospCtrl 8.94 Med PhyTest Med 9.72
Med PhyTest 8.74 PhyTest Med Med 9.37
PhyTest Med 8.74 Med PhyTest 9.33
Med Med Med 8.40 Med Med Med Med 8.93
Med Reha 8.13 PhyTest Med Med Med 8.53
HospCtrl Med Med 7.88 Med Med Med Med Med 8.41
Reha Med 7.72 HospCtrl Med 8.26
(b) June 2009

Inpatient Outpatient
Order entry subsequence FLR score Order entry subsequence FLR score

Med 12.14 Med 11.54
Med Med 9.56 Med Med 10.52
HospCtrl Med 8.97 PhyTest Med 10.09
Med HospCtrl 8.78 Med Med Med 9.71
Med LabTest 8.62 Med PhyTest 9.44
Med Med Med 8.55 PhyTest Med Med 9.35
PhyTest Med 8.55 Med Med Med Med 9.04
Med Reha 8.36 Med Med Med Med Med 8.65
Reha Med 8.17 PhyTest Med Med Med 8.65
HospCtrl Med Med 8.09 HospCtrl Med 8.31

where f(CN) means frequency of a candidate CN appeared isolated, and FL(Ni)
and FR(Ni) indicate the frequencies of different orders on the right and the left of
each order entry Ni in bi-grams including each CN . In the experiments, we selected
technical terms with this FLR score as FLR(t) > 1.0.

By applying this method to the two dataset on June 2008 and June 2009, the system
extracted partial order sequences respectively. The top ten characteristic partial order
sequences are shown in Table 3. Since these partial order sequences are determined
whole of order entry sequences, we do not know about which ones are related to the
target order changes in this stage. However, these partial order sequences are not only
appeared frequently but also used some characteristic situations.

For example, ”Med LabTest” means continued one medication order entry and one
laboratory test order entry. This partial order sequence is more characteristic in the
outpatient situations than ”Med Med Med” (three continued medication order entries)
based on their FLR scores. Although there are the differences of the extracted subse-
quences between the inpatient sequences and outpatient sequences, the top 10 charac-
teristic subsequences are the same on both of the months from different years.
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Table 4. Averaged accuracies(%) and their SDs of classifiers on each dataset

After extracting the top 10 characteristic order entry subsequences, we obtained the
features corresponding to the subsequences as their appearances. If a characteristic or-
der entry subsequence appears in the daily sequence of order entries, the value of the
feature is ‘1’. Otherwise, the value is ‘0’. This process is repeated to the top 10 charac-
teristic order entry subsequences for each daily order entry sequence of the patient.

4.3 Obtaining Classification Rules with/without Characteristic Order Entry
Subsequences

In this section, we compare the accuracies on the datasets including the appearances of
top 10 characteristic order entry subsequences to without them by using five represen-
tative classification learning algorithms. Then, we discuss the contents of the two rule
sets. We used the four datasets the numbers of order entries with/without the appear-
ances of the top 10 characteristic order entry subsequences on the different two months
and the place of the entries.

In order to evaluate the effect of the characteristic order entry sequences for the clas-
sification of the medication order changes, we performed 100 times repeated 10-fold
cross validation on the following five classification learning algorithms; NaiveBayes,
k-NN(k = 5), C4.5 [6], OneR [7], and PART [1]. We used their implementations on
Weka [9].

As shown in Table 4, the emphasized averaged accuracies in Table 4 significantly
outperform the percentages of the majority class label; without medication order changes.
The significance of the difference is tested by using one-tail t-test with α = 0.05 as the
significance level. As shown in this result, C4.5 and PART obtain more accurate clas-
sification models by using both of the feature sets; with/without the appearances of the
top 10 characteristic order entry subsequences. The result for the June 2009 datasets
indicates that the characteristic partial order entry sequences mean the relationships
between the order entry sequences and the medication order changes.

In order to compare the availability of the partial order entry sequences for detecting
medication order changes, we observed the contents of the representative rules obtained
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for each dataset. The classifiers of PART achieve the highest accuracies to the dataset
with generating classification rules based on the information gain ratio by separating
a given dataset into subsets. The representative rules with/without the partial order se-
quences are shown in Figure 2.

The rules without the characteristic order entry subsequences cover large number of
instances for each dataset. However, these rules do not express any order of the entries,
and the rule obtained from the datasets of June 2009 for inpatients is very difficult to
understand. So, medical doctors pointed out that it is difficult to image concrete medical
situations from the rules.

Fig. 2. The representative rules with highest coverage for each entire training dataset

On the other hand, the rules containing the characteristic order partial sequences
are shown in Figure 2. Although these rules represent the relationships between the
partial order entry sequences and the result without order changes, the coverage and the
correctness of these rules are high. Although the rules with the characteristic order entry
subsequences cover only few instances, their accuracies are higher than the rules that
are constructed with the numbers of order entries. Based on this result, the order partial
sequences distinguish the result without the medication order changes more concretely.

5 Conclusion

In this paper, we present a rule mining process for detecting CPOE changes by using
numbers of order entries and characteristic partial physician order entry sequences on
the log data. In order to extract the characteristic order entry subsequences, we introduce
the automatic term extraction method that has been developed as a natural language
processing method.
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By applying the classification rule mining, we obtained more accurate classification
rules that outperform the percentages of the majority class labels. Based on the result,
the characteristic partial order entry sequences can distinguish the situations without
any medication order change for a day more clearly.

In the future, we will combine this method with more detailed medication order sub-
sequences such as sequences of the names of drugs. We will also analyze the temporal
patterns for the factors related to the order changes based on the attributes of this anal-
ysis and the textual descriptions on the medical documents.
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Abstract. Traditional customer relationship management (CRM) models often 
ignore the correlation that could exist in the purchasing behavior of neighboring 
customers. Instead of treating this correlation as nuisance in the error term, a 
generalized linear autologistic regression can be used to take these neighbor-
hood effects into account and improve the predictive performance of a customer 
identification model for a Japanese automobile brand. In addition, this study 
shows that the level on which neighborhoods are composed has an important  
influence on the extra value that results from the incorporation of spatial  
autocorrelation. 

Keywords: Customer Intelligence; Predictive Analytics; Marketing; Data 
Augmentation; Autoregressive Model; Automobile Industry. 

1   Introduction 

Besides the data mining technique, the success of a CRM model also depends on the 
quality of the information used as input for the model [1]. Traditional CRM models 
often ignore neighborhood information and rely on the assumption of independent 
observations. This means that customers’ purchasing behavior is totally unrelated to 
the behavior of others. However, in reality, customer preferences do not only depend 
on their own characteristics but are often related to the behaviors of other customers 
in their neighborhood. Using neighborhood information to incorporate spatial auto-
correlation in the model can solve this violation and significantly improve the predic-
tive performance of the model. 

Several studies have already proven that spatial statistics can produce interesting in-
sights in marketing [2-8]. However, only a limited number of studies use spatial infor-
mation to improve the accuracy of a predictive CRM model. In reference [9], customer 
interdependence is estimated based on geographic and demographic proximity. The 
study indicates that geographic reference groups are more important than demographic 
reference groups in determining individual automobile preferences. Reference [10] 
shows that taking zip-code information into account can significantly improve a model 
used for the attraction of new students by a private university. The focus of this study 
will also be on incorporating physical geographic interdependence to improve CRM 
models, but, compared to this previous literature, this study includes a large number of 
independent socio-demographic and lifestyle variables that are typically available at an 
external data vendor. This should avoid that the predictive improvement could  
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be caused by the absence of other important variables that can easily be obtained for 
customer acquisition models. 

In addition, this article introduces an extra complexity that is mostly ignored in 
previous literature. Customers can often be clustered in neighborhoods at multiple 
levels (e.g. country, district, ward, etc.). In order to incorporate these neighborhood 
effects efficiently, the level of granularity should be carefully chosen. If the neighbor-
hood is chosen too large, interdependences will fade away because the preferences of 
too many surrounding customers are taken into account that do not have any influence 
in reality. On the other hand, choosing neighborhoods that are too small can affect the 
reliability of the measured influence and ignore the correlation with some customers 
that still have an influence. This study will compare the relevance of taking spatial 
neighborhood effects into account at different levels of granularity.  

In this paper, neighborhood information is used to incorporate spatial autocorrela-
tion in a customer acquisition model for a Japanese car brand.  Within CRM models, 
customer acquisition models suffer often the most from a lack of data quality. A com-
pany’s customer database is typically single source in nature. The data collection is 
limited to the information a company retrieves from its own customers. As a result, 
for customer acquisition campaigns the company has to attract data from external data 
vendors. Nevertheless, this data still only contains socio-demographic and lifestyle 
variables [11]. Especially in such situation, incorporating extra neighborhood infor-
mation can improve the identification of potential customers.  

The remainder of this article is organized as follows. Section 2 describes the me-
thodology, consisting of the data description and the generalized linear autologistic 
regression model used in this study. Next, the results are reported in Section 3 and this 
paper ends with conclusions in Section 4. 

2   Methodology 

2.1    Data Description 

Data is collected from one of the largest external data vendors in Belgium. This exter-
nal data vendor possesses data about socio-demographics and lifestyle variables from 
more than 3 million respondents in Belgium. Furthermore, it provides information 
about automobile ownership in December 2007 of a Japanese automobile brand.  

The model in this study has a binary dependent variable, indicating whether the 
respondent owns the Japanese automobile brand. Based on this model, potential cus-
tomers with a similar profile as the current owners can be identified. These prospects 
can then be used in a marketing acquisition campaign. Because a customer acquisition 
model typically cannot rely on transactional information, 52 socio-demographic and 
lifestyle variables are included as predictors. 

Further, also information about the geographical location of the respondents is 
available. Table 1 illustrates that respondents can be divided into several mutually 
exclusive neighborhoods at different levels of granularity. This table presents seven 
granularity levels together with information about the number of neighborhoods at 
each level, the average number of respondents and the average number of owners in 
each neighborhood.  
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Table 1. Overview of the granularity levels 

Granularity level 
Number of 
neighborhoods 

Average number 
of respondents 

Average number 
of owners 

level 1 9 349281.78 3073.00 
level 2 43 73105.49 643.19 
level 3 589 5337.07 46.96 
level 4 3092 1016.67 8.94 
level 5 6738 466.54 4.10 
level 6 19272 163.11 1.44 
level 7 156089 20.14 0.18 

 
Analysis based on a finer level of granularity will divide the respondents over more 

neighborhoods resulting in a smaller number of interdependent neighbors. At the 
finest level, an average of about 20 respondents is present in each neighborhood, 
which corresponds with an average of only 0.18 owners per neighborhood. This study 
will investigate which granularity level is optimal to incorporate customer interde-
pendence using a generalized linear autologistic regression model. 

2.2    Generalized Linear Autologistic Regression Model 

A typical data mining technique used in CRM to solve a binary classification problem 
is a logistic regression. This model is very popular in CRM because of its interpreta-
bility. Unlike other, more complex predictive techniques (e.g. neural networks), logis-
tic regression is able to provide information about the size and direction of the effects 
of independent variables [12,13].  

A key assumption of this traditional model is that the behavior of one individual is 
independent of the behavior of another individual. Though, in reality, a customers’ 
behavior is not only dependent of its own characteristics but is also influenced by the 
preferences of others.  In traditional data mining techniques this interdependence is 
treated as nuisance in the error term. However, an autologistic regression model can 
be used to consider spatial autocorrelation explicitly in a predictive model for a binary 
variable [6,14-16]. The generalized linear autologistic regression model in this study 
is a modified version of the general autologistic model used in reference [17]: 

Pሺy ൌ 1 |all other valuesሻ ൌ exp ሺηሻ1 ൅ exp ሺηሻ .  

Where  η ൌ β଴ ൅ Xβଵ ൅ ρܹܻ .
 

(1) 

 

In this equation a logit link function is used to adopt the regression equation to a 
binomial outcome variable. Whereby Y is an n x 1 vector of the dependent variable; 
X is an n x k matrix containing the explanatory variables; the intercept is represented 
by β଴.and βଵ is a k x 1 vector of regression coefficients to be estimated. This model 
includes a spatial lag effect by means of the autoregressive coefficient ρ to be esti-
mated for the spatially lagged dependent variables WY.  

These spatially lagged dependent variables are constructed based on a spatial 
weight matrix W. This is an n x n matrix containing non-zero elements ݓ௜௝  indicating 
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[19], demonstrates that incorporating these neighborhood effects significantly im-
proves the accuracy of the acquisition model.  

Figure 1 illustrates that the proportion of this predictive improvement heavily de-
pends on the chosen granularity level. The optimal predictive performance in this 
study is achieved at granularity level 3. If the neighborhood level is too coarse, corre-
lation is assumed between too many customers that do not influence each other in 
reality. On the other hand, a granularity level that is too fine can affect the reliably of 
the measured autocorrelation and ignore interdependences that exist in reality. A 
similar evolution can be found in the spatial autoregressive coefficient, which 
represents the existence of spatial interdependence in the model. 

Comparing the predictive performance of a customer acquisition model that incor-
porates neighborhood effects at the optimal granularity level with the benchmark 
traditional logistic regression model illustrates that taking spatial correlation into 
account increases the AUC by 0.0273. This is not only statistically significant, but 
also economically relevant and should help the marketing decision maker to improve 
his customer acquisition strategies. 

4   Conclusions  

Traditional customer acquisition models often ignore the spatial correlation that could 
exist between the purchasing behaviors of neighboring customers and treats this as 
nuisance in the error term. This study shows that, even in a model that already includes 
a large number of socio-demographic and lifestyle variables typically attracted for cus-
tomer acquisition, Extra predictive value can still be obtained by taking this spatial 
interdependence into account using a generalized linear autologistic regression model. 

Moreover, this study illustrates that the choice of neighborhood level in such an au-
tologistic model has an important impact on the model’s accuracy. Using a granularity 
level that is too coarse or too fine respectively incorporates too much or too little 
interdependence in the weight matrix resulting in a less than optimal predictive im-
provement. 
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Abstract. Induction of decision trees belongs to the most popular algo-
rithms used in machine learning and data mining. This process will result
in a single tree that can be use both for classification of new examples
and for description the partitioning of the training set. In the paper we
propose an alternative approach that is related to the idea of finding
all interesting relations (usually association rules, but in our case all in-
teresting trees) in given data. When building the so called exploration
trees, we consider not a single best attribute for branching but more
”good” attributes for each split. The proposed method will be compared
with the ”standard” C4.5 algorithm on several data sets from the loan
application domain.

We propose this algorithm in the framework of the GUHA method,
a genuine exploratory analysis method that aims at finding all patterns,
that are true in the analyzed data.

1 Introduction

GUHA is an original Czech method of exploratory data analysis developed since
1960s. Its principle is to offer all interesting facts following from the given data
to the given problem. A milestone in the GUHA method development was the
monograph [7], which introduces the general theory of mechanized hypothesis
formation based on mathematical logic and statistics. The main idea of the
GUHA method is to find all patterns (relations, rules), that are true in the
analyzed data.

Recently, various GUHA procedures, that mine for different types of rule-like
patterns have been proposed and implemented in the LISp-Miner [12], [13] and
Ferda systems [11]. The patterns are various types of relations between pairs of
boolean or categorial attributes. Let us consider as an example the 4FT-Miner
procedure. This procedure mines for patterns in the form ϕ ≈ ψ/ξ, where ϕ
(antecedent), ψ (succedent) and ξ (condition) are conjunctions of literals and ≈
denotes a relation between ϕ and ψ for the examples from the analyzed data
table, that fulfill ξ (ξ need not to be defined). Literal is in tho form A(α) or its
negation ¬A(α), where A is an attribute and α) is a subset of its possible values.
A 4FT pattern is true in the analyzed data table, if the condition associated
with ≈ is satisfied for the frequencies a, b, c, d of the corresponding contingency
table. Since ≈ can be defined e.g. as a

a+b ≥ 0.9, one type of patterns that can
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be looked for using 4FT-Miner are association rules as defined by Agrawal e.g.
in [1].

The tree building algorithm proposed in this paper fits into the GUHA frame-
work as a procedure that looks for tree-like patterns each defining a particular
partition of the analysed data table w.r.t. the given (class) attribute.

2 Induction of Exploration Trees

The TDIDT (top-down induction of decision trees) family of algorithms recur-
sively partitions the attribute space to build rectangular regions that contain
examples of one class. This method, also known as ”divide and conquer” has
been implemented in a number of algorithms like ID3 [9], C4.5 algorithm [10],
CART [4] or CHAID [2]. All these algorithms are based on greedy top-down
search in the space of possible trees. Once a splitting attribute is chosen, the
algorithm proceeds further and no backtracking (and changing the splitting at-
tribute) is possible. The result is thus a single tree.

The decision trees are usually used for classification. In this case, a new exam-
ple is propagated down the tree at each splitting node selecting the branch that
corresponds to the value of the splitting attribute. The leaf of the tree shows
then the class for this example. But simultaneously, a decion tree can be inter-
preted as a pertition of the given data set into subsets, that are homogeneous
w.r.t. class attribute.

2.1 The Algorithm

Our proposed algorithm for exploration trees is based on an extension of this
approach. Instead of selecting single best attribute to make a split of the data, we
select more suitable attributes. The result thus will be a set of trees (forest) where
each tree represents one model applicable for both description and classification.
The algorithm thus differs from the ”standard” TDIDT algorithms in two aspects
(see Fig. 1 for a simplified description):

– we use more attributes to make a split (see point 1 of the algorithm),
– we use different stopping criteria to terminate the tree growth (see point 1.2

of the algorithm).

The basic difference is the possibility to use of more attributes to make a split.
To decide about the suitability of an attribute to make a split, we use the χ2

criterion defined as

χ2 =
∑

i

∑
j

(aij − ri·sj

n )2
ri·sj

n

,

where aij is the number of examples that have the i-th value of the attribute A
and the j-th value of the target attribute, ri is the number of examples that have
the i-th value of the attribute A, sj is the number of examples that have the j-th
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ETree algorithm

1. for every attribute suitable as a root of the current (sub)tree,
1.1 divide data in this node into subsets according to the values of the

selected attribute and add new node for each this subset,
1.2 if there is an added node, for which the data do not belong to the

same class, goto step 1.

Fig. 1. The ETree algorithm

value of the target attribute and n is the number of all examples. This criterion
not only ranks the attributes but also evaluates the ”strengths” of the relation
between the evaluated and class attributes. So we can consider only significant
splitting attributes. The significance testing allows also to reduce the number of
generated trees; if the best splitting attribute is not significantly related with
the class, we can immediately stop growing tree at this node and need not to
consider other splitting possibilities. We can of course use only the best splitting
attribute, in this case we get the classical TDIDT algorithm.

We consider several stopping criteria to terminate the tree growing. Beside
the standard node impurity (the fraction of examples of the majority class) we
can use also the node frequency (number of examples in a node), the depth of
the tree and the above mentioned χ2 test of significance.

The quality of the exploration tree is evaluated using the classification accu-
racy on training data. This quantity, like the confidence of an association rule,
shows how good the tree corresponds to the given data (and only trees that
satisfy the given lower bound are produced at the output of the algorithm). So
we are primary interested in description not classification; in this situation, each
tree should be inspected and interpreted by the domain expert. Nevertheless,
the exploration trees can be used for classification as well. Here we can employ
different classification strategies (not yet fully implemented):

– classical decision tree: only the best attribute is using for branching, stopping
criterion is the node impurity,

– ensemble of best trees: k best attributes used for branching, stopping crite-
rion can be node impurity, node frequency or tree depth, classification based
on voting of each of the trees,

– ensemble of decision stumps: all attributes used for branching, the depth of
the tree set to 0, classification based on voting of each of the trees.

The algorithm for finding exploration trees is implemented in the Ferda sys-
tem [11]. This system offers a user friendly visual (graphical) environment to
compose and run the data mining tasks realized as various GUHA procedures.
The incorporation of ETree algorithm into the LISp-Miner system is under
development.
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2.2 Empirical Evaluation

The goal of the experiments was to test the ETree algorithm when building
description trees. We thus evaluate the results only on the training data. We
compared the behavior of our algorithm with the C4.5 algorithm implemented
in Weka system [15].

We used several data sets from the UCI Machine Learning Repository [14].
The characteristics of these data are shown in Tab. 1.

We run two types of experiments. Our aim in experiment 1 was to create
single, most accurate tree. Tree growing in ETree was thus not restricted by
any of the parameters min. node impurity or min. node frequency. In C4.5 we
disable pruning of the tree. The results (left part of Table 2) show, that the
results of both algorithms are (for 10 out of 11 data sets) the same in terms of
classification accuracy on training data. The goal in experiment 2 was to build
more exploration trees. In C4.5 we set the minimal number of examples in a leaf
to 3. We used the same setting for this parameter in ETree and we further set
the max. number of best attributes considered for splitting to 2 and the depth
of the tree corresponding to the depth of the tree generated in C4.5 (to have
same settings for both algorithms). The results for this experiment (right part
of Table 2) show, that ETree founds (for 10 out of 11 data sets) a tree that was
better (on the training data) than that generated by C4.5. The number in bold
emphasise (for both experiments) the better results.

Table 1. Description of used data

Data no. examples no. attributes

Australian credit 690 15
Brest cancer 286 10

Iris 150 5
Japan Credit 125 11

Lenses 24 5
Monk1 123 7

Mushroom 8124 23
Pima indian diabetes 768 9

Tic-tac-toe 958 10
Tumor 339 18
Vote 435 17

3 Related Work

The exploration trees, especially when used for classification, can be understood
as a kind of ensembles. From this point of view, we can find some related work
in the area of combining tree-based classifiers: AdaBoost creates a sequence of
models (trees) where every model in the sequence focuses on examples wrongly
classified by its predecessors [6]. Random forrest algorithm builds a set of trees
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Table 2. Summary of the results

Data Experiment 1 Experiment 2
C4.5 ETree C4.5 ETree

Australian credit 0.9913 0.9913 0.9275 0.9565
Breast cancer 0.9792 0.9792 0.8671 0.9214

Iris 0.9801 0.9801 0.9733 0.9735
Japan Credit 1.0000 1.0000 0.8560 0.9360

Lenses 1.0000 1.0000 0.9167 0.9167
Monk1 0.9837 0.8780 0.8699 0.8374

Mushroom 1.0000 1.0000 1.0000 1.0000
Pima indian diabetes 0.9518 0.9518 0.8568 0.9010

Tic-tac-toe 1.0000 1.0000 0.9436 0.9761
Tumor 0.8289 0.9357 0.6017 0.7535
Vote 0.9908 0.9908 0.9678 0.9770

by randomly splitting the data into training subsets and by randomly selecting
a subset of input attributes to build an individual tree [3]. The Option Trees
algorithm creates a single tree that beside ”regular” branching nodes contains
also so called option nodes that include more attributes proposed to make a
split. This tree thus represents a set of trees that differ in the splitting attribute
used in the option node [8]. The ADTree (alternating decision trees) algorithm
builds a sequence of trees with increasing depth. These trees are represented in a
compact form of the tree with the maximal depth where each branching node is
replaced by a pair [classifying node, branching node], where classifying node is a
leaf node at the position of branching [5]. All these algorithms focus on building
ensemble classifiers, so the individual trees are not presented to the user.

4 Conclusions

The paper presents ETree, a novel algorithm for building so called exploration
trees. It’s main difference to standard TDIDT algorithms is the possibility to
use more attributes to create a split and thus the possibility to build more trees
that describe given data. The resulting trees can be used for both classification
and description (segmentation).

We empirically evaluated our algorithm by comparing its classification ac-
curacy (computed for the training data) on some benchmark data with the
state-of-the-art algorithm C4.5. The first experiment shows that when giving
no restrictions that will reduce the tree growing, the ”best” tree generated by
both algorithms is usually the same. The second experiment shows, that when
building in ETRee Miner more trees with initial setting that corresponds to a
pruned version of the tree generated by C4.5, we can usually find (among the
trees generated) a better tree than that of C4.5. The reason can be twofold: (1)
C4.5 is optimized to perform well on unseen data and thus does not cover the
training data as precise as possible, and (2) the greedy search need not to find
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the best tree (especially if the selection of the splitting attribute is based on few
examples, what is typical for branching nodes far from the root).
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Abstract. Data mining algorithms are designed to extract information
from a huge amount of data in an automatic way. The datasets that
can be analysed with these techniques are gathered from a variety of
domains, from business related fields to HPC and supercomputers. The
datasets continue to increase at an exponential rate, so research has been
focusing on parallelizing different data mining techniques. Recently, GPU
hybrid architectures are starting to be used for this task. However the
data transfer rate between CPU and GPU is a bottleneck for the applica-
tions dealing with large data entries exhibiting numerous dependencies.
In this paper we analyse how efficient data mining algorithms can be
mapped on these architectures by extracting the common characteris-
tics of these methods and by looking at the communication patterns
between the main memory and the GPU’s shared memory. We propose
an experimental study for the performance of memory systems on GPU
architectures when dealing with data mining algorithms and we also ad-
vance performance model guidelines based on the observations.

1 Introduction

1.1 Motivation

Data mining algorithms are generally used for the process of extracting inter-
esting and unknown patterns or building models from any given dataset. Tradi-
tionally, these algorithms have their roots in the fields of statistics and machine
learning. However, the amount of scientific data that needs to be analysed is ap-
proximately doubling every year [10] so the sheer volume of today’s datasets is
putting serious problems to the analysing process. Data mining is computation-
ally expensive by nature and the size of the datasets that need to be analysed
make the task even more expensive.

In recent years, there is an increasing interest in the research of parallel data
mining algorithms. In parallel environments, algorithms are exploiting the vast
aggregate main memory and processing power of parallel processors. During the
last few years, Graphics Processing Units (GPU) have evolved into powerful pro-
cessors that not only support typical computer graphics tasks but are also flexible
enough to perform general purpose computations [9]. GPUs represent highly spe-
cialized architectures designed for graphics rendering, their development driven
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by the computer gaming industry. Recently these devices were successfully used
to accelerate computationally intensive applications from a large variety of fields.
The major advantage of today’s GPUs is the combination they provide between
extremely high parallelism and high bandwidth in memory transfer. GPUs offer
floating point throughput and thousands of hardware thread contexts with hun-
dreds of parallel compute pipelines executing programs in a SIMD fashion. High
performance GPUs are now an integral part of every personal computer making
this device very popular for algorithm optimizations.

However, it is not trivial to parallelize existing algorithms to achieve good per-
formance as well as scalability to massive data sets on these hybrid architectures.
First, it is crucial to design a good data organization and decomposition strategy
so that the workload can be evenly partitioned among all threads with minimal
data dependencies across them. Second, minimizing synchronization and com-
munication overhead is crucial in order for the parallel algorithm to scale well.
Workload balancing also needs to be carefully designed.

To best utilize the power computing resources offered by GPUs, it is necessary
to examine to what extent traditionally CPU-based data mining problems can
be mapped to a GPU architecture. In this paper, parallel algorithms specifically
developed for GPUs with different types of data mining tasks are analysed.
We are investigating how parallel techniques can be efficiently applied to data
mining applications. Our goal in this paper is to understand the factors affecting
GPU performance for these types of applications. We analyse the communication
patterns for several basic data mining tasks and investigate what is the optimal
way of dividing tasks and data for each type of algorithm.

1.2 Hardware Configuration

The GPU architecture is presented in Figure 1. The device has a different number
of multiprocessors, where each is a set of 32-bit processors with a Single Instruc-
tion Multiple Data (SIMD) architecture. At each clock cycle, a multiprocessor
executes the same instruction on a group of threads called a warp.

The GPU uses different types of memories. The shared memory (SM) is a
memory unit with fast access and is shared among all processors of a multipro-
cessor. Usually SMs are limited in capacity and cannot be used for information
which is shared among threads on different multiprocessors. Local and global
memory reside in device memory (DM), which is the actual video RAM of the
graphics card. The bandwidth for transferring data between DM and GPU is
almost 10 times higher than that of CPU and main memory. So, a profitable
way of performing computation on the device is to block data and computation
to take advantage of fast shared memory by partition data into data subsets that
fit into shared memory. The third kind of memory is the main memory which
is not part of the graphics card. This memory is only accessed by the CPU so
data needs to be transferred from one memory to another to be available for the
GPU. The bandwidth of these bus systems is strictly limited, so these transfer
operations are more expensive than direct accesses of the GPU to DM or of the
CPU to main memory.
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Fig. 1. GPU Architecture

The grapic processor used in our experimental study is a NVIDIA GeForce GT
420M. This processor works at 1GHz and consists of 12 Streaming Processors,
each with 8 cores, making for a total of 96 cores. It features 2048MB device
memory connected to the GPU via a 128-bit channel. Up to two data transfers
are allowed to be made every clock cycle, so the peak memory bandwidth for this
processor is 28.8GB/s. The computational power sums up to a peak performance
of 134.4 GFLOP/s. The host machine is a Intel Core i3 370M processor at
2.4Ghz, with a 3MB L3 cache and 4GB of RAM. Nvidia offers a programming
framework, CUDA, that allows the developer to write code for GPU with familiar
C/C++ interfaces. Such frameworks model the GPU as a many-core architecture
exposing hardware features for general-purpose computation. For all our tests
we used NVIDIA CUDA 1.1.

The rest of the paper is organized as follows: Section 2 describes current paral-
lelizations of different data mining algorithms that will be analysed, and presents
results, highlighting the common properties and characteristics for them. Section
3 derives a minimal performance model for GPUs based on the factors discovered
in the previous section. Finally, in section 4 we provide conclusions and present
possible directions for future work.

2 Performance Study

2.1 Data Mining on GPUs

There are several algorithms proposed that implement different data mining
algorithms for GPUs: classification [7,11], clustering [5,6], frequent itemset iden-
tification [1,2], association [3,4]. In this section we will give a short description for
the ones that obtained the best speed-up result for every type. Since we are only
interested in the most influential and widely used methods and algorithms in the
data mining community, in this paper we investigate algorithms and methods
that are described in the top 10 data mining algorithms paper [8].

Association rule mining is mostly represented by the Apriori and the Frequent
Pattern Tree methods. Finding frequent item sets is not trivial because of its
combinatorial explosion so there are many techniques proposed to parallelize
both, the Apriori and the FP-growth algorithms, for parallel systems [12,13].
Based on those, more recently, research has started to focus on optimizing them
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Table 1. Experimental datasets

Name No. items Avg. Length Size Density Characteristics

dataset1 21.317 10 7M 7% Synthetic

dataset2 87.211 10.3 25M 1.2% Sparse/Synthetic

dataset3 73.167 53 41M 47% Dense/Synthetic

for GPUs [1,2,3,4]. We analysed two of these methods, one for the Apriori and
one for the FP-Growth methods.

The first method is [3] where the authors propose two implementations for the
Apriori algorithm on GPUs. Both implementations exploit the bitmap represen-
tation of transactions, which facilitates fast set intersection to obtain transac-
tions containing a particular item set. Both implementations follow the workflow
of the original Apriori algorithm, one runs entirely on the GPU and eliminates in-
termediate data transfer between the GPU memory and the CPU memory while
the other employs both the GPU and the CPU for processing. In [4] the authors
propose a parallelization method for a cache-conscious FP-array. The FP-growth
stage has a trivial parallelization, by assigning items to the worker threads in a
dynamic manner. For building FP-trees, the authors divide the transactions into
tiles, where different tiles contain the same set of frequent items. After this, the
tiles are grouped and sent to the GPU. A considerable performance improvement
is obtained due to the spatial locality optimization.

Most papers that deal with optimizing clustering methods are focusing on
k-means methods [5,6] mainly because is the most parallel friendly algorithm.
However, research is conducted on k-nn [14], neural networks [15], and density
clustering [16]. Here we will analyze two of these methods. In [5] the clustering
approach presented extends the basic idea of K-means by calculating simultane-
ously on GPU the distances from a single centroid to all objects at each iteration.
In [14] the authors propose a GPU algorithm to compute the k-nearest neigh-
bour problem with respect to Kullback-Leibler divergence [18]. Their algorithm’s
performance largely depends on the cache-hit ratio, and for a large data, it is
likely that a cache miss occurs frequently.

Given an unsupervised learning technique, a classification algorithm builds a
model that predicts whether a new example falls into one of the categories. [7]
focuses on a SVM algorithm, used for building regression models in chemical
informatics area. The SVM-light algorithm proposed implements various effi-
ciency optimizations for GPUs to reduce the overall computational cost. The
authors use a caching strategy to reuse previously calculated kernel values hence
providing a good trade-off between memory consumption and training time.

Table 1 presents the datasets used for the experiments; one is small and fits
in the GPU’s shared memory and the others must be divided in subsets.

2.2 Memory Latency Analysis

We measure the latency of memory read and write operations and the execution
time for different data mining algorithms. This experiment shows how much data
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(a) Execution time (seconds) (b) Execution time increase rate from
dataset1 to dataset2

Fig. 2. Memory latency analysis

is exchanged by each algorithm from the main memory to the GPU’s memory.
Figure 2 presents the scaling obtained by each algorithm, for all considered
datasets. As the first dataset fits entirely in the shared memory, it’s execution
time is accordingly fast, compared to the rest of the runs. Subsequently, the
execution time increases with one order of magnitude for the first and second
datasets, as is shown in figure 2(b). However, the second dataset is only three
times larger. Since this is valid for the last two datasets as well, figure 2 is showing
that, for all algorithms, the read latency for the input data once it does not fit
in the shared memory is making the execution time increase dramatically. These
numbers are showing that the way that each algorithm communicates with the
input data influences the performance. The scalability limiting factors are largely
from load imbalance and hardware resource contention.

In the second part, we investigate which part of each algorithm dominates the
total execution time by running them on the scenarios proposed in their papers.
We are especially interested to quantify how much of the total execution time is
occupied by the data transfer between the main memory and the GPU memory
when the input dataset does not fit in the shared memory.

Most of the algorithms have two main phases that alternate throughout the
whole execution. For example, for both Apriori algorithms, apart for the time
required by the data transfer between the GPU and CPU memory, candidate
generation and support counting dominate the running time. Figure 3 shows the
results for all the algorithms. The values presented represent the mean between
the results from the second and third dataset. All methods need a significant
percentage of time for data transfer, from 10% to over 30%. The datasets used
for this experiment have the same size for all algorithms so that this difference
is only given by the way in which the algorithms interact with the input data.

The Apriori method needs to pass through the entire dataset in each iteration.
If the data does not fit in the GPU’s memory it has to be transferred in pieces
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Fig. 3. Time breakdown (percentage)

every cycle. FP-Growth uses tiles with information that needs to be analysed
together, so the communication time is better. K-means changes the centres in
each iteration so the distances from all the points to the new centres must be
computed in each iteration. Since the points are not grouped depending on how
they are related, the communication time is also high. K-nn also needs to inves-
tigate the whole data set to find the closest neighbours, making it the algorithm
with the minimal execution time per data size. SVM have mathematical tasks
so the execution time for the same data is higher than in other cases. All these
facts, together with the cache optimization strategy are the reason for the low
communication latency.

The way in which algorithms interact with the input data set is also impor-
tant – all need several passes through the entire datasets. Even though there
are differences between how they interact with the data, there is one common
optimization that could be applied to all: the input set could be grouped in a
cache friendly way and transferred to the GPU’s memory on a bulk of pieces.
The rate at which the execution time increases is not necessary higher if the com-
munication time is higher – this fact is best observed for the FP-growth method.
This explains how well the algorithm scales. Thus, because the execution times
for the Apriori and FP-Growth methods increase almost exponentially, even if
the communication time for FP-Growth is not that high, the execution time in-
creases considerably faster for a bigger dataset than for corresponding K-means
implementation, since the equivalent K-means runs in less steps.

In the third experiment we investigate how much time each algorithm uses for
CPU computations. Most of the algorithms are iterating through two different
phases and need a synchronization barrier between them. Computations before
and after each phase are made on the CPU. Figure 4 presents the percentage of
the total execution that is used for CPU processing. Each algorithm is exploiting
thread-level parallelism to fully take advantage of the available multi-threading
capabilities, thus minimizing the CPU execution time. However the mean for
all algorithms is still between 15% and 20% so it is important to continue to
optimize this part as well. In this experiment we did not take into consideration
the pre and post-processing of the initial dataset and generated results.
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Fig. 4. CPU computation time (percentage)

2.3 Communication Patterns

We furthermore investigate the source code for all algorithms and extracted
the communication patterns between the main memory and the GPU’s shared
memory. We are only interested in analysing the datasets that do not fit in
the shared memory. All algorithms consist of a number of iterations over same
phases. We investigate what is the amount of work done by each GPU core
between two memory transfers and how many times the same data is transferred
to the GPU’s memory in one iteration. The results are presented in Figure 5.

Apriori’s first stage, the candidate generation, alternates data transfers to-
wards the GPU’s memory with computational phases. At the end of each phase,
the list of candidates is sent to the CPU, and stage two begins – the count
support. For both phases, the same data is investigated multiple times and the
amount of work for it is low. The FP-Growth’s first phase alternates both trans-
fers to and from the shared memory between computations. The amount of work
for each data is not very high either, however here tiles are formed to optimize the
memory access, so we observe the best results being delivered by this algorithm.

(a) GPU core computation time between
transfers for each phase

(b) Mean number of transfers for the
same data for each phase

Fig. 5. Communication patterns
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Fig. 6. Execution time variation with the increase of threads in a block

The K-means and K-nn algorithms have one part done on the GPU, finding
distances from all the points to the centres and finding the k nearest neighbours.
The algorithms have no strategy that is cache friendly. Even if the same data is
transferred a few times in one iteration, the amount of work is still very low. SVM
has mathematical computations for each data making it efficient for optimization
on GPU’s. However the same data is transferred multiple times. The authors
implemented a memory optimization protocol making it a very efficient solution.
We observed that, if each time a thread in a core needs some data, the algorithm
transfers it to the GPU, leading to a higher total communication latency. From
a performance point of view, it seems that it is better to gather data in bulks
that need to be analysed together and send them all at once, even if this means
that some threads will be blocked waiting for the data.

2.4 Performance Analysis for Different Number of Threads

We investigate how the average read latency is affected by the number of threads
that are being executed. To this end we launch the applications with a constant
grid size and change the number of threads in a block. The GPU executes threads
as groups in a warp, so the average latency experienced by a single thread does
not increase with the increase in the number of threads.

We only analyse the datasets that exceed the shared memory. All algorithms be-
have in the same way as can be seen in Figure 6. The algorithm’s performance has
shifts at some points because it is dependent on the number of threads available
in each Steaming Multiprocessor and not on the total number of threads, as is ex-
plained in [17]. The performance keeps increasing until we obtain different points
for each algorithm. Finally there is not enough space left for all threads to be ac-
tive. The exact values depend on the data mining method under investigation and
on the GPU parameters, so this information cannot be included in the model.

3 Performance Optimization Guidelines

We present a model that offers optimization for any data mining algorithms
at the CPU and GPU level. The first one minimizes the L3 cache misses by
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pre-loading the next several data points in the active set beforehand according
to their relation with the current investigated data. The second one maximizes
the amount of work done by the GPU cores for each data transfer. We analyse
two data mining techniques, namely the Apriori and K-means, and we group the
data sent to the GPU at each iterations in bulks that we send together even if we
risk keeping some threads waiting for information. We show that by designing
carefully the memory transfers, both from memory to caches or to and from the
GPU’s memory, all data mining algorithms can be mapped very well on hybrid
computing architectures. All these methods have relatively low computations
per unit of data so the main bottleneck in this case is memory management.
The model is thus composed by three tasks: to increase the core execution time
per data transfer – the increase must be for each core and not for each thread;
to eliminate synchronization by trying to merge all steps in each iteration; and
to optimize the CPU computation time.

Our method preloads the next several transactions in the item set for the
Apriori method, or next points for K-means beforehand according to when they
need to be analysed. This influences both the L3 cache miss rate and how many
times the same data is sent from one memory to another. The performance im-
pact of memory grouping and prefetching is thus more evident for large datasets,
with many dimensions for K-means and longer transaction length for Apriori,

(a) Performance speedup (b) L3 cache miss reduction

(c) Computation between transfers (d) Number of data transfers

Fig. 7. Optimization results
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because the longer the dimension of the transaction the fewer points are installed
in the cache, so there are more opportunities for prefetching. We therefore syn-
chronize data only between two iterations by merging the computation for the
two phases in each cycle.

Figure 7 plots the performance increase, the L3 cache misses, the amount of
work and data transaction for each iteration. The implementation reduces the
data transaction by a factor of 13.6 on average and provides 17% increase in
computation time per block of data transferred to the GPU. The group cre-
ation improves the temporal data locality performance and reduces the cache
misses by a factor of 32.1 on average. Even if dataset grouping increases the
pre-processing stage, the overall performance of both algorithms has improved
with 20% compared to the methods presented in the previous sections.

4 Conclusion and Future Work

In this paper we analyse different data mining methods and present a view
for how much improvement might be possible with GPU acceleration on these
techniques. We extract the common characteristics for different clustering, clas-
sification and association extraction methods by looking at the communication
pattern between the main memory and GPU’s shared memory. We present ex-
perimental studies for the performance of the memory systems on GPU archi-
tectures by looking at the read latency and the way the methods interact with
the input dataset. We presented performance optimization guidelines based on
the observations and manually implemented the modification on two of the al-
gorithms. The observed performance is encouraging, so for the future we plan to
develop a framework that can be used to automatically parallelize data mining
algorithms based on the proposed performance model.
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Abstract. First experiences with utilization of formalized items of do-
main knowledge in a process of association rules mining are described.
We use association rules - atomic consequences of items of domain knowl-
edge and suitable deduction rules to filter out uninteresting association
rules. The approach is experimentally implemented in the LISp–Miner
system.

1 Introduction

One of great challenges in data mining research is application of domain knowl-
edge in data mining process [3]. Our goal is to present first experiences with an
approach to use domain knowledge in association rules mining outlined in [5].
We deal with association rules of the form ϕ ≈ ψ where ϕ and ψ are Boolean
attributes derived from columns of an analyzed data matrix. An example of data
matrix is in section 2. Not only conjunctions of attribute-value pairs but general
Boolean expressions built from attribute-set of values pairs can be used. Symbol
≈ means a general relation of ϕ and ψ, see section 3.

We deal with formalized items of domain knowledge related to analyzed do-
main knowledge, see section 2. We apply the 4ft-Miner procedure for mining
association rules. It deals with Boolean expressions built from attribute-set of
value. An example of an analytical question solution of which benefits from
properties of 4ft-Miner is in section 4.

The paper focuses on problem of filtering out of association rules which can
be considered as consequences of given items of domain knowledge as suggested
in [5]. Our approach is based on mapping of each item of domain knowledge to a
suitable set of association rules and also on deduction rules concerning pairs of
association rules. The approach is implemented in the LISp-Miner system which
involves also the 4ft-Miner procedure. An example of its application is also in
section 4. It can result in finding of interesting exceptions from items of domain
knowledge in question, but the way of dealing with exceptions differs from that
described in [8].
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2 STULONG Data Set

2.1 Data Matrix Entry

We use data set STULONG concerning Longitudinal Study of Atherosclerosis
Risk Factors 1. Data set consists of four data matrices, we deal with data matrix
Entry only. It concerns 1 417 patients – men that have been examined at the
beginning of the study. Each row of data matrix describes one patient. Data
matrix has 64 columns corresponding to particular attributes – characteristics
of patients. The attributes can be divided into various groups, We use three
groups defined for this paper - Measurement, Difficulties, and Blood pressure.

Group Measurement has three attributes - BMI i.e. Body Mass Index, Subsc
i.e. skinfold above musculus subscapularis (in mm), and Tric i.e. skinfold above
musculus triceps (in mm). The original values were transformed such that these
attributes have the following possible values (i.e. categories):
BMI : (16; 21〉, (21; 22〉, (22; 23〉, . . . , (31; 32〉, > 32 (13 categories)
Subsc : 〈4; 10), 〈10; 12), 〈12; 14), . . . , 〈30; 32), 〈32; 36), > 36 (14 categories)
Tric : 1 − 4, 5, 6, . . . , 12, 13 − 14, 15 − 17,≥ 18 (12 categories).

Group Difficulties has three attributes with 2 - 5 categories, frequencies of
particular categories are in brackets (there are some missing values, too):
Asthma with 2 categories: yes (frequency 1210) and no (frequency 192)
Chest i.e. Chest pain with 5 categories: not present (1019), non ischaemic (311),
angina pectoris (52), other (19), possible myocardial infarction (3)
Lower limbs i.e. Lower limbs pain with 3 categories: not present (1282), non
ischaemic (113), claudication (17).

Group Blood pressure has two attributes - Diast i.e. Diastolic blood pressure
and Syst i.e. Systolic blood pressure The original values were transformed such
that these attributes have the following categories:
Diast : 〈45; 65), 〈65; 75), 〈75; 85), . . . , 〈105; 115), > 115 (7 categories)
Syst : 〈85; 105), 〈105; 115), 〈115; 125), . . . , 〈165; 175), > 175 (9 categories).

2.2 Domain Knowledge

There are various types of domain knowledge related to STULONG data. Three
of them in a formalized form are managed by the LISp-Miner system [7]: groups
of attributes, information on particular attributes and mutual influence of at-
tributes.

There are 11 basic groups (see http://euromise.vse.cz/challenge2004/
data/entry/. These groups are mutually disjoint and their union is the set of
1 The study (STULONG) was realized at the 2nd Department of Medicine, 1st Faculty

of Medicine of Charles University and University Hospital in Prague, under the
supervision of Prof. F. Boud́ık, MD, DSc., with collaboration of M. Tomečková,
MD, PhD and Prof. J. Bultas, MD, PhD. The data were transferred to the electronic
form by the European Centre of Medical Informatics, Statistics and Epidemiology of
Charles University and Academy of Sciences CR(head. Prof. J. Zvárová, PhD, DSc.).
The data resource is on the web pages http://euromise.vse.cz/challenge2004/.

http://euromise.vse.cz/challenge2004/data/entry/
http://euromise.vse.cz/challenge2004/data/entry/
http://euromise.vse.cz/challenge2004/
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all attributes. We call these groups basic groups of attributes, they are perceived
by physicians as reasonable sets of attributes. It is also possible to define addi-
tional groups of atributes for some specific tasks, see e.g. groups Measurement,
Difficulties, and Blood pressure introduced above.

Examples of information on particular attributes are boundaries for classi-
fication of overweight and obesity by BMI. Overweight is defined as BMI in
25.0 − 29.9 and obesity as BMI ≥ 30.

There are several types of influences among attributes. An example is expres-
sion BMI ↑↑ Diast saying that if body mass index of patient increases then its
diastolic blood pressure increases too.

3 Association Rules

The association rule is understood to be an expression ϕ ≈ ψ where ϕ and ψ are
Boolean attributes. It means that the Boolean attributes ϕ and ψ are associated
in the way given by the symbol ≈. This symbol is called the 4ft-quantifier. It
corresponds to a condition concerning a four-fold contingency table of ϕ and ψ.
Various types of dependencies of ϕ and ψ can be expressed by 4ft-quantifiers.

The association rule ϕ ≈ ψ concerns analyzed data matrix M. An example
of a data matrix is data matrix Entry a fragment of which is in figure 1.

attributes examples of basic Boolean attributes
patient Asthma BMI . . . Asthma(yes) BMI ((21; 22〉, (22; 23〉)

o1 yes (16; 21〉 . . . 1 0
...

...
...

. . .
...

...
o1417 no (22; 23〉 . . . 0 1

Fig. 1. Data matrix M and examples of Boolean attributes

The Boolean attributes are derived from the columns of data matrix M. We
assume there is a finite number of possible values for each column of M. Possible
values are called categories. Basic Boolean attributes are created first. The basic
Boolean attribute is an expression of the form A(α) where α ⊂ {a1, . . . ak} and
{a1, . . . ak} is the set of all possible values of the column A. The basic Boolean
attribute A(α) is true in row o of M if it is a ∈ α where a is the value of the
attribute A in row o. Set α is called a coefficient of A(α). Boolean attributes
are derived from basic Boolean attributes using propositional connectives ∨, ∧
and ¬ in a usual way.

There are two examples of basic Boolean attributes in figure 1 - Asthma(yes)
and BMI((21; 22〉, (22; 23〉). Attribute Asthma(yes) is true for patient
o1 and false for patient o1417, we write ”1” or ”0” respectively. Attribute
BMI((21; 22〉, (22; 23〉) is false for o1 because of (16; 21〉 
∈ {(21; 22〉, (22; 23〉)}
and true for o1417 because of (22; 23〉 ∈ {(21; 22〉, (22; 23〉)}. Please note that we
should write Asthma({yes}) etc. but we will not do it. We will also usually write
BMI(21; 23〉 instead of BMI ((21; 22〉, (22; 23〉) etc.
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Table 1. 4ft table 4ft(ϕ, ψ,M) of ϕ and ψ in M

M ψ ¬ψ

ϕ a b

¬ϕ c d

The rule ϕ ≈ ψ is true in data matrix M if the condition corresponding to
the 4ft-quantifier is satisfied in the four-fold contingency table of ϕ and ψ in
M, otherwise ϕ ≈ ψ is false in data matrix M. The four-fold contingency table
4ft(ϕ, ψ,M) of ϕ and ψ in data matrix M is a quadruple 〈a, b, c, d〉 where a is
the number of rows of M satisfying both ϕ and ψ, b is the number of rows of
M satisfying ϕ and not satisfying ψ etc., see Table 1.

There are various 4ft-quantifiers, some of them are based on statistical hy-
pothesis tests, see e.g. [1,6]. We use here a simple 4ft-quantifier i.e. quantifier
⇒p,Base of founded implication [1]. It is defined for 0 < p ≤ 1 and Base > 0 by
the condition a

a+b ≥ p ∧ a ≥ Base. The association rule ϕ ⇒p,Base ψ means
that at least 100p per cent of rows of M satisfying ϕ satisfy also ψ and that there
are at least Base rows of M satisfying both ϕ and ψ. We use this quantifier not
only because of its simplicity but also because there are known deduction rules
related to this quantifier [4].

4 Applying LISp-Miner System

The goal of this paper is to describe an application of an approach to filtering
out association rules, which can be considered as consequences of given items
of domain knowledge. This approach is based on mapping of items of domain
knowledge in question to suitable sets of association rules and also on deduction
rules concerning pairs of association rules. We deal with items of domain knowl-
edge stored in the LISp-Miner system outlined in section 2.2. We use GUHA
procedure 4ft-Miner [6] which mines for association rules described in section 3.
In addition we outline how the groups of attributes can be used to formulate
reasonable analytical questions.

An example of a reasonable analytical question is given in section 4.1. Input
of the 4ft-Miner procedure consists of parameters defining a set of relevant as-
sociation rules and of an analyzed data matrix. Output consists of all relevant
association rules true in input data matrix. There are fine tools to define set
of association rules which are relevant to the given analytical question. We use
data Entry, see section 2.1. Input parameters of 4ft-Miner procedure suitable to
solve our analytical question are described also in section 4.1. There are 158 true
relevant association rules found for these parameters.

Our analytical question is formulated such that we are not interested in con-
sequences of item of domain knowledge BMI ↑↑ Diast. This item says that if
body mass index of patient increases then his diastolic blood pressure increases
too, see section 2.2. However, there are many rules among 158 resulting rules
which can be considered as consequences of item BMI ↑↑ Diast. We filter out
these consequences in two steps.
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In the first step we define a set Cons(BMI ↑↑ Diast,Entry, ≈) of atomic
consequences of BMI ↑↑ Diast. Each atomic consequence is an association rule
of the form BMI(ω) ≈ Diast(δ) which can be considered as true in data matrix
Entry if BMI ↑↑ Diast is supposed to be true. In addition, ≈ is a 4ft-quantifier
used in the 4ft-Miner application in question. For more details see section 4.2.

In the second step we filter out each association rule ϕ ≈ ψ from the output
of 4ft-Miner which is equal to an atomic consequence or can be considered as a
consequence of an atomic consequence. There are additional details in section 4.3.

4.1 Analytical Question and 4ft-Miner

Let us assume we are interested in an analytical question:
Are there any interesting relations between attributes from group Measurement

and attributes from group Blood pressure in the data matrix Entry? Attributes
from group Measurement can be eventually combined with attributes from group
Difficulties. Interesting relation is a relation which is strong enough and which
is not a consequence of the fact BMI ↑↑ Diast.

This question can be symbolically written as

Measurement ∧ Difficulties −→ Blood pressure [Entry ; BMI ↑↑ Diast] .

We deal with association rules, thus we convert our question to a question con-
cerning association rules. Symbolically we can express a converted question as

B[Measurement] ∧ B[Difficulties] ≈ B[Blood pressure] [Entry ; BMI ↑↑ Diast] .

Here B[Measurement] means a set of all Boolean attributes derived from at-
tributes of the group Measurement we consider relevant to our analytical ques-
tion, similarly for B[Difficulties] and B[Blood pressure].

We search for rules ϕM ∧ ϕD ≈ ψB which are true in data matrix Entry, can-
not be understood as a consequence of BMI ↑↑ Diast and ϕM ∈ B[Measurement],
ϕD ∈ B[Difficulties], and ψB ∈ B[Blood pressure].

The procedure 4ft-Miner does not use the well known a-priori algorithm. It is
based on representation of analyzed data by suitable strings of bits [6]. That’s
way 4ft-Miner has very fine tools to define such set of association rules. One of
many possibilities how to do it is in figure 2. Remember that we deal with rules
ϕ ≈ ψ, ϕ is called antecedent and ψ is succedent. Set B[Measurement] is defined
in column ANTECEDENT in row Measurement Conj, 1-3 and in three consecutive
rows.

Each ϕM is a conjunction of 1 - 3 Boolean attributes derived from partic-
ular attributes of the group Measurement. Set of all such Boolean attributes
derived from attribute BMI is defined by the row BMI(int), 1-3 B, pos. It
means that all Boolean attributes BMI(α) where α is a set of 1 - 3 consec-
utive categories (i.e. interval of categories) are generated. Examples of such
Boolean attributes are BMI(16; 21〉), BMI((21; 22〉, (22; 23〉) i.e. BMI(21; 23〉, and
BMI((21; 22〉, (22; 23〉, (23; 24〉) i.e. BMI(21; 24〉. Sets of Boolean attributes de-
rived from attributes Subsc and Tric are defined similarly. An example of
ϕM ∈ B[Measurement] is conjunction ϕM = BMI(21; 24〉 ∧ Subsc〈4; 14).
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Fig. 2. Input parameters of the 4ft-Miner procedure

Each ϕD is a disjunction of 0 - 3 Boolean attributes derived from particular
attributes of the group Difficulties. There is only one Boolean attribute derived
from attribute Asthma i.e. Asthma(yes). Set of all such Boolean attributes de-
rived from attribute Chest is defined by the row Chest(subset), 1-4 B, pos.
It means that all Boolean attributes Chest(α) where α is a subset of 1 - 4 cate-
gories of attribute Chest are generated. In addition, category not present is not
taken into account (not seen in figure 2). Similarly, all Boolean attributes
Lower limbs(α) where α is a subset of 1 - 2 categories are generated and cate-
gory not present is not considered. Please note, that a disjunction of zero Boolean
attributes means that ϕD is not considred.

Set B[Blood pressure] is defined in row Blood pressure Conj, 1-2 of column
SUCCEDENT and in two consecutive rows in a way similar to that in which set
B[Measurement] is defined. In column QUANTIFIERS the quantifier ⇒0.9,30 of
founded implication is specified.

This task was solved in 171 minutes (PC with 2GB RAM and Intel T7200
processor at 2 GHz). 456 ∗ 106 association rules were generated and tested, 158
true rules were found. The rule BMI(21; 22〉∧Subsc(< 14) ⇒0.97,33 Diast〈65; 75)
is the strongest one (i.e. with highest confidence). It means that 34 patients
satisfy BMI(21; 22〉 ∧ Subsc(< 14) and 33 from them satisfy also Diast〈65; 75).

Most of found rules have attribute BMI in antecedent and attribute Diast in
succedent (as the above shown rule). We can expect that lot of such rules can
be seen as a consequences of BMI ↑↑ Diast.

4.2 Atomic Consequences of BMI ↑↑ Diast

We define a set Cons(BMI ↑↑ Diast,Entry, ⇒0.9,30) of simple rules in the form
BMI(ω) ≈ Diast(δ) which can be considered as consequences of BMI ↑↑ Diast.
Such rules are called atomic consequences of BMI ↑↑ Diast. We assume that this
set is usually defined by a domain expert.

Examples of such atomic consequences are rules BMI(low) ⇒0.9,30 Diast(low)
saying that at least 90 per cent of patients satisfying BMI(low) satisfy also
Diast(low) and that there are at least 30 patients satisfying both BMI(low)
and Diast(low). The only problem is to define suitable coefficients low for both
attributes BMI and Diast.

Let us remember that there are 13 categories of BMI - (16; 21〉, (21; 22〉,
(21; 22〉, . . ., (31; 32〉, > 32 and 7 categories of Diast - 〈45; 65), 〈65; 75), . . .,
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〈105; 115), > 115. We can decide that each Boolean attribute BMI(ω) where
ω ⊂ {(16; 21〉, (21; 22〉, (21; 22〉} will be considered as BMI(low) (we use low
quarter of all categories) and similarly each Boolean attribute Diast(δ) where
δ ⊂ {〈45; 65), 〈65; 75)} will be considered as Diast(low) (we use low third of all
categories). We can say that rules BMI(low) ⇒0.9,30 Diast(low) are defined by a
rectangle Alow × Slow = Antecedent × Succedent where

Antecedent × Succedent = {(16; 21〉, (21; 22〉, (21; 22〉}× {〈45; 65), 〈65; 75)}

There is LMDataSource module in the LISp-Miner system which makes pos-
sible to do various input data transformations and in addition it also allows to
define the set Cons(BMI ↑↑ Diast,Entry, ⇒0.9,30) as a union of several similar,
possibly overlapping, rectangles A1×S1, . . . ,AR×SR such that BMI(ω) ⇒0.9,30

Diast(δ) ∈ Cons(BMI ↑↑ Diast,Entry, ⇒0.9,30) if and only if there is an i ∈
{1, . . . , K } such that ω ⊆ Ai and δ ⊆ Si. An example of definition of a set
Cons(BMI ↑↑ Diast,Entry, ⇒0.9,30) is in figure 3, six rectangles are used.

Fig. 3. Definition of atomic association rules

4.3 Filtering Out Consequences of BMI ↑↑ Diast

We will discuss possibilities of filtering out all rules from the output rules which
can be considered as consequences of given item of domain knowledge. We take
into account both strict logical deduction – see (ii), and specific conditions also
supporting filtering out additional rules – see (iii). We use the set Cons(BMI ↑↑
Diast,Entry, ⇒0.9,30) of atomic consequences BMI(ω) ⇒0.9,30 Diast(δ) of BMI
↑↑ Diast defined in figure 3. We filter out each of 158 output rules ϕ ⇒0.9,30 ψ
satisfying one of conditions (i), (ii), (iii):
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M Diast〈65; 85) ¬Diast〈65; 85)

BMI(21; 22〉 a b

¬BMI(21; 22〉 c d

M Diast〈65; 95) ¬Diast〈65; 95)

BMI(21; 22〉 a′ b′

¬BMI(21; 22〉 c′ d′

Fig. 4. 4ft(BMI(21; 22〉, Diast〈65; 85),M) and 4ft(BMI(21; 22〉, Diast〈65; 95),M)

(i) ϕ ⇒0.9,30 ψ is equal to an atomic consequence BMI(ω) ⇒0.9,30 Diast(δ)
(ii) ϕ ⇒0.9,30 ψ is a logical consequence of an atomic consequence

BMI(ω) ⇒0.9,30 Diast(δ)
(iii) ϕ ⇒0.9,30 ψ is in the form ϕ0 ∧ ϕ1 ⇒0.9,30 ψ0 where ϕ0 ⇒0.9,30 ψ0 satisfies

(i) or (ii). We filter out such rules because of patients satisfying ϕ0∧ϕ1 satisfy
also ϕ0 and thus the rule ϕ0 ∧ ϕ1 ⇒0.9,30 ψ0 does not say something new in
comparison with ϕ0 ⇒0.9,30 ψ0 even if its confidence is higher than 0.9.

We give more details below.
(i): There is no atomic consequence BMI(ω) ⇒0.9,30 Diast(δ) belonging to

Cons(BMI ↑↑ Diast,Entry, ⇒0.9,30) among the output rules.
(ii): There is output rule BMI(21; 22〉 ⇒0.9,30 Diast〈65; 95) not belonging

to Cons(BMI ↑↑ Diast,Entry, ⇒0.9,30). Rule BMI(21; 22〉 ⇒0.9,30 Diast〈65; 85)
belongs to Cons(BMI ↑↑ Diast,Entry, ⇒0.9,30), see second row in the left part
of figure 3. In addition, rule BMI(21; 22〉 ⇒0.9,30 Diast〈65; 95) logically follows
from rule BMI(21; 22〉 ⇒0.9,30 Diast〈65; 85).

It means that if rule BMI(21; 22〉 ⇒0.9,30 Diast〈65; 85) is true in a given
data matrix M then rule BMI(21; 22〉 ⇒0.9,30 Diast〈65; 95) is true in M too.
Rule BMI(21; 22〉 ⇒0.9,30 Diast〈65; 85) is for data matrix Entry considered as
a consequence of BMI ↑↑ Diast and thus rule BMI(21; 22〉 ⇒0.9,30 Diast〈65; 95)
can also be considered as a consequence of BMI ↑↑ Diast for data matrix Entry.
It means that rule BMI(21; 22〉 ⇒0.97,30 Diast〈65; 95) is filtered out.

We demonstrate why rule BMI(21; 22〉 ⇒0.9,30 Diast〈65; 95) logically follows
from rule BMI(21; 22〉 ⇒0.9,30 Diast〈65; 85). In figure 4 there are 4ft-tables
4ft(BMI(21; 22〉, Diast〈65; 85),M) of BMI(21; 22〉 and Diast〈65; 85) in M and
4ft(BMI(21; 22〉, Diast〈65; 95),M) of BMI(21; 22〉 and Diast〈65; 95) in M. It
is clear that a + b = a′ + b′. In addition each patient satisfying Diast〈65; 85)
satisfy also Diast〈65; 95) and thus a′ ≥ a and b′ ≤ b which means that if

a
a+b ≥ 0.9 ∧ a ≥ 30 then also a′

a′+b′ ≥ 0.9 ∧ a′ ≥ 30.
Note that there is a theorem proved in [4] which makes possible to easy decide

if association rule ϕ′ ⇒p,Base ψ′ logically follows from ϕ ⇒p,Base ψ or not.
(iii) It is also easy to show that rule BMI(21; 22〉 ∧ Subsc(≤ 14) ⇒0.9,30

Diast〈65; 95) does not logically follow from rule BMI(21; 22〉⇒0.9,30 Diast〈65; 95).
However, patients satisfying BMI(21; 22〉 ∧ Subsc(≤ 14) satisfy also BMI(21; 22〉
and thus rule BMI(21; 22〉 ∧ Subsc(≤ 14) ⇒0.9,30 Diast〈65; 95) does not say
something new and can be also filtered out. (This could be of course a subject
of additional discussion, however we will not discuss here due to limited space.)

From the same reason we filter out each rule BMI(ρ) ∧ ϕ1 ⇒0.9,30 Diast(τ) if
the rule BMI(ρ) ⇒0.9,30 Diast(τ) satisfies (i) or (ii). After filtering out all rules
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Fig. 5. Automatically filtered association rules

according to (i) – (iii), only 51 rules remain from the original 158 rules. Several
examples are in figure 5.

We can see that there is true rule BMI(16; 21〉 ⇒0.9,30 Diast〈65; 95) which
satisfies neither (i) nor (ii) and thus it cannot be considered as a consequence
of BMI ↑↑ Diast. This is a reason to study this rule in more detail, because it
could be an interesting exception. It should be reported to the domain expert.
However, let us emphasize that definition of Cons(BMI ↑↑ Diast,Entry, ⇒0.9,30)
in figure 3 was done without a consultation with domain expert.

Additional remaining rules concern attributes Subsc and Diast in some cases
combined with Chest and Tric. We assume that by a suitable analytical process
we can offer a new item of domain knowledge Subsc ↑↑ Diast.

5 Conclusions and Further Work

Here presented approach allows filtering out all rules reasonable considered as
consequences of domain knowledge, e.g. the above mentioned BMI ↑↑ Diast.
This leads to a remarkable decrease of number of output association rules, so
users could concentrate on interpretation of a smaller group of potentially more
valuable association rules. An already available implementation has even more
filtering features that could be moreover repeated in an iterative way.

Let us emphasize that there are several additional types of mutual influence
of attributes [7]. An example is Education ↑↓ BMI which says that if education
increases then BMI decreases. All these types of knowledge can be treated in
the above described way [5]. The described transformation of an item of domain
knowledge into a set of association rues can be inverted and used to synthesize
a new item of domain knowledge (e.g. Subsc ↑↑ Diast).

The whole approach seems to be understandable from the point view of a
domain expert. However, a detailed explanation will be useful. This leads to
necessity to prepare for each analytical question an analytical report explaining
in details all of steps leading to its solution. There are first results in producing
similar reports and presenting them at Internet [2].

Our goal is to elaborate the outlined approach into a way of automatized pro-
ducing analytical reports answering given analytical question. Domain knowledge
stored in the LISp-Miner system gives a possibility to automatically generate a
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whole system of analytical questions. Successful experiments with running LISp-
Miner system on a grid [9] makes possible to accept a challenge to create a system
automatically formulating analytical question, getting new knowledge by answer-
ing these question and use new knowledge to formulate additional analytical ques-
tion. Considerations on such a system are in [10].
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Abstract. Virtually all existing multi-task learning methods for string data re-
quire either domain specific knowledge to extract feature representations or a
careful setting of many input parameters. In this work, we propose a feature-free
and parameter-light multi-task clustering algorithm for string data. To transfer
knowledge between different domains, a novel dictionary-based compression dis-
similarity measure is proposed. Experimental results with extensive comparisons
demonstrate the generality and the effectiveness of our proposal.

1 Introduction

The intuition behind a multi-task learning (MTL) algorithm [2] is that it tries to re-
tain and reuse knowledge previously learned in one task to solve other learning tasks
in different domains. MTL has been applied successfully in diverse domains such as
bioinformatics, text mining, natural language processing, image analysis, WIFI loca-
tion detection, and computer aided design (CAD) [9]. However, virtually all existing
MTL methods for string data require either domain-specific knowledge to extract fea-
ture representation or a careful setting of many input parameters. For example, the stan-
dard document data typically needs to be represented in a special format of the vector
space model [15]. The commonly used Gaussian multi-task learning framework in [13]
requires a careful setting for the covariance function parameters, a scalar parameter
and kernel function parameters. The requirement of domain-specific knowledge in ex-
tracting features may limit the applicability of an algorithm to string data sets whose
important features are unknown, missing or difficult to be extracted. In addition, for a
heavily parameterized multi-task learning algorithm, it is difficult to determine whether
the improvement of the performance is from setting the values of the parameters or
from using knowledge transferred between different domains.

We focus on building a multi-task learning framework for string data which does not
assume a specific feature space and needs only a few parameters. In this work, we pro-
pose a universal and parameter-light Compression-based Multi-task Clustering (CMC)
framework. It is motivated by the recent successful applications of methods based on
Kolmogorov complexity [12] on various data types including music, time series, im-
ages, natural language and genomic data ([16] and references therein). However these
methods are only defined for traditional single data mining tasks. To handle this issue,

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 123–132, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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we create a Learnable Dictionary-based Compression Dissimilarity Measure (LDCDM)
that allows to transfer knowledge between learning tasks effectively. In our CMC frame-
work, for each domain, it requires only a setting of one parameter, which is the number
of clusters, and it does not require any specific set of features.

2 Related Works

There are some works based on Kolmogorov theory to calculate the relatedness between
tasks in supervised transfer learning. [11] attempts to exploit the probability theory of
Bayesian learning to measure the amount of information that one task contains about
another. [6] creates a measure based on a compression algorithm and the probably ap-
proximately correct (PAC) learning to group similar tasks together. Mahmud approx-
imates Kolmogorov complexity of a decision tree by the number of its nodes and the
conditional complexity of two decision trees based on the maximum number of their
overlapping nodes [10]. However, one thing all these works have in common is that for
different learning algorithms, there are different strategies to measure the relationship
between tasks. For example, the method proposed for a Bayesian learning algorithm
must be redefined if it is applied to induction of decision trees. In this work, we propose
a distance measure for string data that does not assume any specific learning algorithms.

In our setting, we assume that labeled data are unavailable. The learning problem
in this scenario is extremely difficult typically due to the fact that the data in the input
domains have different distributions. So far, there are some MTL research works in this
setting. Indrajit et al. propose a cross-guided clustering algorithm for text mining, where
a similarity measure based on pivot words across domains is introduced to discover and
measure hidden relationships between the source and target domains [4]. Gu and Zhou
propose a cross-task clustering framework, which aims at learning a subspace shared
by all tasks [5]. Recently, Zhang et al. propose a Bregman-based clustering algorithm to
solve the multi-task problem [18]. However, different from our work, these works are
feature-based and they need at least three parameters in their algorithms.

3 Preliminaries

The Kolmogorov complexities K(x), K(x|y) and K(xy) of a finite string x, x given y
and the concatenation xy of x and y are the lengths of the shortest programs to generate
x, x when y is given as an input and xy on a universal computer such as the Turing
machine, respectively. In [12], the authors define an information distance, dk(x, y),
between two strings x and y using the Kolmogorov complexities as:

dk(x, y) =
K(x|y) + K(y|x)

K(xy)
(1)

The dk measure has been shown to be a lower bound and optimal of all measures
of information content in [12]. Unfortunately, the Kolmogorov complexity is uncom-
putable in general and thus one must use its approximation. The main idea for the ap-
proximation is to respectively substitute K(x|y), K(y|x) and K(xy) with Comp(x|y),
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Comp(y|x) and Comp(xy), where Comp(xy) is the compressed size of xy and
Comp(x|y) is the compressed size of x achieved by first training the compressor on
y, and then compressing x. The dk measure is then approximated by dc [12] as follows:

dc(x, y) =
Comp(x|y) + Comp(y|x)

Comp(xy)
(2)

The better the compression algorithm is, the better the approximation of dc for dk is.
To calculate Comp(x|y), we need a compression algorithm that allows us to com-

press x given y. This necessity has led us to consider dictionary-based compression
algorithms [17] where one instance can be used as an auxiliary input to compress an-
other instance. The compressor first builds a dictionary on y, then x is scanned to look
for its repeated information stored in the dictionary, and finally the repeated informa-
tion in x is replaced by a much shorter index to reduce the size of x. If the information
of x is not contained in the dictionary, the dictionary will be updated by the new infor-
mation. The more closely related x and y are, the fewer number of times the dictionary
is updated or the smaller Comp(x|y) is. Comp(x) can be considered as a special case
of Comp(x|y) where y is an empty string. In this work, we choose Lempel-Ziv-Welch
(LZW), a dictionary-based compression [17], and use it in our framework because it is
a lossless, linear and universal compressor with no specific assumptions about the input
data and the fact that its implementations tend to be highly optimized. The detail of
LZW algorithm is omitted here for brevity, so interested readers are referred to [17]
or http://marknelson.us/1989/10/01/lzw-data-compression/ for
LZW implementation.

4 Compression-Based Multi-task Clustering

4.1 Intuition Behind Our Method

The intuition behind our method is illustrated in Fig. 1a, where a clustering task is
being considered and two clusters with two centroids c1 and c2 are obtained. In this
example, instance x1 may be naturally included into cluster c1 but instance x2 may
not be clustered correctly if we use the dissimilarity measure dc in Eq. (2) because
dc(x2, c1) = dc(x2, c2). However, if we consider x1, a neighbor instance of x2, in
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Fig. 1. (left) An illustrative example, (center) an example of selecting related instance by kNN
algorithm, (right) the error rates of dc and LDCDM on increasing numbers of related instances

http://marknelson.us/1989/10/01/lzw-data-compression/
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measuring the dissimilarity, we may obtain useful information to help cluster x2. We
therefore decide to extend the distance dc in Eq. (2) further by learning more informa-
tion from neighbor instances and propose a Learnable Dictionary-based Compression
Dissimilarity Measure (LDCDM) as follows:

LDCDM(x, y) =
Comp(x|Sy) + Comp(y|Sx)

Comp(xy)
(3)

where Sx and Sy are neighbor instance sets of x and y, respectively. These neighbor
instances are regarded as related instance sets and how to build them are explained in the
next paragraph. In the example of Fig. 1a, Sx2 = {x1,x2}, the dictionary built on Sx2

contains more information about c1 than x2 does, so Comp(c1|Sx2) < Comp(c1|x2)
or LDCDM(x2, c1) < LDCDM(x2, c2). Therefore, x2 is reasonably included into
cluster c1 instead of cluster c2.

We explain how to build related instance sets, Sx and Sy , in this sub-section and the
next sub-section. Recall that, the smaller Comp(x|y) is, the more closely related x and
y are, and Comp(x) is the compressed size of x without any prior information of other
instances. Therefore, we define the relatedness degree, �(x|y), of x and y as:

� (x|y) = Comp(x) − Comp(x|y) (4)

To investigate the effectiveness of LDCDM compared to dc, both LDCDM and
dc are used in the k-means algorithm to cluster 20 Newsgroups data set1 (more details
of this document data set are given in Section 5.2). The relatedness degree � is used
to build Sx and Sy , where Sx and Sy contain the k nearest neighbor instances of x
and y based on values of �, respectively. Fig. 1b shows an example of selecting re-
lated instances with k = 9. For clarity of exposition, we only select a subset of the 20
Newsgroups data, for instance, in this case, we select n = 25 documents from each of
two classes, comp. and rec., in domain 1 (see Table 2 for more information). Fig. 1c
shows the results of dc and LDCDM in different numbers of related instances being
selected. The class labels are used as a ground truth, so it is possible to evaluate a clus-
tering result with its error rate, where an error rate is the number of wrongly clustered
instances divided by the total number of the input instances. As we can see, the error
rate of LDCDM gradually decreases as new related instances are added. LDCDM
achieves the optimal result when the number k of related instances is k = n = 25. This
experiment shows that by using related instances, the performance of a compression-
based clustering method can be improved. However, we need to provide the value of k
that may require some domain knowledge. In the next section, we describe a general
multi-task clustering framework which does not require setting the value of k.

4.2 CMC Framework with LDCDM Measure

Suppose we are given m clustering tasks T1, T2, . . ., Tm, and Ti is accompanied with
a domain Di. Each domain Di consists of two components: a feature space Xi and
a marginal probability distribution P (Xi) where Xi = {xi

1, xi
2, . . . , xi

ni
} ∈ Xi.

1 http://people.csail.mit.edu/jrennie/20Newsgroups/

http://people.csail.mit.edu/jrennie/20Newsgroups/
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Algorithm 1. Compression-based Multi-task Clustering (CMC) Algorithm
Input: + maximum number of iterations MAX ITER
+ m tasks, T = {T1, T2, . . . , Tm}, each Ti has one data set Xi = {xi

1, x
i
2, . . . , x

i
n}.

+ Vector K = {k1, k2, . . . , km} where ki is the desired number of clusters in task Ti.
Output: ki clusters of each task Ti (i = 1, 2, . . . , m).

1: Initialization: Set t = 0 and apply the k-means algorithm to cluster each Xi (i =
1, 2, . . . , m) into ki clusters, Ci = {Ci

1, C
i
2, . . . , C

i
ki
} by using dc in Eq. (2).

2: repeat
3: for i = 1 to m do
4: for each xi

j in Xi do
5: Sxi

j
← findRelatedInstances(xi

j)

6: for i = 1 to m do
7: Di ← calculateDistanceMatrix(Xi) /* Calculate distance matrix of Xi */
8: Apply the k-means algorithm on Di to update clusters in Ci.
9: t = t + 1

10: until all {Ci}m
i=1 do not change or t ≥ MAX ITER

The clustering algorithm partitions the data Xi into ki non-overlapping clusters Ci =
{Ci

1, C
i
2, . . . , C

i
ki
}. The intuition behind our approach is that although we cannot reuse

all data of one domain in other domains, there are certain parts that can still be reused.
The motivating example in the previous section illustrates the effectiveness of us-

ing related instances in a compression-based dissimilarity measure for a single task
learning. However, applying this method directly to multi-task learning is not straight-
forward. In multi-task learning, the distributions of different domains may not be the
same, therefore a value of k which is suitable for one domain may not be suitable for
other domains. A reasonable strategy is to seek a different value of k for each domain.
However, such an approach may require some domain knowledge and violates our goal
of using as few parameters as possible. Since instances in the same cluster of a cluster-
ing result are usually related to each other, we are motivated to propose a framework
where multiple clustering operations are performed simultaneously and the result of one
cluster operation is used to help find related instances in the other clustering operations.

Using the above analysis and the definition of LDCDM, our Compression-based
Multi-task Clustering (CMC) framework is given in Algorithm 1. CMC includes an
initialization step and a loop which consists of 2 subroutines: findRelatedInstances and
calculateDistanceMatrix. In the initialization step, the dissimilarity measure dc in Eq.
(2) is employed to calculate distance matrices and the k-means algorithm is used to
cluster each data set Xi into ki clusters, Ci = {Ci

1, C
i
2, . . . , C

i
ki
} (line 1). Then, for

each instance, the findRelatedInstances procedure is used to find related instances (line
3-5) as follows. We compute the distance between one instance x and one cluster Ci by
the distance between x and the centroid, Centroid(Ci), of Ci:

dinstance cluster(x, Ci) = dc(x, Centroid(Ci)) (5)

Each instance x has one closest cluster within its domain and (m - 1) closest clusters
across domains. The closest cluster of one instance is defined as the cluster having
the minimum distance from its centroid to the instance. The set of instances in the
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Fig. 2. Intuitive results in Language and Heterogeneous data

closest clusters is regarded as a candidate set of related instances. To filter out unrelated
instances from the candidate set, the relatedness degree in Eq. (4) is employed (line 4
of findRelatedInstances procedure). Finally, the procedure returns the related instance
set Sx.

Procedure findRelatedInstances(x)
1: Sx ← ∅ /* Initialized to an empty set */
2: for i = 1 to m do
3: Sx ← Sx ∪ arg

Ci
j

min({dinstance cluster(x, Ci
j)}ki

j=1)

4: Sx ← {y|y ∈ Sx and �(x|y) > 0} /* filter out unrelated instances */
5: return Sx

In line 7 of Algorithm 1, our LDCDM measure is used in the calculateDistanceMa-
trix procedure to compute the dissimilarity matrix Di of the i−th domain. Then the
dissimilarity matrix is used to re-calculate ki new clusters. This process is iterated until
the clusters in all {Ci}m

i=1 do not change.

Procedure calculateDistanceMatrix(Xi)
1: for j = 1 to ni do
2: for l = 1 to ni do
3: Di(j, l) ← LDCDM(xi

j , x
i
l , Sxi

j
, Sxi

l
)

4: return Di

*

5 Experimental Results

5.1 Results on Language and Heterogeneous Data Sets

We begin this section by a comprehensive set of experiments where the outcome
can be checked directly by human. The test consists of experiments on two data sets:
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Table 1. Experimental Results of Language and Heterogeneous Data Sets

Domain
All NCD CMC

Acc NMI Acc NMI Acc NMI
Language 1 0.60 0.58 1.0 1.0 1.0 1.0
Language 2 0.73 0.62 1.0 1.0 1.0 1.0

Heterogeneous 1 0.88 0.77 0.81 0.78 1.0 1.0
Heterogeneous 2 0.81 0.70 0.81 0.71 1.0 1.0

a linguistic corpus and a natural heterogeneous data, both of which have been previ-
ously used in [16]. The linguistic corpus is a collection of “The Universal Declaration
of Human Rights2 (UDHR)” in 30 different languages which are from 3 main language
families3 under which are 6 language groups: Europe (Italic and Germanic groups),
America (Mexico and Peru groups) and Africa (Bantu and Kwa groups). We define the
domains based on the main language families while the data are split based on the
groups. Therefore, we have two different but related domains: domain 1 consists of
languages from Italic, Mexico and Bantu while domain 2 consists of languages from
Germanic, Peru and Kwa. The natural heterogeneous data set includes 32 files from 4
different file types divided into 8 sub-categories as follows: (a) 8 gene sequence files
(from 2 groups: Primates and Ferungulates), downloaded from GenBank4; (b) 8 com-
piled files (from C++ and Java) of our CMC program; (c) 8 text files (from 2 topics:
Sports and Finance), downloaded from Wikipedia5; (d) 8 executive files, copied directly
from our Ubuntu 9.10 and Windows XP systems. The heterogeneous data is also split
into two domains as the manner in the language data set.

To illustrate the effectiveness of the multi-task framework, for each data set, we
have combined all the data from both domains and applied the proposed dissimilarity
measure on the combined data. We only evaluate the experimental result of the data
in each single domain in accordance with the setting of multi-task learning. The re-
sult of one widely used Kolmogorov-based algorithms NCD [16] is also included. Two
metrics Clustering Accuracy (Acc) and Normalized Mutual Information (NMI) [1] are
employed to evaluate the clustering performance. The higher the values on Acc and
NMI are, the better are the clustering results. The results of these methods are shown in
Table 1 and in CMC homepage6, where “All” refers to the results of combining data.
From the table, we can see that CMC always gives the best performances. Results of
combining data indicate that simply combining data does not help to improve the clus-
tering performance because the distributions of combined data are different. Besides,
NCD performs as well as CMC in language data but worse than CMC in heterogeneous
data. These results demonstrate the effectiveness of our framework for these problems
which consist of various kinds of data.

2 http://www.un.org/en/documents/udhr/
3 http://www.freelang.net/families/
4 http://www.ncbi.nlm.nih.gov/genbank/
5 http://www.wikipedia.org/
6 http://tlas.i.kyushu-u.ac.jp/˜suzuki/ISMIS2011/ISMIS2011.html

http://www.un.org/en/documents/udhr/
http://www.freelang.net/families/
http://www.ncbi.nlm.nih.gov/genbank/
http://www.wikipedia.org/
http://tlas.i.kyushu-u.ac.jp/~suzuki/ISMIS2011/ISMIS2011.html
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Table 2. Description of 20 Newsgroups Data Set. We hide class labels in the experiments and try
to recover them by clustering.

Domain
Class label

total # doc.
comp. rec. sci. talk.

1 graphics auto crypt politics.guns 800
2 os.ms-win.misc motorcycle electronics politics.mideast 800
3 sys.ibm.pc.hw sport.baseball med politics.misc 800
4 sys.mac.hw sport.hockey space religion.misc 800

5.2 Results on Document Data

The 20 Newsgroups data set is widely used in the multi-task learning community,
which is a collection of approximately 20,000 newsgroup documents, partitioned evenly
across 6 root categories under which are 20 subcategories. We define the data class la-
bels based on the root categories, namely, comp, rec, sci and talk. Then the data are split
based on sub-categories, which ensures that the two data domains contain data in dif-
ferent but related distributions. The detailed constitution of the 20 Newsgroups data is
summarized in Table 2. For preprocessing document data, we applied the same process
as in [14]: we removed the header lines and the stop words and selected the top 2000
words by mutual information. In each domain, we randomly selected 200 documents,
so each task has 800 documents. For the competitive methods, in order to satisfy their
requirements of the data representation, we represent each document as a vector in the
vector space model [15] with the number of attributes being 2000 (equal to the number
of words). In contrast, our method uses the preprocessed text data directly.

Our method is compared to a large collection of both single and multi-task clustering
algorithms: NCD [16] and CDM [8]; 4 Bernoulli model-based methods [15]: kberns,
skberns, mixberns and bkberns; 1 state-of-the-art graph-based approach, CLUTO [7]; 1
co-clustering algorithm [3] whose idea is similar to multi-task learning with two clus-
tering operations on columns and rows of the data matrix performing simultaneously.
The experimental results of 2 multi-task clustering algorithms: Learning the Shared
Subspace for Multi-Task Clustering (LSSMTC) [5] and Multitask Bregman Clustering
(MBC) [18] are also included. The cross-guided clustering algorithm [4] is not com-
pared because, unlike ours, it requires prior knowledge on some pivot words. We set
the number of clusters equal to the number of classes for all the clustering algorithms.
For setting parameter values, we follow the settings recommended by the competitive
methods, which are considered to be optimal. For each algorithm, we repeat clustering
10 times, then we report the average and the standard deviation of Acc and NMI values.

The experimental results of CMC and competitive methods are shown in Table 3.
In general, in most cases, CMC outperforms other methods. We can see that the clus-
tering results of CMC improve over the clustering results of CDM and NCD, which
are single compression-based algorithms. This improvement owes to the proposed dis-
similarity measure which exploits the relation among the tasks of CMC. The results
of CLUTO and co-clustering are also noticeable, e.g., CLUTO, in task 1, exhibits the
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Table 3. Experimental Results of 20 Newsgroups Data Set

Method
Task 1 Task 2 Task 3 Task 4

Acc NMI Acc NMI Acc NMI Acc NMI
CDM .72±.07 .63±.05 .73±.07 .64±.05 .73±.07 .63±.06 .72±.08 .62±.06
NCD .76±.12 .65±.14 .69±.14 .52±.12 .69±.14 .51±.17 .67±.09 .52±.09

kberns .53±.07 .36±.08 .53±.07 .39±.09 .51±.08 .33±.05 .59±.09 .41±.06
skberns .55±.04 .36±.05 .51±.07 .38±.07 .52±.08 .36±.09 .50±.05 .43±.06

mixberns .50±.08 .33±.06 .55±.09 .40±.10 .50±.07 .34±.05 .57±.07 .41±.08
bkberns .61±.12 .46±.11 .63±.04 .39±.05 .62±.08 .46±.07 .65±.08 .52±.09
CLUTO .81±.06 .57±.05 .77±.02 .54±.03 .75±.01 .51±.02 .80±.05 .62±.04

co-clustering .69±.10 .48±.04 .72±.04 .51±.03 .59±.14 .46±.11 .68±.09 .53±.04
MBC .61±.11 .40±.10 .63±.06 .47±.05 .61±.07 .38±.06 .62±.07 .41±.06

LSSMTC .65±.06 .42±.05 .60±.02 .44±.02 .64±.09 .43±.09 .66±.07 .46±.05
CMC .81±.07 .71±.06 .81±.03 .70±.04 .83±.08 .73±.06 .82±.08 .72±.09

best performance in terms of Acc. The Bernoulli-based algorithms underperform other
methods because, in these methods, a document is represented as a binary vector while
the numbers of word occurrences are not considered [15].

To illustrate the weakness of feature-based and parameter-laden algorithms, we ex-
amined MBC and LSSMTC on 20 Newsgroups data with different settings of feature
extraction and parameters. When the number of documents on each task is 200 as in
Table 2, we found that MBC obtained the optimal result as shown in Table 3 once
the number of features is equal to 43,000. However, when we add more 50 documents
to each task, MBC could not obtain the optimal performance with 43,000 features. For
LSSMTC, we also found that LSSMTC could obtain its optimal performance if we tune
its parameters. However, once the parameters are tuned on the new data set, LSSMTC
could not converge to the optimal solution on the old data set. On the other hand, our
proposal is feature-free and parameter-light, so it does not encounter the same prob-
lems. The experimental results on this section illustrate the main point of this paper:
with a feature-free and parameter-light algorithm, we can avoid the overfitting problem.

Because CMC is an iterative algorithm, it is important to evaluate the convergence
property. In this paper, we show the convergence of CMC empirically and we are going
to prove it in the next version. Figure 3 shows the error rate curves as functions of the
number iterations of CMC on all data sets used in this paper. From this figure, we can
see that CMC practically converges after 17 iterations. Note that, in our experiments,
we set the maximum number of iterations, MAX ITER = 30.
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Fig. 3. Convergence curves of CMC on Language, Heterogeneous and 20 Newsgroups data sets
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6 Conclusions

In this paper, we introduced, for the first time, a universal and parameter-light multi-task
clustering framework for string data. Our proposal can be applied to a wide range of data
types and it only requires the number of clusters for each domain as the input parame-
ter. A compression-based dissimilarity measure is proposed to utilize related instances
within and across domains in the setting of multi-task learning to improve the clustering
performance. Experimental results on linguistic corpus, heterogeneous and document
data sets demonstrate the generality and effectiveness of our proposal. The experiments
also show that our universal and parameter-light algorithm almost always outperforms
other methods including parameter-laden and feature-based algorithms even in domains
which they are specifically designed for.
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Abstract. The main difference between conventional data analysis and
KDD (Knowledge Discovery and Data mining) is that the latter ap-
proaches support discovery of knowledge in databases whereas the former
ones focus on extraction of accurate knowledge from databases. There-
fore, for application of KDD methods, domain experts’ interpretation of
induced results is crucial. However, conventional approaches do not fo-
cus on this issue clearly. In this paper, 11 KDD methods are compared
by using a common medical database and the induced results are in-
terpreted by a medical expert, which enables us to characterize KDD
methods more concretely and to show the importance of interaction be-
tween KDD researchers and domain experts.

1 Introduction

Statistical pattern recognition methods and empirical learning method [9] have
been developed in order to acquire accurate knowledge which is similar to that
of domain experts. On the other hand, knowledge discovery in databases and
data mining (KDD) [4,8] has a different goal, to extract knowledge which is not
always expected by domain experts, which will lead to a new discovery in ap-
plied domain. For this purpose, the evaluation of predictive accuracy[9] is not
enough and domain experts’interpretation of induced results is crucial for dis-
covery. However, conventional approaches do not focus on this issue clearly. In
this paper, eleven rule induction methods were compared by using a common
medical database on meningoencepahlitis. The induced results were interpreted
by a medical expert, which showed us that rule induction methods generated un-
expected results, whereas decision tree methods and statistical methods acquired
knowledge corresponding to medical experts. These results enable us to charac-
terize KDD methods more concretely and to show the importance of interaction
between KDD researchers and domain experts.
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2 Database on Meningoencephalitis

2.1 Information about Data

The common datasets collect the data of patients who suffered from meningitis
and were admitted to the department of emergency and neurology in several
hospitals. The author worked as a domain expert for these hospitals and col-
lecting those data from the past patient records (1979 to 1989) and the cases in
which the author made a diagnosis (1990 to 1993).

The database consists of 121 cases and all the data are described by 38 at-
tributes, including present and past history, laboratory examinations, final di-
agnosis, therapy, clinical courses and final status after the therapy, whose infor-
mation is summarized in Table 1 and 2.1

Important issues for analyzing this data are: to find factors important for di-
agnosis (DIAG and DIAG2), ones for detection of bacteria or virus(CULT FIND
and CULTURE) and ones for predicting prognosis(C COURSE and COURSE).
Also, associative relationships between observations and examinations are very
interesting issues because some laboratory examinations are invasive to which
complications should be taken account.

Table 1. Attributes in Dataset

Category #Attributes

Present History Numerical and Categorical 7
Physical Examination Numerical and Categorical 8
Laboratory Examination Numerical 11
Diagnosis Categorical 2
Therapy Categorical 2
Clinical Course Categorical 4
Final Status Categorical 2
Risk Factor Categorical 2

Total: 38

2.2 Statistical Analysis and Experts’ Prejudice

The author analyzed the subset of this database(99 cases), which was collected
until 1989 by using the t-test and χ2-test and reported to the conference on acute
medicine in Japan[7]. Before domain experts usually apply statistical methods
to a database, they remove some attributes from a dataset according to their
knowledge from a textbook[1] or the literature[3,5]. In the case of the analysis
above, age and sex are removed from a dataset since information about these
attributes is not in such a textbook.

Concerning numerical data, body temperature, Kernig sign, CRP, ESR, and
CSF cell count had a statistical significance between bacteria and virus menin-
gitis. As to categorical data, loss of consciousness and the finding in CT had a
1 Except for one attribute, all the attributes do not have any missing values.
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Table 2. Information about Attributes

I. Personal Information

1. AGE: Age
2. SEX: Sex

II.Diagnosis

3. DIAG: Diagnosis described in a database
4. Diag2: Grouped Attribute of DIAG (Grouped)

III. Present History

5. COLD: Since when the patient has symptoms like common cold.
(0:negative)

6. HEADACHE: Since when he/she has a headache. (0:no headache)
7. FEVER: Since when he/she has a fever. (0:no fever)
8. NAUSEA: when nausea starts (0:no nausea)
9. LOC: when loss of consciousness starts (0: no LOC)

10. SEIZURE: when convulsion or epilepsy is observed (0: no)
11. ONSET: {ACUTE,SUBACUTE,CHRONIC,RECURR: recurrent }

IV. Physical Examinations at Admission

12. BT: Body Temprature
13. STIFF: Neck Stiffness
14. KERNIG: Kernig sign
15. LASEGUE: Lasegue sign
16. GCS: Glasgow Coma Scale (Min: 3 (comatose), Max: 15(normal))
17. LOC DAT: loss of consciousness (-: negativeA +: positive) (Grouped)
18. FOCAL: Focal sign (-: negativeA +: positive) (Grouped)

V. Laboratory Examinations at Admission

19. WBC: White Blood Cell Count
20. CRP: C-Reactive Protein
21. ESR: Blood Sedimentation Test
22. CT FIND: CT Findings (Grouped)
23. EEG WAVE: Electroencephalography(EEG) Wave Findings (Grouped)
24. EEG FOCUS: Focal Sign in EEG
25. CSF CELL: Cell Count in Cerebulospinal Fluid
26. Cell Poly: Cell Count (Polynuclear cell) in CSF
27. Cell Mono: Cell Count (Mononuclear cell) in CSF
28. CSF PRO: Protein in CSF
29. CSF GLU: Glucose in CSF
30. CULT FIND: Whether bacteria or virus is specified or not.

(T: found, F: not found) (Grouped)
31. CULTURE: The name of Bacteria or Virus (-: not found)

VI. Therapy and Clinical Courses

32. THERAPY2: Therapy Chosen by Neurologists
33. CSF CELL3: Cell Count CSF 3 days after the treatment

((Missing values included))
34. CSF CELL7: Cell Cound of CSF 7 days after the treatment
35. C COURSE: Clinical Course at discharge
36. COURSE(Grouped): Grouped attribute of C COURSE (n:negative, p:positive)

VII. Risk Factor

37. RISK: Risk Factor
38. RISK(Grouped): Grouped attribute of RISK (n:negative, p:positive)

Attributes with a label “*” are used as decision attributes (target concepts).
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statistical significance between two groups. Also, the analysis suggested that the
finding in CT should be an important factor for the final status of meningitis.

However, all these results were expected by medical experts, which means
that the author did not discover new knowledge.

3 Preliminary Results

A rule induction method proposed by Tsumoto and Ziarko [13] generated 67 for
viral meningitis and 95 for bacterial meningitis, which included the following
rules unexpected by domain experts as shown below.2

1. [WBC < 12000]^[Sex=Female]^[CSF_CELL < 1000] -> Viral

(Accuracy:0.97, Coverage:0.55)

2. [Age > 40]^[WBC > 8000] -> Bacterial (Accuracy:0.80, Coverage:0.58)

3. [WBC > 8000]^[Sex=Male] -> Bacterial (Accuracy:0.78, Coverage:0.58)

4. [Sex=Male]^[CSF_CELL>1000]-> Bacterial (Accuracy:0.77, Coverage:0.73)

5. [Risk_Factor=n]->Viral (Accuracy:0.78, Coverage:0.96)

6. [Risk_Factor=n]^[Age <40] -> Viral (Accuracy:0.84, Coverage:0.65)

7. [Risk_Factor=n]^[Sex=Female] -> Viral (Accuracy:0.94, Coverage:0.60)

These results show that sex, age and risk factor are very important for diag-
nosis, which has not been examined fully in the literature[3,5].

From these results, the author examined relations among sex, age, risk factor
and diagnosis and discovered the interesting relations among them:

(1) The number of examples satisfying [Sex=Male] is equal to 63, and 16 of 63
cases have a risk factor: 3 cases of DM, 3 cases of LC and 7 cases of sinusitis.

(2) The number of examples satisfying [Age≥40] is equal to 41, and 12 of 41
cases have a risk factor: 4 cases of DM, 2 cases of LC and 4 cases of sinusitis.

DM an LC are well known diseases in which the immune function of patients
will become very low. Also, sinusitis has been pointed out to be a risk factor for
bacterial meningitis[1]. It is also notable that male suffer from DM and LC more
than female.

In this way, reexamination of databases according to the induced rules dis-
covered several important knowledge about meningitis.

4 Rule Induction Methods

Inspired by preliminary results shown in Section 3, we organized a discovery
contest as 42nd KBS research meeting in Japan AI Society. In this section, all
the methods applied to this method are summarized. For precise information
about each method, please refer to the proceedings[14].

2 Rules from 5 to 7 are newly induced by introducing attributes on risk factors.
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4.1 SIBLE:Interactive Evolutionary Computation

SIBLE Procedure. Terano and Inada applied SIBLE(Simulated Breeding and
Inductive Learning)[11] to the common dataset. This system is a novel tool to
mine efficient decision rules from data by using both interactive evolutionary
computation(IEC) and inductive learning techniques. The basic ideas are that
IEC or simulated breeding is used to get the effective features from data and
inductive learning is used to acquire simple decision rules from the subset of
the applied data. In this contest, SIBLE was used in the following ways: (1)
repeat an apply-and-evaluate loop of C4.5 by a person with medical knowledge
loop of C4.5 by a person with medical knowledge to assess the performance of
the program; and then (2) apply our GA-based feature selection method with
human-in-a-loop interactive manner.

Results. Concerning diagnosis, SIBLE induced several rules by using original
C4.5, which correspond to medial experts’ knowledge with good performance.
Some rules are:

1. [Cell_Poly > 220] -> Bacterial (95.9%)
2. [Cell_Poly <=220] ^ [Cell_Mono >12] -> Virus (97.3%).

However, these induced rules are not generated by SIBLE method. Then, Terano
and Inada applied SIBLE method to induction of rules with respect to prognosis,
which is a more difficult problem. This analysis discovered two interesting rules:

1. [LOC >6] -> [Prognosis=dead] (50.0%)
2. [LOC <=2] -> [Prognosis=good] (83.6%),

which shows that if a patient with loss of consciousness(LOC) came to the hos-
pital within two days after LOC was observed, then his/her prognosis is good.

4.2 GDT-RS

Zhong, J. et al. applied GDT-RS[15], which combines generalization distribution
table (GDT) and rough set method(RS) to discover if-then rules. GDT provides
a probabilistic basis for evaluating the strength of a rule and RS is used to
find minimal relative reducts from the set of rules with larger strengths. The
strength of a rule represents the uncertainty of the rule, which is influenced by
both unseen instances and noises. GDT-RS discovered interesting results for the
prognosis problem:

1.[STIFF=2]^[KERNIG=0]^[FOCAL=+]^[CSF_PRO>=100]^[RISK=negative]
=>[Prognosis = not good] (Strength=2079),

2.[LOC=0]^[STIFF=2]^[EEG_FOCUS=-]^[CSF_PRO>=100]^[CSF_GLU<56]
=>[Prognosis = not good] (Strength=1512),

where STIFF(neck stiffness), CSF PRO and CSF GLU are selected as important
factors for prognosis.
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4.3 Association Rules Analysis with Discretization

Tsukada, et al. used basket analysis, which induces association rules. First, they
adopted MDL principle[6] and AIC[2] to discretize numerical attributes and
then induced rules with discretized numerical and categorical attributes [12].
Although MDL principal has been reported to be better than AIC for model
selection, experimental results show that AIC discretization is much more useful
for medical experts than MDLP.

Basket analysis with AIC discovered the following interesting rules:

1.[HEADACHE:[3,63]]^[CELL_Poly:[0,220]]^[EEG_FOCUS:-]^[LOC_DAT:-]
=> Viral (support=33.6%, confidential=90.4%),

2.[EEG_FOCUS:-]^[SEX:F] => [CRP:[0.0,4.0]]
(support=26.4%, confidential=92.5%),

3.[CSF_Poly:[0,220]] => [CRP:[0.0,4.0]]
(support=72.9%, confidential=95.3%).

The most interesting rule is second one, which suggests that EEG FOCUS should
be related with the value of CRP.

4.4 Exception Rule Discovery

Suzuki applied exception rule discovery[10] based on a hypothesis-driven ap-
proach to the common medical dataset. This method searches for rule pairs
which consist of a commonsense rule and an exception rule by using conditional
probabilities as indices. Interesting rules found by this method are:

1.[4<=Fever<=6] -> Viral
[4<=Fever<=6]^[7<=Headache<=14] -> Bacterial,

2.[2<=Headache<=3] -> CT_FIND=normal
[2<=Headache<=3]^[151<=CSF_PRO<=474] -> CT_FIND=abnormal,

3.[37.6<=BT<=38.8] -> EEG_FOCUS=-
[37.6<=BT<=38.8]^[126<=CSF_PRO<=474] -> EEG_FOCUS=+,

The most important characteristics of these rules are that structure of rule pairs
is very appealing to medical experts. Especially, the second and third one are
very interesting, where CSF PRO is an important factor for abnormality of CT
and EEG findings.

5 Summary

This paper presents comparison of eleven KDD methods by using the common
medical dataset on meningoencephaltis. As shown in Section 3 and 4, results
induced by each method are different from those by other methods, which sug-
gests that each method should focus on one aspect of knowledge discovery and
that combination of all the methods should enhance hypothesis generation in
discovery process much more than single rule induction method.
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Abstract. Forums on the Internet are an overwhelming source of knowl-
edge considering the number of topics treated and users who participate
in these discussions. This volume of data is difficult to comprehend for
a person with respect for the large number of posts. Our work proposes
a new formal framework for synthesizing information contained in these
forums. We extract a social network that reflects reality by extracting
multiple relationships between individuals (structural relationship, name
and text quotation relationships). These relationships are created from
the structure and the content of the discussion. Results show that dis-
covering quotation relationships from forums is not trivial.

1 Introduction

Forums on the Internet connect people who do not know each other and allows
them to have a discussion about their subjects of interest. It exists several ways
to represent forums. We can represent the discussion using a post graph as
in [11], but it seems to be very interesting to also design people interactions.
Indeed, we have individuals (recognizable by their pseudonym), who speak to
each other through written posts, and who answer mutually using the structure
of the forum. But reading discussions shows that authors reply to each others on
several ways. Authors can reply by using the website structure. But at the same
time, some posts reply to several authors by quoting names while other posts
strengthen the structural relationship by quoting text. This analysis of posts
made us think of a model with several types of relationships. These relationships
reinforce each other. In the light of these observations we defined three types of
relationship: the structural, the name and the text quotation relationships.

This paper presents an original approach, which allows to extract a social
network with several relationships from the structure and the content of forums.
Note that extracting quotations in this kind of text is not trivial due to the poor
quality of the writing. In fact, texts usually contain typing errors, misuses of
typographical rules, name modifications, to cite a few. Our work has multiple
objectives, while our contributions aim to: extract a social network from forums
by taking into account several types of relationships from the structure and
content of the data and model interactions in English and French languages.

Firstly, we will propose a synthesis of the existing works dedicated to the
extraction of social networks. Secondly, we will present the theoretical framework

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 140–145, 2011.
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and the system which we have created. Finally, we will describe the method of
validation and the results obtained.

2 Related Work

Social network becomes a powerful tool for modeling, understanding and in-
terpreting relationship between individuals. With the emergence of Web 2.0,
researchers in new domains (e.g., computer science) use social network to model
implicit relationships in the large volumes of data.

Several researchers worked on extracting a social network from a community
of researcher [5, 8, 7]. Kautz et al., in 1997 [5] imagined ReferralWeb, a new
system to extract relationship from the Web and email archive. Peter Mika [8]
implemented Flink, a complete system: from data acquisition (on several sources)
to visualization. Note that this system takes into account two types of relation-
ships: the domain of interest shared by two researchers and when two people
know each other. Matsuo et al. [7] created a system, called Polyphonet which
recognizes four types of possible relationships between two actors. Culotta et al.
in [1] created a system that automatically integrates e-mail and Web content
to help users to keep up large contact databases to date. Jin et al. [3, 4] think
that social network extraction depends on the population that is studied. They
studied two different populations: companies and artists. For each of these pop-
ulations, there are several types of relationships (e.g. alliance relations, litigation
for companies). Finally, researchers in the humanities and computer science have
been interested in forum representation by social network [2, 6, 12]. To under-
stand the place of individuals in the community, they create a social network
using the forum structure (who replies to whom) and used egocentric network:
social network focused on an actor and his neighbors at a predefined distance.

Papers dealings with forums only use the structural relationship to model
the social network. But relations between individuals are plural [3, 7] and this
plurality is not taking account in the existing works. So in this work, we ex-
tract several relations to have a better perception of the reality of interactions.
Furthermore, using textual content is little used in current works about social
network extraction.

3 From Theory to Experiments

People who write in these forums are linked by the structure of the forum,
i.e. when an author replies to another one using the forum feature (i.e. ‘reply
to’). But the structural relationship does not account for implicit relationships
contained in the posts. Indeed, some authors reply to several others in the same
post, others reply to an author without using the structural relationship, etc.
We decide to link authors by three relationships: structural, name and text
quotations.



142 M. Forestier, J. Velcin, and D. Zighed

3.1 Theoretical Framework

To model our social network, we first defined three sets:
X: the set of authors X = {x1, ..., xn} where n is the number of authors.
R: the set of relationships. R is a finite set of three relationships R = Rstr ∪
Rtext ∪ Rname respectively structural, text and name quotation relationships.
D: the set of documents (each post represents one document) with D =
{d1, ..., dm} where m is the number of posts in the forum. Note that D is parti-
tioned in T groups where T represents the number of threads. A thread is a part
of the forum where the posts reply to each other using the structural relation.
Finally, a forum contains a time dimension so d′ < d if d’ is published before d.

From these three sets, we can define the following mapping:
authors: D → X : a post is written by one actor

d �→ x
And, knowing that δ ∈ {str, text} the following binary relationships:
daRδdb ⇔ document da quotes db with the δ relationship.
daRnamex ⇔ document da quotes the pseudonym of x.
And the author relationships:
xiRδxj ⇔ ∃da, db ∈ D × D/daRδdb and author(da) = xi and author(db) = xj

xiRnamexj ⇔ ∃d ∈ D/dRnamexj and author(d) = xi

We define a multi-graph G = (X,A) where X represents the set of authors and
A the set of directed edges. Each directed edge aijl represents a reply from an
actor xi to xj with the relation r ∈ {str, text, name}.

3.2 Extracting Quotations

As we saw in the previous subsection, the model has three types of relationships.
To automatically extract them, we need to explore the structure and the content
of the data.

Extracting Name Quotation. Extracting name quotation is more complex
than just looking for the exact name of the authors in the post: the name can
be badly spelled in a post or just a part of a compounded name is used. The
name can be also written by an abbreviation, a diminutive or a synonym. The
pseudo-code in algorithm 1 in Figure 1 shows the approach to extract name
quotation. To retrieve the name in spite of the typographical errors we need to
compare the post content with previous authors with taking account a margin
of error. To this extend, we use the Levenshtein distance [10] (see algorithm 1
at line 8). To increase the results and with the observation that pseudonym is
generally nonexistent word, we search each word in the dictionary included in
TreeTagger [9] (see algorithm 1 at line 8).

Extracting Text Quotation. Text quotation allows to strengthen the struc-
tural relationship. Forum posts make it difficult to retrieve text quotations
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because authors do not use or misuse quotations marks. Unlike the name quo-
tation, text quotation is usually used in the same thread. Therefore, to reduce
complexity, we seek text quotation in the thread to which the post belongs.
The pseudo-code, to extract automatically quotations from posts, is explained
in algorithm 2 in Figure 1.

Fig. 1. Algorithms for the name quotation extraction (Algorithm 1) and the text quo-
tation extraction (Algorithm 2)

3.3 System Overview

To extract relationships, the system bases itself on several stages: the first stage
parses the HTML page containing the forum. The parser retrieves posts, authors
and structural relationship which connects them (which post replies to another).
All the information is stored in a database. The second consists of two modules:
The extraction of the name quotation relationship (when an author is quoted in
the body of a post) and the extraction of the text quotation relationship (when
a part of a post is taken back in an other post). The last stage takes all the
actors and relationships to create the social network.

4 Results

The lack of labeled data makes validation difficult. For unlabeled data, the use
of human evaluator appears as unavoidable. Each forum was evaluated by three
different evaluators and they have to write each quotation of name and text he
finds out . We keep all the quotations found by at least two evaluators. For each
forum, we calculate the recall (number of quotations find by both evaluators and
system on number of quotations find by evaluators), the precision (number of
quotations find by both evaluators and the system on number of quotations find
by the system) and the F-measure (harmonical average of recall and precision
to have a performance overview).

The validation concerns only the extraction of quotations. We studied four
different forums: two come from a French information website and two from an
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Table 1. Recall, precision and F-measure for the four forums

Text Quotation Name Quotation

French English French English

Forum Sarkozy Roma Quiet Faith Diabetes Sarkozy Roma Quiet Faith Diabetes

recall 0.71 0.85 0.375 0.143 0.86 0.52 0.5 0.67

precision 0.71 0.83 0.5 0.5 0.4 0.65 0.17 1

F-measure 0.71 0.84 0.43 0.222 0.55 0.58 0.25 0.8

American information website1. The results shown in Table 1 are discussed in
the following paragraphs.

Text quotation. The uneven use of quotation marks raises problem for the auto-
matic recognition of quotations. Certainly, when they are advisedly used, they
allow an easy extraction of the quotation. But we can see that the system can
not perform as an human. In fact, the worst recall (in table 1) is about 0.143
on Diabetes forum but can be widely better e.g. 0.85 on Roma forum. Just as
the recall, precision is better on French forum than on English ones. On English
forums, half of the quotations found by our system are also found by the eval-
uators. Due to the nature of texts studied (the posts of forum contain typings
errors, spelling, an approximate follow-up of writing rules), the extraction of
quotations is a complex task. Certain users do not put a quotation mark, oth-
ers open it and do not close it. Other authors group together several passages
of a post in the same quotation etc. Finally, the difference of results between
the French and English forums come from that French people seem to use more
quotation marks.

Name quotation. As for the text quotation, the name extraction does not raise
any problems when the name is correctly spelled. But results in Table 1 show
that there is no regularity in system performance. In fact, on “Sarkozy” forum,
there is a good recall (0.86) which means that the majority of the quotations
found by evaluators are also found by the system. But, the recall for this forum
is a quite bad (0.4): the system finds a lot of fake quotations. Otherwise, on
“diabetes” forum, we have the inverse situation: the precision is about 1 (all
the quotations find by the system are correct, but the recall is small (0.67). By
analyzing the data, we find typing errors: diminutives (for example call Steam the
actor SteamBoater, Pierrr-rôt the actor Pierrrre) and synonymic modifications
of the pseudonym (call the actor “the.clam” by ”my dear gastropod”). That is
how we explain that the system does not reach a score of 100%.

5 Conclusion

This paper presents an original new approach to extract a social network
from a Web discussion. The model introduced in this paper, extracts various
1 www.rue89.com and www.huffingtonpost.com
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relationships between the actors using the structure and content of the data. These
underlying relationships based on the contents of the discussion allow to enrich
the graph (built from the structural relationship) and bring a finer precision of
the interactions between people. Results show that it is not easy to extract the
quotation relationships. Indeed, the system shows uneven performances between
forums due to text quality (posts do not always respect typographic rules, they
contain typing errors, etc.). Once the results improve, we will focus on the study
of the social network. The definition of the various social roles for the actors is
one of the perspectives which seems to us particularly interesting: identify actors
and their social roles in a communicating community, appears to us as a main
advantage.
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Abstract. Although Virtual Worlds (VWs) are exponentially gaining
popularity, they remain digitalized environments allowing to users only
basic interactions and limited experience of life due mainly to the lack
of realism and immersion. Thus more and more research initiatives are
trying to make VWs more realistic through, for example, the use of hap-
tic equipments and high definition drawing. This paper presents a new
contribution towards enhancing VWs realism from the visual percep-
tion perspective by performing social networks analysis and conditioning
avatars rendering according to social proximities.

1 Introduction

Virtual Worlds (VWs) are computer-simulated environments where the com-
puter presents perceptual stimuli to the user who interacts and manipulates
the different elements of that simulated environment. VWs join the increasing
important topic related to computer games. This area is attracting more and
more researchers, especially in databases, where there are attempts to leverage
databases technologies [10][5] and industry [9][8] . This increasing interest is
also justified by the huge commercial interest of those environments. The most
interesting example is certainly “SecondLife”1 which offers the user locations,
objects, etc. which she can manipulate, sell, buy, etc. from other users. Beyond
the Web 2.0 dimension, VWs offer opportunities to experience, e.g. tele-presence,
to a certain degree, simulate economic or scientific experiments, etc. [1].

Beside making VWs more efficient, inter-operable, easy programmable, there
is a big effort in making them more realistic [8][11][3]. This goes through making
interactions easier and natural with objects and other users in VWs, improving
visual perception, reproduction of ambient contexts (e.g., noise, smell, etc.).
Basically, all VWs applications share a common drawing and display principle:
draw as much details as possible of the elements in the area where the user is
located. Thus, the strategy is mainly based on a distance calculation between the
current location of the user and the rest of the elements of the concerned area.
The drawing operation in VWs is a heavy operation which necessitates many
1 http://www.secondlife.com/
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computation resources. This is the main reason, from the perception perspective,
VWs are often lacking realism.

In this paper, we consider another emerging problem closely related to the
previous one: navigation in the crowd. This problem results from the increasing
presence of users in these platforms. Our problem can be formulated as follows:
“how to easily recognize avatars of known persons in a context of a crowded
scene?”. Figure 1 illustrates a crowded VW scene in which several avatars are
“living”. It is clear that sophisticated image processing techniques need to be
used in this context to draw and animate such scene. However, the observation
which is directly related to our work is that of the generally limited number of
avatars a platform may offer. This implies that many users may use the same
avatar to evolve in the VW creating ambiguity and confusion in recognizing
avatars. A possible solution is to associate a name to an avatar and show it in
the interface, as illustrated in Figure 1. However, on one hand, the user needs
to consult the different avatars names to find the right person and probably
disturbing the other users, and, on the other hand, this has a negative impact
on the natural way of “living” in these worlds which intend to maximize the user
immersion and experience by reproducing natural human brain mechanisms.

Fig. 1. Example of a situation in a
virtual world

Fig. 2. An example of a standard drawing in
a VW: with social-based definition customiza-
tion

We propose to leverage social networks analysis (SNA) [12] to exploit possible
user interactions on the considered world as well as on external on-line social
networks as a basis providing a contribution to this problem. The rest of this
paper is organized as follows: Section 2 discusses the motivations behind our
proposal and the approach we are proposing to enhance virtual worlds realism
based on social networks analysis. Section 3 describes a very preliminary obser-
vations about the impact of our proposal on the systems performances. Section 4
discusses some related works. We conclude and give some future directions of
this work in Section 5.
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2 A SNA Approach for Realism Enhancing in VWs

In order for the user to connect to VWs, a client navigator has to be launched on
a local machine to display only the VW areas (called “island” in SecondLife). A
visitor is then on this island where she can meet other avatars representing other
users. Let us consider what could happen in the future with the growing success
of the VWs: Virtual events such as museum visits and concerts will lead to an
increasing number of visitors at the same place and time. A consequence is the
difficulty for visitors to drive their avatars in a large crowded scenes and find a
specific person. The mechanism of people recognition in a real life crowd [7] needs
then to be transposed into VWs. We propose to perform this transposition and
make VWs more realistic through the integration of a social dimension into VWs.
In fact, users can be part of real communities in the real world, e.g., colleagues,
family, Facebook, Twitter, etc. or can create virtual communities and, e.g. meet
in some places, plan an (virtual) event, etc. which makes these people linked by
a kind of a “virtual” social relationship2.

To tackle this problem we propose to filter the drawing of details only for
specific known persons allowing to distinguish easily user’s acquaintances in a
crowd of unknown avatars. So, the basic idea is to use an augmented adaptive
streaming based technology to discriminate between the persons a user is inter-
ested in (their avatars appear to her with all their details/attributes) and the
others (who are represented only in basic drawings). An example of what we
would obtain is illustrated by Figure 2 representing a scene a user may have
when our approach is used. In Figure 2, avatars surrounded with rectangles3 are
drawn with lots of details where avatars surrounded with circles are drawn with
low details.

The particularity of this adaptive streaming is that we constrain the drawing
with social properties computed between people, meaning that closer an avatar is
to me in the VW, better its drawing is. In other words, we inject a social closeness
information into the adaptive streaming for adapting the drawing. It should be
noted that this translates somehow the mechanism of the human cognition as
discussed in the following. In fact, when a person (v1) is visiting a place for
example, this person doesn’t care about persons who are near to her (in terms
of physical distance) and thus doesn’t focus on them. v1 is implicitly ignoring
the surrounding persons. In the other case, when v1 recognizes another person,
say v2, even in a crowd, v1 focuses on v2 and the rest of the crowd becomes
meaningless for her.

If we translate the example to the proposed solution, in the first case, the
social proximity between v1 and the crowd is not very high and thus it is not
useful to consume resources to make clearer drawings of the crowd. However,
in the second case, the most important consideration to the user is to let her

2 We focus here on digital interactions, i.e., interactions that occur on, e.g., social
networking sites or VWs.

3 Note that rectangles and circles are drawn for illustration only in this paper and not
on the system.
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identify known persons quickly and easily. Since v2 is socially close to v1, more
efforts should be made to draw in a clearer way the corresponding avatars. To
tackle this, we make use of a simple but powerful data model which captures
social interactions independently of the social networks.

We define a social network is a directed, weighted, and labeled graph capturing
interactions between people. These interactions may happen in on-line platforms
or, in a general way, user’s life. Nodes of this graph represent people with their
properties and the links the interactions between those people. Let G denotes
a social graph of, say persons, defined as G(V, A, W (A)) with V = {v1, ..., vn}
representing a set of n nodes of the graph (corresponding to a set of persons in
this case). A represents a set of arcs linking nodes of the graph. It should be
noted that each node could be associated to different real accounts. This detail
is omitted for clarity matters. G is a directed graph, the following property
apply then for each arc: ∀vi, vj ∈ V 2, (vi, vj) 
= (vj , vi) Since G is a directed
and weighted graph, we can define a function ω : V × V → R+ such that:
∀vi, vj ∈ V 2, if (vi, vj) ∈ A then ω(vi, vj) ∈ R+. Thus, ω associates a weight for
all the couples of nodes which have a common interactions.

A social proximity can be defined and calculated with several ways and de-
pending on the context of the analysis and the level of details the situation
requires. Many variants using different parameters have been used [12]. In our
case, we consider the social proximity either (i) explicitly declared by the user
or (ii) calculated on shared activities (e.g., discussions, media exchanges, etc.)
on different social networking sites. Let’s consider m social networking sites
{s1, s2, ..., sm} and the user vi ∈ V is connected to k ≤ m in which the user dis-
cusses with her friends, exchanged photos, recommends content and products,
etc. The user has an activity indicator function Al : U × U → R+, (l = 1, ..., k)
corresponding to each social networking site. Let’s now consider a virtual world
V W in which the user shares virtual places, meets with other friends around
specific events, etc. To calculate the social proximity, we take advantage of the
activities on the different social networking sites. Formula 1 illustrates the way
the social proximity is calculated where ACT (st, vi) is the overall activity of
user vi in site st which is intended to measure, e.g., the frequency of use and the
importance of a given social networking website to a user.

d(vi, vj) = [
k∑

l=1

(Al(vi, vj)/ACT (st, vi))]/k (1)

To be able to translate the calculated social proximity into a display con-
straint, we propose to introduce the notion of social display definition (SDD).
A SDD is a set of three basic zones that constraint the display definition of an
avatar according to a quantitative social proximity (i.e., Formula 1). The zones
are defined according to a social proximity, or social layers as considered in so-
cial networks. The more there is a move toward the center, greater is the social
proximity and clearer is the drawing.
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Finally, our proposal aims at showing the details of persons (i.e. avatars) who
are socially close to us in VWs while hiding these details for unknown persons.
From the system perspective, this could be considered as an extension in VWs
streaming systems. By considering this new approach, we define two complemen-
tary modes: (i) Normal mode: constitutes the default one used in the current
systems, and (ii) Advanced mode: considers the social proximity. It is used to
help people easily navigate in their virtual world. Moreover, it is useful in explo-
ration of VWs to organize relatives. These two modes can cohabit in the same
system and (i) offer the user the ability to better exploit her social proximity
with relatives in her social networks and (ii) enables optimizations on the system
since the drawing process is conditioned. In the following section, we describe
the formal evaluation performed on the proposed approach to understand it’s
potential impacts on the system.

Table 1. Social display definition (SDD)

Avatar Type Zone Display definition Proximity Threshold

Socially close avatar

Z1 Very High Definition(VHD) ≥ 0.75
Z2 High Definition (HD) ≥ 0.4 and < 0.75
Z3 Medium Definition (MD) < 040

Physically close avatars

Z1 Enhanced Medium Definition (EMD) ) < 5m
Z2 Medium Definition (MD) ≥ 5m and ≤ 10m
Z3 Low Definition (LD) > 10m

3 Evaluation and Preliminary Results

Our proposal enables the user to: (i) explicitly recognize socially close avatars
in a crowded location and (ii) implicitly, leverage all user’s activities on the dif-
ferent social networks. The proposal has been implemented as an extension of
the Solipsis platform [6]. This is interesting for the end-user but still needs to be
evaluated and confronted to the end-user for further improvements. In this sec-
tion, we present some preliminary results regarding the impact of our approach
on system’s resources. Our assumption in the beginning of this work is that our
method could optimize computation resources on the different peers since we
are supposed to manage less detailed avatars. We have performed another more
technical experiment regarding the behavior of the proposed approach. The idea
here was mainly to measure the potential impact of our proposal on the perfor-
mances of the system. To perform this experiment we have followed a particular
protocol described hereafter: We have used Solipsis, as peer to peer virtual world
and built a network of 4 machines (HP Elite Book 8730, Intel core Duo 2.8 Ghz
and 3 Go of memory). On each machine we launch 5 avatars (20 avatars for
the whole network). The server (i.e., worlds coordinator) is launched only on
one machine and the rest of the machines have only clients. Each avatar is as-
sociated with a set of 4 to 5 social relatives in the data set through an explicit
declaration of the link.
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We first capture the processor and the memory activity until we launch all
the avatars. Within a regular interval, we remove an avatar from the world
(i.e., d(vi, vj) = +∞) and we observe the behavior of the processor and the
memory use of the process. We repeat this task until all the avatars have been
removed. Our observation is that, although our proposal doesn’t improve the
resources management, it doesn’t worsen it. The reason is that we greatly de-
pend on the internal details of the existing implementation. The most important
evaluation that we need to perform is certainly an end-user evaluation. These
preliminary system experiments will serve as a basis for a better implementation
in the future for the integration of the proposed method in the next release of
Solipsis.

4 Related Work

Our work is related to virtual worlds which, as discussed before, are becom-
ing more and more interesting in the digital life of users. VWs are considered
of interest from both industrial and research perspective. From the industrial
perspective, most of the efforts are performed towards the integration of a 3D
visualization mechanism into, e.g., devices. This includes 3D TV [9], 3D API
standardization and interoperability mechanisms between devices and virtual
environments [8]. From this perspective, our contribution is intended to en-
hance avatars drawing in order to help replicating human brain recognition
mechanism.

From the research perspective, VWs have been addressed in different com-
munities. The most related ones are certainly: (i) imagery and (ii) databases.
From the imagery perspective, the objective is to find new techniques for en-
hancing the rendering of virtual environments while optimizing the calculation
resources [2][4]. Our work focuses on display adaptation rather than display im-
provement, so we are not dealing directly with imagery algorithms. Finally, from
the database community perspective, we may consider two visions: (1) propos-
ing new scripting languages for making it easy to implement processes inside
virtual worlds [10][5] or (2) increasing the interoperability and the openness of
virtual worlds by bringing external data sources inside these virtual worlds [3].
Our proposal is related to databases since we provide information from outside
VWs and thus increase the openness of these environments. Our work is strongly
dealing with data integration since we bring data from heterogeneous sources,
aggregate them and inject them into the VWs for rendering adaptation making
it closely related to [3].

5 Conclusion and Future Work

We discussed in this paper a new approach for enhancing realism in VWs. We
have proposed a new approach based on the exploitation of social networks
analysis for controlling avatars drawings depending on the social proximity the
real user (i.e., who is using the avatar) has with other avatars (i.e., users) in other
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social networks. The benefits of the proposed approach are: (i) translation of the
human brain recognition mechanism into VWs thanks to social proximities, (ii)
the optimization of resources usage thanks to drawing control, and (iii) making
VWs open to external sources instead of being closed systems. As a future work,
many directions could be considered but we plan to focus on the evaluation of
our proposal directly with users since we are targeting end-users.
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Abstract. Information diffusion over a social network is analyzed by model-
ing the successive interactions of neighboring nodes as probabilistic processes
of state changes. We address the problem of estimating parameters (diffusion
probability and time-delay parameter) of the probabilistic model as a function
of the node attributes from the observed diffusion data by formulating it as the
maximum likelihood problem. We show that the parameters are obtained by an
iterative updating algorithm which is efficient and is guaranteed to converge. We
tested the performance of the learning algorithm on three real world networks
assuming the attribute dependency, and confirmed that the dependency can be
correctly learned. We further show that the influence degree of each node based
on the link-dependent diffusion probabilities is substantially different from that
obtained assuming a uniform diffusion probability which is approximated by the
average of the true link-dependent diffusion probabilities.

1 Introduction

The growth of Internet has enabled to form various kinds of large-scale social net-
works, through which a variety of information, e.g. news, ideas, hot topics, malicious
rumors, etc. spreads in the form of ”word-of-mouth” communications, and it is notice-
able to observe how much they affect our daily life style. The spread of information
has been studied by many researchers [15,14,4,1,12,7,9]. The information diffusion
models widely used are the independent cascade (IC) [2,5,7] and the linear thresh-
old (LT) [21,22] models. They have been used to solve such problems as the influ-
ence maximization problem [5,8] and the contamination minimization problem [7,20].
These two models focus on different information diffusion aspects. The IC model is
sender-centered (push type) and each active node independently influences its inactive
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neighbors with given diffusion probabilities. The LT model is receiver-centered (pull
type) and a node is influenced by its active neighbors if their total weight exceeds the
threshold for the node.

What is important to note is that both models have parameters that need be speci-
fied in advance: diffusion probabilities for the IC model, and weights for the LT model.
However, their true values are not known in practice. This poses yet another problem
of estimating them from a set of information diffusion results that are observed as time-
sequences of influenced (activated) nodes. This falls in a well defined parameter esti-
mation problem in machine learning framework. Given a generative model with some
parameters and the observed data, it is possible to calculate the likelihood that the data
are generated and the parameters can be estimated by maximizing the likelihood. To the
best of our knowledge, we are the first to follow this line of research. We addressed this
problem for the IC model [16] and devised the iterative parameter updating algorithm.

The problem with both the IC and LT models is that they treat the information prop-
agation as a series of state changes of nodes and the changes are made in a synchronous
way, which is equivalent to assuming a discrete time step. However, the actual prop-
agation takes place in an asynchronous way along the continuous time axis, and the
time stamps of the observed data are not equally spaced. Thus, there is a need to extend
both models to make the state changes asynchronous. We have, thus, extended both
the models to be able to simulate asynchronous time delay (the extended models are
called AsIC and AsLT models) and showed that the same maximum likelihood approach
works nicely [17,18,19] and recently extended the same approach to opinion propaga-
tion problem using the value-weighted voter model with multiple opinions [10]. There
are other works which are close to ours that also attempted to solve the similar problem
by maximizing the likelihood [3,13], where the focus was on inferring the underlying
network. In particular, [13] showed that the problem can effectively be transformed to
a convex programming for which a global solution is guaranteed.

In this paper we also address the same problem using the AsIC model, but what is
different from all of the above studies is that we try to learn the dependency of the dif-
fusion probability and the time-delay parameter on the node attributes rather than learn
it directly from the observed data. In reality the diffusion probability and the time-delay
parameter of a link in the network must at least be a function of the attributes of the
two connecting nodes, and ignoring this property does not reflect the reality. Another
big advantage of explicitly using this relationship is that we can avoid overfitting prob-
lem. Since the number of links is much larger than the number of nodes even if the
social network is known to be sparse, the number of parameters to learn is huge and we
need prohibitively large amount of data to learn each individual diffusion probability
separately. Because of this difficulty, many of the studies assumed that the parameter is
uniform across different links or it depends only on the topic (not on the link that the
topic passes through). Learning a function is much more realistic and does not require
such a huge amount of data.

We show that the parameter updating algorithm is very efficient and is guaran-
teed to converge. We tested the performance of the algorithm on three real world net-
works assuming the attribute dependency of the parameters. The algorithm can correctly
estimate both the diffusion probability and the time-delay parameter by way of node



Learning Diffusion Probability Based on Node Attributes in Social Networks 155

attributes through a learned function, and we can resolve the deficiency of uniform
parameter value assumption. We further show that the influence degree of each node
based on the link-dependent diffusion probabilities (via learned function) is substan-
tially different from that obtained assuming a uniform diffusion probability which is
approximated by the average of the link-dependent diffusion probabilities, indicating
that the uniform diffusion probability assumption is not justified if the true diffusion
probability is link-dependent.

2 Diffusion Model

2.1 AsIC Model

To mathematically model the information diffusion in a social network, we first recall
the AsIC model according to [19], and then extend it to be able to handle node attributes.
Let G = (V, E) be a directed network without self-links, where V and E (⊂ V ×V) stand
for the sets of all the nodes and links, respectively. For each node v ∈ V , let F(v) be the
set of all the nodes that have links from v, i.e., F(v) = {u ∈ V; (v, u) ∈ E}, and B(v) be
the set of all the nodes that have links to v, i.e., B(v) = {u ∈ V; (u, v) ∈ E}. We say a
node is active if it has been influenced with the information; otherwise it is inactive. We
assume that a node can switch its state only from inactive to active.

The AsIC model has two types of parameter pu,v and ru,v with 0 < pu,v < 1 and ru,v >
0 for each link (u, v) ∈ E, where pu,v and ru,v are referred to as the diffusion probability
and the time-delay parameter through link (u, v), respectively. Then, the information
diffusion process unfolds in continuous-time t, and proceeds from a given initial active
node in the following way. When a node u becomes active at time t, it is given a single
chance to activate each currently inactive node v ∈ F(u): u attempts to activate v if
v has not been activated before time t + δ, and succeeds with probability pu,v, where
δ is a delay-time chosen from the exponential distribution1 with parameter ru,v. The
node v will become active at time t + δ if u succeed. The information diffusion process
terminates if no more activations are possible.

2.2 Extension of AsIC Model for Using Node Attributes

In this paper, we extend the AsIC model to explicitly treat the attribute dependency of
diffusion parameter through each link. Each node can have multiple attributes, each of
which is either nominal or numerical. Let v j be a value that node v takes for the j-th
attribute, and J the total number of the attributes. For each link (u, v) ∈ E, we can
consider the J-dimensional vector xu,v, each element of which is calculated by some
function of u j and v j, i.e., xu,v, j = f j(u j, v j). Hereafter, for the sake of convenience,
we consider the augmented (J + 1)-dimensional vector xu,v by setting xu,v,0 = 1 as the
link attributes. Then we propose to model both the diffusion probability pu,v and the
time-delay parameter ru,v for each link (u, v) ∈ E by the following formulae2:

pu,v = p(xu,v, θ) =
1

1 + exp(−θT xu,v)
, ru,v = r(xu,v,φ) = exp(φT xu,v), (1)

1 We chose a delay-time from the exponential distribution in this paper for the sake of conve-
nience, but other distributions such as power-law and Weibull can be employed.

2 Note that both are simple and smooth functions of θ and φ that guarantee 0 < p < 1 and r > 0.
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where θT = (θ0, · · · , θJ) and φT = (φ0, · · · , φJ) are the (J + 1)-dimensional parameter
vectors for diffusion probability and time-delay parameter, respectively. Note here that
θ0 and φ0 correspond to the constant terms, and θT stands for a transposed vector of θ.

Although our modeling framework does not depend on a specific form of function
f j, we limit the form to be the following: xu,v, j = exp(−|u j−v j|) if the j-th node attribute
is numerical; xu,v, j = δ(u j, v j) if the j-th node attribute is nominal, where δ(u j, v j) is a
delta function defined by δ(u j, v j) = 1 if u j = v j; δ(u j, v j) = 0 otherwise. Intuitively,
the more similar u j and v j are, that is, the closer their attribute values are to each other,
the larger the diffusion probability pu,v is if the corresponding parameter value θ j is
positive, and the smaller if it is negative. We can see the similar observation for the
time-delay parameter ru,v.

3 Learning Problem and Method

We consider an observed data set of M independent information diffusion results,DM =

{Dm; m = 1, · · · ,M}. Here, each Dm represents a sequence of obserbation. It is given
by a set of pairs of active node and its activation time, Dm = {(u, tm,u), (v, tm,v), · · · },
and called the mth diffusion result. These sequences may partially overlap, i.e., a node
may appear in more than one sequence, but are treated separately according to the AsIC
model. We denote by tm,v the activation time of node v for the mth diffusion result. Let
Tm be the observed final time for the mth diffusion result. Then, for any t ≤ Tm, we
set Cm(t) = {v ∈ V; (v, tm,v) ∈ Dm, tm,v < t}. Namely, Cm(t) is the set of active nodes
before time t in the mth diffusion result. For convenience sake, we use Cm as referring
to the set of all the active nodes in the mth diffusion result. For each node v ∈ Cm, we
define the following subset of parent nodes, each of which had a chance to activate v,
i.e., Bm,v = B(v) ∩ Cm(tm,v).

3.1 Learning Problem

According to Saito et al. [17], we define the probability density Xm,u,v that a node u ∈
Bm,v activates the node v at time tm,v, and the probability Ym,u,v that the node v is not
activated by a node u ∈ Bm,v within the time-period [tm,u, tm,v].

Xm,u,v = p(xu,v, θ)r(xu,v,φ) exp(−r(xu,v,φ)(tm,v − tm,u)). (2)

Ym,u,v = p(xu,v, θ) exp(−r(xu,v,φ)(tm,v − tm,u)) + (1 − p(xu,v, θ)). (3)

Then, we can consider the following probability density hm,v that the node v is acti-
vated at time tm,v:

hm,v =
∑

u∈Bm,v

Xm,u,v

⎛⎜⎜⎜⎜⎜⎜⎜⎝
∏

z∈Bm,v\{u}
Ym,z,v

⎞⎟⎟⎟⎟⎟⎟⎟⎠ =
∏

z∈Bm,v

Ym,z,v

∑

u∈Bm,v

Xm,u,v(Ym,u,v)−1. (4)

Next, we consider the following probability gm,v,w that the node w is not activated by
the node v before the observed final time Tm.

gm,v,w = p(xv,w, θ) exp(−r(xv,w,φ)(Tm − tm,v)) + (1 − p(xv,w, θ)). (5)
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Here we can naturally assume that each information diffusion process finished suffi-
ciently earlier than the observed final time, i.e., Tm � max{tm,v; (v, tm,v) ∈ Dm}. Thus,
as Tm → ∞ in Equation (5), we can assume

gm,v,w = 1 − p(xu,v, θ). (6)

By using Equations (4) and (6), and the independence properties, we can define the
likelihood functionL(DM; θ,φ) with respect to θ and φ by

L(DM; θ,φ) = log
M∏

m=1

∏

v∈Cm

⎛⎜⎜⎜⎜⎜⎜⎝hm,v

∏

w∈F(v)\Cm

gm,v,w

⎞⎟⎟⎟⎟⎟⎟⎠ . (7)

In this paper, we focus on Equation (6) for simplicity, but we can easily modify our
method to cope with the general one (i.e., Equation (5)). Thus, our problem is to obtain
the values of θ and φ, which maximize Equation (7). For this estimation problem, we
derive a method based on an iterative algorithm in order to stably obtain its solution.

3.2 Learning Method

Again, according to Saito et al. [17], we introduce the following variables to derive an
EM like iterative algorithm.

μm,u,v = Xm,u,v(Ym,u,v)−1

/ ∑

z∈Bm,v

Xm,z,v(Ym,z,v)−1.

ηm,u,v = pu,v exp(−ru,v(tm,v − tm,u)) /Ym,u,v.

ξm,u,v = μm,u,v + (1 − μm,u,v)ηm,u,v.

Let θ̄ and φ̄ be the current estimates of θ and φ, respectively. Similarly, let X̄m,u,v, Ȳm,u,v,
μ̄m,u,v, η̄m,u,v, and ξ̄m,u,v denote the values of Xm,u,v, Ym,u,v, μm,u,v, ηm,u,v, and ξm,u,v calcu-
lated by using θ̄ and φ̄, respectively.

From Equations (4), (6) and (7), we can transform our objective functionL(DM; θ,φ)
as follows:

L(DM; θ,φ) = Q(θ,φ; θ̄, φ̄) −H(θ,φ; θ̄, φ̄), (8)

where Q(θ,φ; θ̄, φ̄) is defined by

Q(θ,φ; θ̄, φ̄) = Q1(θ; θ̄, φ̄) + Q2(φ; θ̄, φ̄)

Q1(θ; θ̄, φ̄) =
M∑

m=1

∑

v∈Cm

⎛⎜⎜⎜⎜⎜⎜⎜⎝
∑

u∈Bm,v

(ξ̄m,u,v log p(xu,v, θ) + (1 − ξ̄m,u,v) log(1 − p(xu,v, θ))

+
∑

w∈F(v)\Cm

log(1 − p(xv,w, θ))

⎞⎟⎟⎟⎟⎟⎟⎠ , (9)

Q2(φ; θ̄, φ̄) =
M∑

m=1

∑

v∈Cm

∑

u∈Bm,v

(μ̄m,u,v log r(xu,v,φ) − ξ̄m,u,vr(xu,v,φ)(tm,v − tm,u)), (10)

andH(θ,φ; θ̄, φ̄) is defined by

H(θ,φ; θ̄, φ̄) =
M∑

m=1

∑

v∈Cm

∑

u∈Bm,v

(
μ̄m,u,v log μm,u,v

+(1 − μ̄m,u,v)(η̄m,u,v log ηm,u,v + (1 − η̄m,u,v) log(1 − ηm,u,v)
)
. (11)
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Since H(θ,φ; θ̄, φ̄) is maximized at θ = θ̄ and φ = φ̄ from Equation (11), we can
increase the value of L(DM; θ,φ) by maximizing Q(θ,φ; θ̄, φ̄) (see Equation (8)).

We can maximize Q by independently maximizing Q1 and Q2 with respect to θ and
φ, respectively. Here, by noting the definition of p(xu,v, θ) described in Equation (1), we
can derive the gradient vector and the Hessian matrix of Q1 as follows:

∂Q1(θ; θ̄, φ̄)
∂θ

=

M∑

m=1

∑

v∈Cm

⎛⎜⎜⎜⎜⎜⎜⎜⎝
∑

u∈Bm,v

(ξ̄m,u,v − p(xu,v, θ))xu,v −
∑

w∈F(v)\Cm

p(xv,w, θ)xv,w

⎞⎟⎟⎟⎟⎟⎟⎟⎠ ,(12)

∂2Q1(θ; θ̄, φ̄)

∂θ∂θT
= −

M∑

m=1

∑

v∈Cm

⎛⎜⎜⎜⎜⎜⎜⎜⎝
∑

u∈Bm,v

ζu,vxu,vxT
u,v +

∑

w∈F(v)\Cm

ζv,wxv,wxT
v,w

⎞⎟⎟⎟⎟⎟⎟⎟⎠ , (13)

where ζu,v = p(xu,v, θ)(1 − p(xu,v, θ)). We see that the Hessian matrix of Q1 is non-
positive definite, and thus, we can obtain the optimal solution ofQ1 by using the Newton
method. Similarly, we can derive the gradient vector and the Hessian matrix of Q2 as
follows:

∂Q2(φ; θ̄, φ̄)
∂φ

=

M∑

m=1

∑

v∈Cm

∑

u∈Bm,v

(μ̄m,u,v − ξ̄m,u,vr(xu,v,φ)(tm,v − tm,u))xu,v, (14)

∂2Q2(φ; θ̄, φ̄)

∂φ∂φT
= −

M∑

m=1

∑

v∈Cm

∑

u∈Bm,v

ξ̄m,u,vr(xu,v,φ)(tm,v − tm,u)xu,vxT
u,v. (15)

The Hessian matrix ofQ2 is also non-positive definite, and we can obtain the optimal
solution by Q2. Note that we can regard our estimation method as a variant of the EM
algorithm. We want to emphasize here that each time iteration proceeds the value of the
likelihood function never decreases and the iterative algorithm is guaranteed to converge
due to the convexity of Q.

4 Experimental Evaluation

We experimentally evaluated our learning algorithm by using synthetic information dif-
fusion results generated from three large real world networks. Due to the page limita-
tion, here we show only the results for the parameter vector θ, but we observed the
similar results for the parameter vector φ. Note that φ does not affect the influence
degree used in our evaluation described later.

4.1 Dataset

We adopted three datasets of large real networks, which are all bidirectionally con-
nected networks. The first one is a trackback network of Japanese blogs used in [7],
and has 12, 047 nodes and 79, 920 directed links (the blog network). The second one
is a network derived from the Enron Email Dataset [11] by extracting the senders and
the recipients and linking those that had bidirectional communications and there were
4, 254 nodes and 44, 314 directed links (the Enron network). The last one is a network
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Table 1. Absolute errors of estimated parameter values for each network. Values in parentheses
are the assumed true values.

network θ0 θ1 θ2 θ3 θ4 θ5 θ6 θ7 θ8 θ9 θ10

Blog 0.0380 0.0587 0.1121 0.0941 0.0874 0.0873 0.0419 0.0723 0.0398 0.0400 0.0378
(-2.0) (2.0) (-1.0) (0.0) (0.0) (0.0) (1.0) (-2.0) (0.0) (0.0) (0.0)

Enron 0.0371 0.0465 0.1152 0.0637 0.0758 0.0692 0.0382 0.0831 0.0400 0.0370 0.0385
(-3.0) (2.0) (-1.0) (0.0) (0.0) (0.0) (1.0) (-2.0) (0.0) (0.0) (0.0)

Wikipedia 0.0485 0.0455 0.1505 0.0945 0.0710 0.0897 0.0444 0.1079 0.0438 0.0458 0.0434
(-4.0) (2.0) (-1.0) (0.0) (0.0) (0.0) (1.0) (-2.0) (0.0) (0.0) (0.0)

of people that was derived from the “list of people” within Japanese Wikipedia, used in
[6], which has 9, 481 nodes and 245, 044 directed links (the Wikipedia network).

For each network, we generated synthetic information diffusion results in the follow-
ing way: 1) artificially generate node attributes and determine their values in a random
manner; 2) determine a parameter vector θ which is assumed to be true; and then 3)
generate 5 distinct information diffusion results, D5 = {D1, · · · ,D5}, each of which
starts from a randomly selected initial active node, and contains at least 10 active nodes
by the AsIC model mentioned in section 2.2. We generated a total of 10 attributes for
every node in each network: 5 ordered attributes, each with a non-negative integer less
than 20, and 5 nominal attributes, each with either 0, 1, or 2. The true parameter vector
θ was determined so that, according to [5], the average diffusion probability derived
from the generated attribute values and θ becomes smaller than 1/d̄, where d̄ is the
mean out-degree of a network. We refer to thus determined values as base values. The
resulting average diffusion probability was 0.142 for the blog network, 0.062 for the
Enron network, and 0.026 for the Wikipedia network, respectively.

4.2 Results

First, we examined the accuracy of parameter values θ̂ estimated by our learning algo-
rithm. Table 1 shows the absolute error |θi−θ̂i| for each network which is the average over
100 trials, each obtained from a differentD5 (we generatedD5 100 times.) where the val-
ues in the parentheses are true parameter values. On average, the absolute error of each
parameter is 0.0645, 0.0586, and 0.0714 for the blog, Enron, and Wikipedia network,
and their standard deviations are 0.0260, 0.0243, and 0.0338, respectively. This result
shows that our learning method can estimate parameter values with very high accuracy
regardless of networks. Note that θ3, θ4, θ5, θ8, θ9, and θ10 are set to 0. This is different
from limiting the number of attributes to 4. The average computation time that our learn-
ing algorithm spent to estimate the parameter values was 2.96, 6.01, and 28.24 seconds
for the blog, Enron, and Wikipedia network, respectively, which means that our learn-
ing method is very efficient (machine used is Intel(R) Xeon(R) CPU W5590 @3.33GHz
with 32GB memory). Note that, from the derivation in Section 3.2, the computation time
depends on the density of the network, i.e. the number of parents of a node.

Next, we evaluated our learning algorithm in terms of the influence degree of each
node v which is defined as the expected number of active nodes after the information
diffusion is over when v is chosen to be the initial active node. In this experiment,
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Fig. 1. Comparison of three influence degrees σ (black solid line), σ̂ (yellow marker) and σ̄ (blue
marker) for one particular run, randomly selected from the 100 independent trials in case that the
diffusion probabilities are the base values
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Fig. 2. Comparison of three influence degrees σ (black solid line), σ̂ (yellow marker) and σ̄ (blue
marker) for one particular run, randomly selected from the 100 independent trials in case that the
diffusion probabilities are larger than the base values

we derived the influence degree of each node by computing the empirical mean of the
number of active nodes obtained from 1,000 independent runs which are based on the
bond percolation technique described in [9]. Here, we compared the influence degree
σ̂(v) of a node v which was derived using the parameter values estimated by our learning
algorithm with the influence degree σ̄(v) which was derived by a naive way that uses
the uniform diffusion probability approximated by averaging the true link-dependent
diffusion probabilities.

Figure 1 presents three influence degrees σ, σ̂, and σ̄ for each node v for one par-
ticular run, randomly chosen from the 100 independent trials, where σ denotes the
influence degree derived using the true link-dependent diffusion probability. The nodes
are ordered according to the estimated true rank of influential degree. From these fig-
ures, we can observe that the difference between σ (solid line) and σ̂ (yellow) is quite
small, while the difference between σ and σ̄ (blue) is very large and widely fluctuating.
In fact, for σ̂, the average of the absolute error defined as |σ̂(v) − σ(v)| over all nodes
and all trials is 13.91, 6.80, and 8.32 for the blog, Enron, and Wikipedia network, and
their standard deviations are 16.41, 7.08, and 11.31, respectively. Whereas, for σ̄, the
corresponding average of |σ̄(v) − σ(v)| is 77.75, 54.51, and 35.02, and their standard
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deviations are 96.12, 57.80, and 51.84, respectively. Even in the best case for σ̄ (the
Wikipedia network), the average error for σ̄ is about 4 times larger than that for σ̂.

We further investigated how the error changes with the diffusion probabilities. Fig-
ure 2 is the results where the diffusion probabilities are increased, i.e., larger influence
degrees expected. To realize this, θ0 is increased by 1 for each network, i.e. θ0 = −1, −2,
and −3 for the blog, Enron, and Wikipedia network, respectively, which resulted in the
corresponding average diffusion probability of 0.28, 0.14, and 0.063, respectively. It is
clear that the difference betweenσ and σ̂ remains very small, but the difference between
σ and σ̄ becomes larger than before (Fig. 1). Actually, for σ̂, the average (standard de-
viation) of the absolute error over all nodes and all trials is 47.95 (28.03), 13.27 (12.30),
and 15.11 (16.25) for the blog, Enron, and Wikipedia network, respectively, while, for
σ̄, the corresponding average (standard deviation) is 518.94 (502.05), 162.56 (159.40),
and 163.51 (205.17), respectively. These results confirm that σ̂ remains close to the true
influence degree regardless of the diffusion probability p, while σ̄ is very sensitive to p.

Overall, we can say that our learning algorithm is useful for estimating the influence
degrees of nodes in a network, provided that we have some knowledge of dependency
of diffusion probability on the selected attributes. It can accurately estimate them from
a small amount of information diffusion results and avoid the overfitting problem.

5 Conclusion

Information diffusion over a social network is analyzed by modeling the cascade of inter-
actions of neighboring nodes as probabilistic processes of state changes. The number of
the parameters in the model is in general as many as the number of nodes and links, and
amounts to several tens of thousands for a network of node size about ten thousands. In
this paper, we addressed the problem of estimating link-dependent parameters of prob-
abilistic information diffusion model from a small amount of observed diffusion data.
The key idea is not to estimate them directly from the data as has been done in the past
studies, but to learn the functional dependency of the parameters on the small number of
node attributes. The task is formulated as the maximum likelihood estimation problem,
and an efficient parameter update algorithm that guarantees the convergence is derived.
We tested the performance of the learning algorithm on three real world networks as-
suming a particular class of attribute dependency, and confirmed that the dependency
can be correctly learned even if the number of parameters (information diffusion proba-
bility of each link in this paper) is several tens of thousands. We further showed that the
influence degree of each node based on the link-dependent diffusion probabilities is sub-
stantially different from that obtained assuming a uniform diffusion probability which
is approximated by the average of the true link-dependent diffusion probabilities. This
indicates that use of uniform diffusion probability is not justified if the true distribution
is non-uniform, and affects the influential nodes and their ranking considerably.
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Abstract. This paper outlines the use of a relational representation in
a Multi-Agent domain to model the behaviour of the whole system. The
aim of this work is to define a general systematic method to verify the
effective collaboration among the members of a team and to compare the
different multi-agent behaviours, using external observations of a Multi-
Agent System. Observing and analysing the behavior of a such system
is a difficult task. Our approach allows to learn sequential behaviours
from raw multi-agent observations of a dynamic, complex environment,
represented by a set of sequences expressed in first-order logic. In order
to discover the underlying knowledge to characterise team behaviours,
we propose to use a relational learning algorithm to mine meaningful
frequent patterns among the relational sequences. We compared the per-
formance of two soccer teams in a simulated environment, each based on
very different behavioural approaches: While one uses a more deliberative
strategy, the other one uses a pure reactive one.

1 Introduction

In general in multi-agent domains, and robot soccer in particular, collabora-
tion is desired so that the group of agents work together to achieve a common
goal. It is not only important to have the agents collaborate, but also to do it
in a coordinated manner so that the task can be organised to obtain effective
results. In this work we address the problem of identification of collaborative
behaviour in a Multi-Agent System (MAS) environment. The aim is to define a
systematic method to verify the effective collaboration among the members of
a team and compare the different multi-agent behaviours. Analysing, modelling
and recognising agent behaviour external MAS’s observations could be very use-
ful to direct team actions. In the analysis of such systems we have dealt with
the complexity of the world (continuous and dynamic) state representation and
with the recognition of the agent activities. To characterise the state space, it is
necessary to represent temporal and spatial state changes.
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A relational representation of team behaviours enables humans to understand
and study the action’s descriptions of the observed multi-agent systems and the
underlying behavioural principles related to the complex changes of state space.
Multi-Agent Systems are complex systems made up of several autonomous agent
that act to solve different goals. Observing and analysing the behavior of a such
system is a difficult task. A relational sequence could be used as a qualitative
representation of a team behaviour. This paper addresses the problem of learn-
ing and symbolically representing the sequences of actions performed by teams
of soccer players, starting from infer the action of a single agent. Low-level con-
cepts of behaviour (events) are recognised and then used to defined high-level
concepts (actions). Our proposal is to learn from raw multi-agent observations
(log files) of a dynamic and complex environment, a set of relational sequences
describing the team behaviour. The method is able to discover strategic events
and through the temporal relations between them, to learn interesting actions.
The use of relational representations in this context offers many advantages. One
of these is generalization across objects and positions. The set of the relational
sequences has been used to mine frequent patterns. We use a method based on
relational pattern mining to extract meaningful frequent patterns able to define
a behavioural team model. A relational sequence is represented by a set of logi-
cal atoms. A dimensional atom explicitly refers to dimensional relations between
events involved in the sequence. A non-dimensional atom denotes relations be-
tween objects, or characterizes an object involved in the sequence. In order to
mine frequent patterns, we use an Inductive Logic Programming (ILP) [1] al-
gorithm, based on [2], for discovering relational patterns from sequences. This
reduced set represents the common sequences of actions performed by the team
and the characteristic behaviour of a team.

2 Learning Behavioural Relational Representation

This section provides a description of the approach that we use to learn relational
sequences from log files, which are able to describe and characterise the behaviour
of a team of agents. The domain used in this work corresponds to the soccer
game, where each team tries to win by kicking a ball into the other team’s goal.

The log used represents a stream of consecutive raw observations about each
soccer player’s position and the position of the ball at each time step. From this
log streams it is possible to recognise basic actions (high-level concepts). Each
team has sequences of basic actions used to form coordinated activities which
attempt to achieve the team’s goals. In our work, we identify the following basic
actions of the players:

– getball(T, P layern): at time T , P layern gains possession of the ball;
– catch(T, P layern): at time T , P layern gains possession of the ball previously be-

longing to an opponent;
– pass(T, P layern, P layerm): P layern kicks the ball and at time T the P layerm

gains possession, where both players are from the same team;
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– dribbling(T, P layern): at time T , P layern moves a significant distance avoiding
an opponent;

– progressToGoal(T, P layern): at time T , P layern moves with the ball toward the
the penalty box;

– aloneProgressToGoal(T, P layern): at time T , P layern moves alone with the
ball toward the penalty box, without any teammate between it and the goal area;

– intercept(T, P layern): at time T , P layern loses the possession of the ball, and
the new owner of the ball is from the opponent team;

The log stream is processed to infer the low-level events that occurred during
a trial. An event takes place when the ball possession changes or the ball is
out of bounds. A set of recognised events contributes to define an action. Each
recognised event has some persistence over time and remains active until another
event incompatible with it occurs. An event that occurs in parallel with another
event is called a contemporary event. It holds until one of the players is able
to take full possession of the ball, (i.e. moves away with the ball) or when the
ball goes out of bounds. To better describe the behaviour of an entire team, it is
necessary to take into account the state of the world and the time in which the
action is performed. Agents in dynamic environments have to deal with world
representations that change over time. A qualitative description of the world
allows a concise and powerful representation of the relevant information. The
current world state is represented by the positions of the players (teammates
and opponents), and the ball. In this context, to adequately characterise specific
scenes, we considered the viewpoint of the player that performs the action to
determine how it interacts with others.

Sequences represent a symbolic abstraction of the raw observation. In par-
ticular, to describe the relation direction view of the player with respect to the
opponent’s penalty box, we use front, left, right, backwards. To describe the
relation of a player with respect to the teammates, the ball and the opponents, we
have used two arguments, one for the “horizontal” relation (forward or behind)
and the other for the “vertical” relation (left or right). We use same when the
player has the same position with respect to the teammate, the ball and the
opponents. The following predicates are used the palyer’s position:

– direction view(T, P layern, position);
– rel with ball(T, P layern, horizontal, vertical);
– rel with team(T, P layern, horizontal, vertical);
– rel with opp1(T, P layern, horizontal, vertical);
– rel with opp2(T, P layern, horizontal, vertical);

Finally, the following predicates describe the result of the trial:

– goal(T ): at time T the ball enters into the opponent’s goal.
– to goal(T ): at time T the ball goes out of the field but passes near one of the goal

posts.
– ball out(T ): at time T the ball goes out of the field without being a goal or close

to goal.
– block(T ): at time T the goalie stops or kicks the ball.
– out of time(T ): time out.
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3 Experimental Evaluation

The aim of this experimentation is to measure and demonstrate the degree of
collaboration of soccer teams and, from a more general point of view, to char-
acterise a Multi-Agent System behaviour. Through the pattern mining method,
the most frequent set of behaviours is extracted. Two teams of soccer using dif-
ferent behavioural approaches have been analysed. On the one hand, one team
follows a strategy based on a Case-Based Reasoning (CBR) approach [3]. The
approach allows the players to apply a more deliberative strategy, where they can
reason about the state of the game in a more global way, as well as to take into
account the opponents when playing. It also includes an explicit coordination
mechanism that allows the team to know when and how to act Henceforward we
will refer to it as the CBR team. On the other hand, the second team follows a
reactive approach. An implicit coordination mechanism is defined to avoid hav-
ing two players “fighting” for the ball at the same time. The resulting behaviour
of this approach is more individualistic and reactive. Although they try to avoid
opponents (turning before kicking, or dribbling), they do not perform explicit
passes between teammates and in general they move with the ball individually.
Henceforward we will refer to this approach as the REA team.

As we will see, the experiments performed reveal that the action sequences
obtained with the approach proposed in this work characterise the behaviour
of the CBR team as a collaborative team. To be more precise, these action
patterns are in the set of most significant patterns extracted from the CBR team
sequences, whereas they are not among the most significant patterns extracted
from the reactive (REA) team sequences.

Two sets of simulated1 experiments, one with the CBR team and another one
with the REA team, were performed. Besides, two possible configurations for
the opponents are defined. The first is called DG configuration and considers a
defender and a goalie. The second one, the 2D configuration, correspond to a
midfield defender and a defender. Four basic scenarios have been defined, each
scenario is used with both configurations of opponents (DG or 2D).

In order to evaluate our approach we analyse the recorded observations (log
files from the simulated soccer games). We performed 500 trials for each approach
(CBR and REA) and each scenario in the DG configuration, for a total of 4000
trials. The dataset corresponding to these configurations is composed of 10261
sequences (6242 sequences from the CBR approach and 4019, from the REA
approach). Regarding the 2D configuration, we observed that the time required
to end a trial was too long. This was due to the ability of the two defenders in
preventing the attackers to reach the goal. For this reason a timeout of 60 seconds
to end the trial was adopted. For the 2D configuration, we have performed 200
trials per scenario and per approach, obtaining a total of 1600 trials. The dataset
is composed of 4329 sequences(2392 sequences for the CBR approach and 1937,
for the REA approach).

1 The experiments have been run in an extended version of the PuppySim 2 simula-
tor [3], based on the Four-Legged League in RoboCup.
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Table 1. Recognised high-level concepts on DG configuration and 2D configuration

scenario A scenario B scenario C scenario D
CBR REA CBR REA CBR REA CBR REA

DG

N. sequences 1595 977 1513 1170 1623 837 1511 1035
pass 2285 1325 3135 557 2293 47 2023 190

dribbling 256 217 254 234 242 161 334 282
catch 5 3 24 3 10 0 7 0

intercept 1385 857 1306 1003 1434 771 1324 840
aloneProgressToGoal 216 35 291 44 192 34 177 34

progressToGoal 1261 585 974 1200 981 662 511 481
getball 2583 1246 2467 1423 2461 947 2272 1358

tot. Actions 7991 4268 8451 4464 7613 2622 6648 3185

2D

N. sequences 622 449 598 477 570 543 602 468
pass 570 107 865 199 613 95 769 92

dribbling 77 83 85 73 84 65 63 99
catch 4 0 6 0 4 0 3 2

intercept 468 373 460 389 424 468 467 346
aloneProgressToGoal 34 9 24 17 34 13 40 22

progressToGoal 342 191 410 350 352 225 459 38
getball 883 508 907 605 801 682 896 524

tot. Actions 2378 1271 2757 1633 2312 1548 2697 1123

Table 1 lists the number of sequences that describe the behaviour of the teams.
As we can observe the number of sequences for the CBR approach is significantly
higher than the one used by the reactive approach. Since the CBR team plays
using collaborative strategies, where the players usually try to reach the goal area
by passing the ball to a teammate, or moving to adapted positions to reuse the
selected case, more sequences and therefore more actions are needed to describe
such behaviour.

When the player holding the ball tries to move towards the penalty area
while having in front an opponent, it can act in a cooperative or individualistic
way. That is, it can pass the ball to its teammate (in this case the recognised
actions would be getball and pass) or could simply try to overpass the opponent,
adopting an individualistic behaviour (if the player succeeds in its aim, the action
is recognised as dribbling). The number of pass actions in the CBR sequences
is significantly higher than in the ones in the REA sequences. On the contrary,
the number of the dribbling actions within the REA sequences is higher than
the ones in the CBR sequences.

We consider the sequence analysis taking into account only the actions per-
formed during the trials, without considering the predicates describing the state
of the world. The goal of this experimentation was to find a subgroup of most
meaningful patterns of actions able to characterise the behaviour of a team. We
have used the whole dataset, all the sequences of the all scenarios per config-
uration. Since patterns of low support have a limited coverage of the dataset,
these have a very limited discriminative power. But on the other hand, patterns
of very high support have also a very limited discriminative power, since they
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Table 2. Some interesting patterns

pattern Fisher score team

getball(A,B),next a(A,C),pass(C,B,D) 0.23494427 cbr
pass(A,B,C),next a(A,D),getball(D,C) 0.07889064 cbr
progressToGoal(A,B),next a(A,C),pass(C,B,D) 0.03788948 cbr
progressToGoal(A,B),next a(A,C),intercept(C,B) 0.07138557 rea
progressToGoal(A,B),next a(A,C),dribbling(C,B) 0.03037611 rea

getball(A,B),next a(A,C),pass(C,B,D),
next a(C,E), intercept(E,D) 0.05987475 cbr
getball(A,B),next a(A,C),getball(C,B),
next a(C,D),pass(D,B,E) 0.05517990 cbr
getball(A,B),next a(A,C),pass(C,B,D),
next a(C,E),progressToGoal(E,D) 0.04290462 cbr
progressToGoal(A,B),next a(A,C),progressToGoal(C,B),
next a(C,D),intercept(D,B) 0.03860653 rea
progressToGoal(A,B),next a(A,C),progressToGoal(C,B),
next a(C,D),progressToGoal(D,B) 0.01199806 rea

getball(A,B),next a(A,C),pass(C,B,D),next a(C,E),
progressToGoal(E,D),next a(E,F),pass(F,D,B) 0.02503889 cbr
getball(A,B),next a(A,C),pass(C,B,D),next a(C,E),
getball(E,D),next a(E,F),pass(F,D,B) 0.01994761 cbr
getball(A,B),next a(A,C),getball(C,B),next a(C,D),
pass(D,B,E),next a(D,F),intercept(F,E) 0.01829672 cbr

are too common in the data. Therefore, in general it is appropriate to find not
too frequent patterns with suitable support threshold. But this implies a greater
effort during the pattern mining step. Frequent patterns reflect strong associa-
tion between objects, representing common behaviours adopted by a team. The
frequency is calculated over the whole dataset and over both sets of sequences
(CBR and REA). Among the different sequences for both teams, the most fre-
quent patterns belong to the CBR team. We have used the threshold σ = 0.10,
which is high enough to ensure adequate coverage of the dataset and sufficiently
low to allow to discover frequent sequences also for the REA team. To select the
most meaningful patterns, i.e. a subset of frequent patterns that is able to char-
acterise the essential behaviour of a team, we have used as measure the Fisher
Score [4]. It is popularly used in classification system to measure the discrimina-
tive power of a feature. Table 2 shows the most interesting patterns obtained by
our approach. As we can easily see, the presence of the predicate pass is enough
to distinguish the CBR team. Indeed, this type of action indicates collaborative
behaviour, and is typical in sequences that characterise the CBR team.

4 Related Work and Conclusions

Some previous work, such as Kaminka et al. [5], focus on unsupervised au-
tonomous learning of the sequential behaviours of agents based on observations
of their behaviour. This system identifies and extracts sequences of coordinated
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team behaviours from the recorded observations. Similarly to the previous ap-
proach, Riley and Veloso [6] model high-level adversarial behaviour by classifying
the current opponent team into predefined adversary classes. An observation oc-
curs over a fixed length of time (i.e., window) and it affects the accuracy of the
classifier and its performance. Lattner et al. [7] use a sequential pattern mining
approach. The process creates patterns in dynamic scenes based on the qualita-
tive information of the environment, and produces a set of prediction rules.

The main difference with respect to the previous work and our approach is
the representational power of the learned patterns. Through a logical language it
is possible to represent any relations of a complex domain, such as multi-agent
system. Furthermore, mined relational patterns are able to represent general
characteristics of the teams’ behaviours. In this paper we have shown the po-
tential use of a relational representation in a Multi-Agent domain to model the
behaviour of the whole system. In this way it is possible to define a high-level
description of the multi-agent system’s behaviour using multi-agent activity logs.
The aim was also to try to measure and demonstrate the degree of collaboration,
analysing the joint behaviour of the teams. Starting from infer the action of a sin-
gle agent, it was possible understand the behavior of the whole system. Low-level
concepts of behaviour (events) are recognised and then used to defined high-level
concepts (actions). We compared the performance of two soccer teams (REA and
CBR), which have a very different behavioural approach. The results obtained
in the experiments confirmed that the recognised action sequences characterise
the behaviour of the two teams.
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Barbara Dunin-Kȩplicz1, Alina Strachocka2, and Rineke Verbrugge3

1 Institute of Informatics, Warsaw University, Warsaw, Poland,
and ICS, Polish Academy of Sciences, Warsaw, Poland

keplicz@mimuw.edu.pl
2 Institute of Informatics, Warsaw University, Warsaw, Poland

astrachocka@mimuw.edu.pl
3 Department of Artificial Intelligence, University of Groningen,

Groningen, The Netherlands
rineke@ai.rug.nl

Abstract. Cooperation in multi-agent systems essentially hinges on ap-
propriate communication. This paper shows how to model communica-
tion in teamwork within TeamLog, the first multi-modal framework
wholly capturing a methodology for working together. Starting from the
dialogue theory of Walton and Krabbe, the paper focuses on deliberation,
the main type of dialogue during team planning. We provide a schema of
deliberation dialogue along with semantics of adequate speech acts, this
way filling the gap in logical modeling of communication during planning.

1 Introduction

Typically teamwork in multi-agent systems (MAS) is studied in the context
of BGI (Beliefs, Goals and Intentions, commonly called BDI) systems, allowing
extensive reasoning about agents’ informational and motivational attitudes nec-
essary to work together. Along this line, TeamLog [5], a framework for modeling
teamwork, has been created on the basis of multi-modal logic. It provides rules
for establishing and maintaining a cooperative team of agents, tightly bound by
a collective intention and working together on the basis of collective commitment.

Although communication schemes during teamwork were formulated as an in-
herent part of TeamLog [4], this aspect of multi-agent planning was not yet
treated in detail. To fill the gap, a model of deliberation dialogue during planning
is investigated in this research. When a team collectively intends to achieve a goal,
it needs to decide how to divide this into subgoals, to choose a sequence of actions
realizing them, and finally to allocate the actions to team members. We structure
these phases as deliberation dialogues, accompanied by ongoing belief revision.
Thus, we formally model the team’s important transition from a collective inten-
tion, to a plan-based social commitment, making it ready for action.

The paper is organized as follows. Sections 2 and 3 briefly introduce speech
acts, dialogue, and teamwork theory. Next, in Section 4 the logical language is
given, followed by discussion of the consequences of speech acts in Section 5.

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 170–181, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



Deliberation Dialogues during Multi-agent Planning 171

Sections 6 and 7, the heart of the paper, introduce a new model of deliberation
and elaborate on planning. Finally, conclusions and plans for future work are
presented.

2 Speech Acts and Dialogues

Communication in MAS has two pillars: Walton and Krabbe’s semi-formal the-
ory of dialogue [16] and the speech acts theory of Austin and Searle [15,3]. Walton
and Krabbe identified six elementary types of dialogues: persuasion, negotiation,
inquiry, information seeking, eristics and, central to this paper, deliberation.

Deliberation starts from an open, practical problem: a need for action. It is of-
ten viewed as agents’ collective practical reasoning, where they determine which
goals to attend and which actions to perform. While dialogues can be seen as the
building blocks of communication, they in turn are constructed from speech acts.

Research on speech acts belongs to philosophy of language and linguistics
since the early 20th century. The basic observation of Austin [3], that some ut-
terances cannot be verified as true or false, led to the division of speech acts into
constatives, which can be assigned a logical truth value, and the remaining group
of performatives. The second father of speech acts theory, Searle, created their
most popular taxonomy, identifying: assertives, committing to the truth of a pro-
position (e.g., stating), directives, which get the hearer to do something (e.g., ask-
ing), commissives, committing the speaker to some future action (e.g., pro-
mising), expressives, expressing a psychological state (e.g., thanking), and declar-
atives, which change reality according to the proposition (e.g., baptising).

Speech acts theory has been extensively used in modeling communication
in MAS to express intentions of the sender [8]. There have been many approaches
to defining their semantics [13,2,12,9], still some researchers view them as prim-
itive notions [14]. Within the most popular mentalistic approach, reflected in
languages such as KQML and FIPA ACL [8], speech acts are defined through
their impact on agents’ mental attitudes. The current paper clearly falls therein
(see especially Section 5). Let us place dialogues in the context of teamwork.

3 Stages of Teamwork

In multi-agent cooperative scenarios, communication is inevitable and teamwork,
as the pinnacle of cooperation, plays a vital role. The common division of team-
work into four stages originates from [17], while a complete model, binding these
stages to formalized team attitudes, can be found in [5]. In summary:

1. Potential recognition. Teamwork begins when an initiator needs assistance
and looks for potential groups of agents willing to cooperate to achieve a goal.
2. During team formation a loosely-coupled group of agents is transformed into
a strictly cooperative team sharing a collective intention towards the goal (ϕ).
3. During plan formation a team deliberates together how to proceed, concluding
in a collective commitment, based on a social plan. Collective planning consists of
the three phases: task division, leading to division(ϕ, σ) (see table 1); means-end
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analysis, leading to means(σ, τ), and action allocation, leading to allocation(τ, P ).
Success of these phases is summed up by constitute(ϕ, P ).
4. During team action agents execute their share of the plan. In real situations,
many actions are at risk of failure, calling for a necessary reconfiguration [5], that
amounts to the intelligent and situation-sensitive replanning.

With each stage of teamwork, adequate notions in TeamLog are connected.
As there is no room for discussing them in detail, please see [5].

Table 1. Formulas and their intended meaning

BEL(i, ϕ) agent i believes that ϕ
E-BELG(ϕ) all agents in group G believe ϕ
C-BELG(ϕ) group G has the common belief that ϕ
GOAL(a, ϕ) agent a has the goal to achieve ϕ
INT(a, ϕ) agent a has the intention to achieve ϕ
COMM(i, j, α) agent i commits to j to perform α
do-ac(i, α) agent i is just about to perform action α
division(ϕ, σ) σ is the sequence of subgoals resulting from decomposition of ϕ
means(σ, τ ) τ is the sequence of actions resulting from means-end analysis on σ
allocation(τ, P ) P is a social plan resulting from allocating the actions from τ
constitute(ϕ, P ) P is a correct social plan for achieving ϕ
confirm(ϕ) plan to test if ϕ holds at the given world
prefer(i, x, y) agent i prefers x to y

4 The Logical Language

We introduce a subsystem of TeamLog
dyn (see [5, Chapters 5 and 6]), contain-

ing solely the elements crucial to team planning. Individual actions and formulas
are defined inductively.

Definition 1. The language is based on the following sets:
– a denumerable set P of propositional symbols;
– a finite set A of agents, denoted by 1, 2, . . . , n;
– a finite set At of atomic actions, denoted by a or b.

In TeamLog most modalities expressing agents’ motivational attitudes appear
in two forms: with respect to propositions reflecting a particular state of affairs,
or with respect to actions. The set of formulas L (see Definition 4) is defined
by a simultaneous induction, together with the set of individual actions Ac and
the set of social plan expressions Sp (see Definitions 2 and 3). Individual actions
may be combined into group actions by the social plan expressions.

Definition 2. The set Ac of individual actions is defined inductively as follows:

AC1 each atomic action a ∈ At is an individual action;
AC2 if ϕ∈L, then confirm (ϕ) is an individual action1;
1 In PDL, confirm (ϕ) is usually denoted as “ϕ?”, standing for “proceed if ϕ is true,

else fail”.
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AC3 if α1, α2∈Ac, then α1; α2 is an individual action, standing for α1 followed
by α2;

AC4 if α1, α2∈Ac, then α1 ∪α2 is an individual action, standing for nondeter-
ministic choice between α1 and α2;

AC5 if α∈Ac, then α∗ is an individual action, standing for “repeat α a finite,
but nondeterministically determined, number of times”;

AC6 if ϕ ∈ L, i, j ∈ A and G ⊆ A, then the following are individual actions:
announcei,G(ϕ), asserti,j(ϕ), requesti,j(ϕ), concedei,j(ϕ).

In addition to the standard dynamic operators of [AC1] to [AC5], the com-
municative actions of [AC6] are introduced. For their meanings, see Section 5.
Their interplay is the main matter of this paper.

Definition 3. The set Sp of social plan expressions is defined inductively:

SP1 If α ∈ Ac, i ∈ A, then do-ac(i, α) is a well-formed social plan expression;
SP2 If ϕ∈ L, then confirm(ϕ) is a social plan expression;
SP3 If α and β are social plan expressions, then 〈α;β〉 (sequential composition)

and 〈α ‖ β〉 (parallellism) are social plan expressions.

Definition 4. The set of formulas L is defined inductively:

F1 each atomic proposition p ∈ P is a formula;
F2 if ϕ, ψ ∈ L, then so are ¬ϕ and ϕ ∧ ψ;
F3 if ϕ ∈ L, α ∈ Ac, i, j ∈ A, G ⊆ A, σ, σ1, σ2 are finite sequences of formulas,

τ is a finite sequence of individual actions, and P ∈ Sp is a social plan
expression, then the following are formulas:
epistemic modalities BEL(i, ϕ), E-BELG(ϕ), C-BELG(ϕ);
motivational modalities GOAL(i, ϕ), INT(i, ϕ), E-INTG(ϕ), M-INTG(ϕ),

C-INTG(ϕ), COMM(i, j, α), S-COMMG,P (ϕ);
execution modalities do-ac(i, α);
stage results division(ϕ, σ), means(σ, τ ), allocation(τ, P ), constitute(ϕ, P );
other PROOF(ϕ), prefer(i, σ1, σ2).
Epistemic and motivational modalities are governed by the axioms given in the
Appendix.

The predicate constitute(ϕ, P ) stands for “P is a correctly constructed social
plan to achieve ϕ”. Formally:

constitute(ϕ, P ) ↔
∨
σ

∨
τ

(division(ϕ, σ) ∧ means(σ, τ) ∧ allocation(τ, P ))

A team G has a mutual intention to achieve goal ϕ (M-INTG(ϕ)) if all intend
it, all intend that all intend it, and so on, ad infinitum. To create a collec-
tive intention (C-INTG(ϕ)), a common belief about the mutual intention should
be established during team formation. Then, during plan formation, the team
chooses a social plan P to achieve ϕ. On its basis, they create a collective
commitment (S-COMMG,P (ϕ)), including team members’ social commitments
(COMM(i, j, α)) to perform their allocated actions. The axiom system providing
definitions for these notions can be found in the Appendix.
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4.1 Kripke Models

Each Kripke model for the language defined above consists of a set of worlds, a set
of accessibility relations between worlds, and a valuation of the propositional
atoms. The definition also includes semantics for derived operators corresponding
to performance of individual actions.

Definition 5. A Kripke model is a tuple:

M = (W, {Bi : i ∈ A}, {Gi : i ∈ A}, {Ii : i ∈ A}, {Ri,α : i ∈ A, α ∈ Ac}, Val ,nextac),

such that
1. W is a set of possible worlds, or states;
2. For all i ∈ A, it holds that Bi, Gi, Ii ⊆ W ×W . They stand for the accessibil-

ity relations for each agent w.r.t. beliefs, goals, and intentions, respectively.
3. For all i ∈ A, α ∈ Ac, it holds that Ri,α ⊆ W × W . They stand for the dy-

namic accessibility relations. Here, (w1, w2) ∈ Ri,α means that w2 is a pos-
sible resulting state from w1 by i executing action α.

4. Val : P×W →{0, 1} is the function that assigns the truth values to propo-
sitional formulas in states.

5. nextac : A×Ac → (W → {0, 1}) is the next moment individual action
function such that nextac(i, α)(w) indicates that in world w agent i will
next perform action α. M, v |= do-ac(i, α) ⇔ nextac(i, α)(v) = 1.

In the semantics, the relations Ri,a for atomic actions a are given. The other ac-
cessibility relations Ri,α for actions are built up from these in the usual way [10]:

(v, w) ∈ Ri,confirm(ϕ) ⇔ (v = w and M, v |= ϕ);

(v, w) ∈ Ri,α1;α2 ⇔ ∃u ∈W [(v, u) ∈ Ri,α1 and (u, w) ∈ Ri,α2 ];

(v, w) ∈ Ri,α1∪α2 ⇔ [(v, w) ∈ Ri,α1 or (v, w) ∈ Ri,α2 ];

Ri,α∗ is the reflexive and transitive closure of Ri,α.

Definition 6. Let ϕ ∈ L, i ∈ A and α ∈ Ac.

M, v |= [do(i, α)]ϕ ⇔ for all w with (v, w) ∈ Ri,α,M, w |= ϕ.
For the dynamic logic of actions, we adapt the axiomatization of propositional
dynamic logic (PDL) [10]. The system described above has an EXPTIME-hard
decision problem, just like TeamLog

dyn and TeamLog itself [7].

5 Semantics of Speech Acts

In TeamLog, deliberation is modeled via elementary speech acts assert, con-
cede and request, and the compound speech acts challenge and announce,
defined in terms of PDL and described before in [4]. They are treated as ordinary
actions and distinguished by their consequences. Utterances often necessitate
participants’ belief revision, which may be handled by diverse methods (see [1]).

In the sequel, the construction “if ϕ then α else β” abbreviates the PDL
expression (confirm(ϕ); α)∪ (confirm(¬ϕ); β), and analogously for “if ϕ then
α”, where confirm(ϕ) refers to testing whether ϕ holds (see [5, Chapter 6]). The
construct [β]ϕ means that after performing β, ϕ holds.
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Consequences of Assertions asserta,i(ϕ) stands for agent a telling agent i
that ϕ holds. According to the fundamental assumption that agents are as truth-
ful as they can be, each assert(ϕ) obliges the sender to believe in ϕ.

Definition 7. The consequences of assertions:

CA [asserta,i(ϕ)] (BEL(i, ϕ) ∧ BEL(i, BEL(a, ϕ)))

The recipient has two possibilities to react. Unless having beliefs conflicting with
ϕ, it answers with a concedei,a. Otherwise, with a challengei,a:

¬BEL(i,¬ϕ) → do-ac(i, concedei,a(ϕ))
BEL(i,¬ϕ) → do-ac(i, challengei,a(ϕ))

Consequences of Requests requesta,i(α) stands for agent a requesting agent
i to perform the action α. The sender, after requesting information about ϕ (with
α = asserti,a(ϕ)), must wait for a reply. The receiver i has four options:

1. To ignore a and not answer at all.
2. To state that it is not willing to divulge this information.
3. To state that it does not have enough information about ϕ:

asserti,a(¬(BEL(i, ϕ) ∧ ¬BEL(i,¬ϕ))).
4. Either to assert that ϕ is the case or that it is not:

BEL(i, ϕ) → do-ac(i, asserti,a(ϕ)) and BEL(i,¬ϕ) → do-ac(i, asserti,a(¬ϕ)).

The consequences are the same as for proper assertions.

Consequences of Concessions concedea,i(ϕ) stands for agent a’s communi-
cating its positive attitude towards ϕ to i. Concessions are similar to assertions.
The only difference is that i can assume that a believes ϕ in the course of dia-
logue, but might retract it afterwards.

Definition 8. The consequences of concessions:

CCO [concedea,i(ϕ)]BEL(i, BEL(a, ϕ)).

Consequences of Challenges challengea,i(ϕ) stands for a’s communicating
its negative attitude towards ϕ to i. The consequences of challenge are more
complicated due to the complexity of the speech act itself. It consists of a nega-
tion of ϕ and of a request to prove ϕ.

Definition 9. If ϕ, PROOF (ϕ) ∈ L, a, i ∈ A, then

CH challengea,i(ϕ) ≡ asserta,i(¬ϕ); requesta,i(asserti,a(PROOF (ϕ)))

The answer to the request in challenge should comply with the rules above. If i
can prove ϕ, it should answer with speech act asserti,a(PROOF (ϕ)) being com-
mitted to PROOF (ϕ). In return, a should refer to i’s previous answer. Thus2,
the consequences of challenge depend on the dialogue and can be twofold.
2 Assuming the rule BEL(a, PROOF (ϕ)) → BEL(a, ϕ).
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Definition 10. The consequences of challenges:

CH1 [challengea,i(ϕ)] (BEL(a, ϕ) ∧ BEL(i, BEL(a, ϕ)) ∧ BEL(a,PROOF (ϕ))
∧ BEL(i, BEL(a, PROOF (ϕ))))

CH2 [challengea,i(ϕ)] (¬BEL(i, ϕ) ∧ BEL(a,¬BEL(i, ϕ)) ∧ ¬BEL(i, PROOF (ϕ))
∧ BEL(a,¬BEL(i, PROOF (ϕ))))

In first case, [CH1], a admits it was wrong. The agents’ beliefs have changed,
reflected by the acceptance of i’s proof, which led to belief revision about ϕ. In
the second case, i admits it was wrong. Belief revision regarding rejecting the
proof of ϕ leads to updating beliefs about ϕ.

Consequences of Announcements An announcement announcea,G(ϕ) can
be seen as a complex assertion standing for “agent a announces to group G that
ϕ holds”. In addition, the agent passes a message that the same information has
been delivered to the whole group. The group becomes commonly aware that ϕ.

Definition 11. Consequences of announcements:

CAN [announcea,G(ϕ)] C-BELG(ϕ).

Once the logical language is set, we may proceed to the core of this paper.

6 A Four-Stage Model of Deliberation

The schema for deliberation dialogues presented below benefits from the model
of McBurney, Hitchcock and Parsons [11]. It starts from a formal opening, intro-
ducing the subject of the dialogue, aiming to make a common decision, confirmed
in a formal closure. Deliberation on “ψ(x)”3 aims at finding the best t satisfying
ψ from a finite candidate set Tψ and to create a common belief about this among
the team. Even though deliberation during teamwork is a collective activity, its
structure is imposed by the initiator a. Other agents follow the rules presented
below. Failure at any of the dialogue stages causes backtracking.

Opening. Agent a’s first step is to open the deliberation dialogue on the subject
ψ by a request to all other i ∈ G:

requesta,i( if
∨

t∈Tψ

ψ(t) then asserti,a(ψ(t))else asserti,a(¬
∨

t∈Tψ

ψ(t)))

As always after requests, agents have four ways of answering (see Section 5). If
no one answers, deliberation fails. Agent a waits for a certain amount of time
before concluding on the answers from group G.

Voting. During voting, a announces to all i ∈ G its finite set Tψ,a of all or pre-
selected answers collected before:

asserta,i(
∧

t∈Tψ,a

∨
i∈G

BEL(i, ψ(t)))

3 ψ is usually ungrounded, e.g. ψ(x) = president(x). The answers are (partially)
grounded terms, e.g., president(JohnSmith).
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In words, a asserts to every agent that for each preselected answer t, there is
an agent i in the group believing that ψ(t) is the case.
Next, agent a opens the voting by a request to all i ∈ G:

requesta,i(
∧

x,y∈Tψ,a

( if BEL(i, ψ(x)) ∧ prefer(i, x, y) then asserti,a(prefer(i, x, y))))

If no one answers, the scenario leads back to step 1, which is justified because the
communication in step 2 may entail some belief revisions. Should some answers
be received, a “counts the votes”, possibly using different evaluation functions.

Confirming. Then, a announces the winning proposal w and requests all
opponents from G to start a persuasion:

requesta,i(if BEL(i,¬ψ(w)) ∨
∨

t∈Tψ,a
(prefer(i, t, w))

then asserti,a(¬ψ(w) ∨ prefer(i, t, w)))

During this phase, if no agent steps out, the scenario moves to the closure. If, on
the other hand, there is an agent j who thinks that w is not the best option, it
has to announce this and challenge a to provide a proof (using challenge). Thus
the dialogue switches to persuasion, where j must convince a of the competing
offer t, or that ψ(w) doesn’t hold. If it succeeds, a adopts and heralds agent’s j
thesis to all i ∈ G:

asserta,i(¬ψ(w) ∨ prefer(a, t, w))

In this situation, the remaining agents may concede or may challenge the thesis:

concedei,a(¬ψ(w) ∨ prefer(a, t, w)) or challengei,a(¬ψ(w) ∨ prefer(a, t, w)).
If they choose to challenge, a must get involved into persuasion with the challeng-
ing agent. Finally, when all conflicts have been resolved, the scenario moves on.

Closure. At last, a announces the final decision w: announcea,G(ψ(w)).

Deliberating agents collaborate on the future course of actions, each of them
trying to influence the final outcome. The principal kind of reasoning here is
goal-directed practical reasoning, leading to a plan.

7 Unveiling the Plan Formation Stage

The (formal) aim of plan formation is transition from a collective intention to
a collective commitment (see Section 3), achieved by means of dialogue. Con-
sider, as an example, a team of various robots: digger (D), truck (T ) and team
leader (L) with a goal to restore order after a building collapses: ϕ = order.
They discover another working team soon: first aid (FA) and 20 swarm robots
(S1, . . . , S20) and decide to join forces to better serve their goal. Suppose poten-
tial recognition and team formation have been successful. Then, the first phase
of planning, task division, aims at dividing the overall goal ϕ into a new sequence
of subgoals. L opens the deliberation dialogue by requesting all other i ∈ G to
share their ideas:
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requestL,i( if
∨

σ∈TGoals
division(order, σ) then asserti,L(division(order, σ))

else asserti,L(¬
∨

σ∈TGoals
division(order, σ))),

where σ is a sequence of goals from a pre-given finite set of goals TGoals . L waits
a while before collecting the answers from G. Suppose two agents decide to
respond: D and FA. D proposes the sequence σD:

σD = 〈scan ruins, clear safe, clear risky, fist aid risky〉.

In other words, first, scan the ruins of the building in search for survivors, then,
clear the area with no sign of people, next, clear the area where survivors might
be and finally, help survivors. In FA’s view, the only difference is the goal order:

σFA = 〈scan ruins, clear risky, fist aid risky, clear safe〉.

As a response to L’s call, the two agents utter:
assertD,L(division(order, σD)) and assertFA,L(division(order, σFA))

These two assertions cause belief revision. The second step is voting. The pre-
selected subset of answers collected previously (candidate terms) is Torder,L =
{σD, σFA}. L discloses this information to all other agents i ∈ G:

assertL,i

⎛⎝ ∧
t∈Torder,L

∨
i∈G

BEL(i, division(order, t))

⎞⎠
Subsequently, L opens voting on proposals by requests to all i ∈ G:

requestL,i(
∧

x,y∈Torder,L

( if BEL(i, division(order, x)) ∧ prefer(i, x, y)
then asserti,L(prefer(i, x, y))))

In step 3 (confirming), L announces that for example σFA won and calls potential
opponents to start a persuasion dialogue, by sending a request to all other i ∈ G:

requestL,i( if BEL(i,¬division(order, σF A)) ∨
∨

t∈Torder,L
prefer(i, t, σF A) then

asserti,L(¬division(order, σF A) ∨ prefer(i, t, σF A)))

If agent D prefers its own proposal, it raises an objection:

assertD,L(prefer(i, σD, σFA))

This is followed by L’s challenge to provide a proof. At this point, the dialogue
switches to persuasion, which has been discussed in [4,5]. Step 4 (closure) fol-
lows the same pattern, leading, if successful, to a subgoal sequence σ such that
division(order, σ) holds.

The next stage is means-end-analysis, when every subgoal must be assigned a
(complex) action realizing it. If the whole process concerning all subgoals from
σ succeeds, there is an action sequence τ such that means(σ, τ) holds. The last
phase, action allocation, results, if successful, in a plan P for which allocation(τ, P )

holds. Finally, constitute(order, P ) is reached and planning terminates. There is
now a basis to establish a collective commitment and to start working.

Although deliberation during teamwork is a complex process, all its phases can
be naturally specified in TeamLog. First, central to teamwork theory, collective
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group attitudes are defined in terms of other informational and motivational atti-
tudes (via fixpoint definitions). Then, the dynamic component allows specifying
consequences of various speech acts, plans, and complex actions. These can be
further applied as building blocks of different dialogues. The entire multi-modal
framework constituting TeamLog is presented in the recent book [5].

8 Conclusions and Future Work

We have introduced a novel approach to modeling deliberation dialogues in team-
work. Although dialogues and speech acts have been frequently used to model
communication in multi-agent systems [8], the TeamLog solution is unique.
The proposed scenario consists of four stages, during which agents submit their
proposals, vote on preferred ones and challenge or concede the choice of the se-
lected one. Depending on the context and aim of the system, a system designer
decides on tactical aspects such as waiting time for the leader during answer
collection, and manner of counting votes, possibly using weights depending on
the agents and/or types of proposals.

The scenario specifies precisely when to embed other dialogues types into
deliberation, as opposed to [11]. Different types of dialogues are strictly dis-
tinguished, and the boundary between them is clearly outlined, providing an
appropriate amount of flexibility, enabling smooth teamwork (about the impor-
tance of dialogue embedding, see also [6]). In the course of deliberation, a social
plan leading to the overall goal is created, belief revision is done and growth
of knowledge can be observed. Finally, along with existing schemas for persua-
sion and information seeking [4], the most vital aspects of communication in
TeamLog are now addressed.

In future, communication involving uncertain and possibly inconsistent infor-
mation will be investigated, most probably requiring a new model of TeamLog.
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A Appendix: Axiom Systems

All axiom systems introduced here are based on the finite set A of n agents.

General Axiom and Rule. The following cover propositional reasoning:
P1. All instances of propositional tautologies;
PR1. From ϕ and ϕ → ψ, derive ψ;

Axioms and Rules for Individual Belief, Goal and Intention. For beliefs,
the KD45n system for n agents is adopted, for intentions, KDn, for goals, Kn.

Interdependencies Between Intentions and Other Attitudes. For each
i ∈ A:

A7DB GOAL(i, ϕ) → BEL(i, GOAL(i, ϕ))
A7IB INT(i, ϕ) → BEL(i, INT(i, ϕ))
A8DB ¬GOAL(i, ϕ) → BEL(i,¬GOAL(i, ϕ))
A8IB ¬INT(i, ϕ) → BEL(i,¬INT(i, ϕ))
A9ID INT(i, ϕ) → GOAL(i, ϕ)

http://www.fipa.org/
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Axioms and Rule For General (“Everyone”) and Common Belief

C1 E-BELG(ϕ) ↔
∧

i∈G BEL(i, ϕ)
C2 C-BELG(ϕ) ↔ E-BELG(ϕ ∧ C-BELG(ϕ))
RC1 From ϕ → E-BELG(ψ ∧ ϕ) infer ϕ → C-BELG(ψ)

Axioms and Rule for Mutual and Collective Intentions

M1 E-INTG(ϕ) ↔
∧

i∈G INT(i, ϕ)
M2 M-INTG(ϕ) ↔ E-INTG(ϕ ∧ M-INTG(ϕ))
M3 C-INTG(ϕ) ↔ M-INTG(ϕ) ∧ C-BELG(M-INTG(ϕ))
RM1 From ϕ → E-INTG(ψ ∧ ϕ) infer ϕ → M-INTG(ψ)

Defining Axiom for Social Commitment

COMM(i, j, α) ↔ INT(i, α) ∧ GOAL(j, done(i, α))∧

awareness{i,j}(INT(i, α) ∧ GOAL(j, done(i, α)))

Defining Axiom for Strong Collective Commitment

S-COMMG,P (ϕ) ↔ C-INTG(ϕ)∧
constitute(ϕ, P ) ∧ C-BELG(constitute(ϕ, P )) ∧∧
α∈P

∨
i,j∈G

COMM(i, j, α) ∧ C-BELG(
∧

α∈P

∨
i,j∈G

COMM(i, j, α))

TeamLog denotes the union of the axioms for individual attitudes with the
above axioms and rules for general and common beliefs and for general, mu-
tual and collective intentions. TeamLog

com denotes the union of TeamLog

with the axioms for social and collective commitments (see [5, Chapter 4]). By
TeamLog

dyn we denote the union of TeamLog
com with the axioms for dy-

namic operators, adopted from [10].



DDLD-Based Reasoning for MAS�

Przemysław Więch, Henryk Rybinski, and Dominik Ryżko

Institute of Computer Science, Warsaw University of Technology
{pwiech,hrb,d.ryzko}@ii.pw.edu.pl

Abstract. In this paper, a model for DDLD-based multi-agent system
is described. The article extends our previous work, in which a formalism
for distributed default reasoning to be performed by a group of agents
that share knowledge in the form of a distributed default theory has been
presented. The formalism is based on default transformations, which can
be used to derive answers to queries in the form of defaults. The dis-
tributed reasoning process is described in a setting where agents com-
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1 Introduction

Many real world applications require knowledge, which is distributed and is not
located at the entity assigned to solve the given problem. Such entities must be
able to cooperate in order to reach solutions of the problems presented to them.
This is actually the approach of multi-agent systems (in the sequel MAS), which
provide tools for modelling the situations by means of a set of collaborating
autonomous, intelligent and proactive agents. Examples of applications of MAS
in the area of the energy markets are shown in [8].

In the Semantic Web, knowledge is distributed throughout the Web and it
can be seen as a network of agents, each having its own knowledge base and
reasoning facilities. The entities can have specialized knowledge, which can be
shared and reused by agents that need to collect remote information in order to
perform a reasoning task. Distributed reasoning in a peer-to-peer setting is shown
in [1], where a message passing algorithm is introduced to exchange knowledge
between peers. Each peer runs an inference procedure on local knowledge to
answer queries from neighbouring peers. Here, in contrast to other approaches,
the global theory defined as a sum of all local knowledge is unknown.

In [15], we have argued that it is beneficial to enable the agents to exchange
information in the form of defaults as these contain additional information about
default justifications and thus can prevent the loss of information.
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In this paper, we present a model for DDLD-based MAS, which utilizes shar-
ing of knowledge among agents in order to achieve its goals. The agents com-
municate using messages with queries and answers. The model of an agent’s
knowledge base is introduced and the algorithms for distributed reasoning are
presented.

2 Related Work

Logic is often used as the basis for knowledge representation in multi-agent
systems. In [9], Kowalski and Sadri describe an extension of logic programming
to provide rationality and reactiveness in the multi-agent setting.

In a distributed environment, the knowledge is scattered among the agents.
The field of theory partitioning studies the methods of dividing a logical theory
in order to increase the efficiency of reasoning. Amir and McIlraith [2] introduce
forward and backward reasoning algorithms for a partitioned first-order logic
theory. Here, message passing is used to transfer knowledge between partitions.

In [12,13] a multi-agent system is proposed for knowledge sharing in an en-
vironment of agents equipped with default reasoning abilities. The Distributed
Default Logic framework (DDL) is composed of agents having their knowledge
in the form of default logic theories, and able to communicate with each other
in order to resolve the locally unknown facts.

Distributed reasoning is essential for the domain of the Semantic Web as
the knowledge is inherently distributed among many sources. The Semantic
Web bases its knowledge representation on Description Logics (DLs) [3]. On
the grounds of the DL formalisms, several approaches to mapping distributed
knowledge bases have been investigated [6,7,5]. Our work extends the notions
of Distributed Description Logic by introducing defaults to the knowledge rep-
resentation formalism and to the inference procedure.

In the remainder of the paper we refer to Default Logic as defined by
Reiter [11].

3 Basic Concepts

Description logics (DLs) [3] are a family of knowledge representation formalisms.
Knowledge in DLs is represented by defining concepts from a selected domain,
which comprise a terminology, and using these concepts for classifying objects
and describing their properties. A DL knowledge base is composed of a termi-
nological part (TBox), where axioms describing relationships between concepts,
and an assertional part (ABox), which expresses the inclusion of individuals
to specific concepts (e.g. C(a)). The DL descriptions are formed by combining
concept names with constructors. The basic DL constructors are conjunction
(C �D), disjunction (C �D) and complement (¬C), where C and D are concept
names.

Baader and Hollunder [4] show how defaults can be embedded into description
logics in order to allow commonsense reasoning.
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Definition 1. A default is in the form A:B
C where A, B and C are concept ex-

pressions. This notation is equivalent to expressing the default in which concepts
are expressed as unary predicates A(x):B(x)

C(x)

The default expresses that it can be inferred that x is an instance of the concept
C if x is an instance of A and it is consistent to assume that x is an instance
of B.

Embedding defaults in DLs is not as straightforward as it may seem. The
problem is with treatment of open defaults by Skolemization. A terminological
knowledge base with defaults is undecidable, unless we consider only closed de-
faults. This means that defaults can only be applied to named individuals which
already exist in the knowledge base.

A normal default in the form A:B
B can be seen as a weaker form of subsumption,

such that it permits exceptions. The default A:

B is also weaker than the axiom

A ! B because although there is no possibility of specifying exceptions, it does
not imply the contrapositive ¬B ! ¬A.

4 Distributed Reasoning with Defaults

The main motivation for default transformation is to provide more informative
answers in the form of defaults, which can be used with information posessed by
the querying agent.

4.1 Transforming Defaults

As described in [15], when using defaults in the reasoning process the answer
to an agent’s query should also carry the information about assumptions made
during the reasoning process. A set of transofrmation rules has been presented,
which have the property that when they are added to the default theory, the
theory does not change with respect to the results of reasoning. In other words,
the set of extensions of the default theory must remain unchanged.

Definition 2. A default transformation t : Δ → D produces a new default δ
from a default theory Δ = 〈D, W 〉 and is denoted by Δ |∼ δ.

We define a set of transformations which have very useful features and will be
used in the process of distributed reasoning. A general form of a transformation
is 〈Dt, ft〉 |∼ δ, where Dt ⊆ D, W |= ft, and δ is a new concluded default.

Definition 3. Given well-formed formulae a, b, c, d, e, we define the following
transformations:

a). Prerequisite substitution:
〈
{a:b∧c

b }, d → a
〉

|∼ d:b∧c
b

b). Consequent substitution:
〈
{a:b∧c

b }, b → e
〉

|∼ a:b∧c∧e
e
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c). Justification reduction:
〈
{a:b∧c∧d

b }, a → d
〉
|∼ a:b∧c

b

d). Default transitivity:
〈
{a:b∧c

b , b:e∧f
e },#

〉
|∼ a:b∧c∧e∧f

b∧e

The set of transformations (a)–(d) will be called basic transformations. These
transformations can be further used in the communication process. Theorem 1
shows the interesting property of these transformations.

Let us define the sequence of default transformations, denoted by |∼∗, as
follows. Let D0, . . . , Dn be a sequence such that D0 = D and Di = Di−1 ∪ {δi}
where δi is obtained by applying a basic transformation on 〈Di−1, W 〉. We write
〈D, W 〉 |∼∗ δ when 〈Dn, W 〉 |∼ δ.

Theorem 1. Given Δ = 〈D, W 〉 and Δ′ = 〈D′, W 〉, where ∀δ∈D′(δ ∈ D or
D |∼∗ δ), we have ext(Δ) = ext(Δ′)

The theorem shows that using the defined basic transformations we can create
new defaults, which can be treated as valid rules for default reasoning. Moreover,
these newly formed defaults can be treated as intermediate results of inference.
For a full proof of the theorem see [16].

4.2 Reasoning with Default Transformations

In a multi-agent system the peers exchange knowledge by means of querying
each other and utilising the answers to reach conclusions. Following the inference
procedure for Distributed Description Logic proposed in [14], the query, which
is passed between agents is the subsumption query in the form A ! B, which
in first-order logic can be denoted as A(x) → B(x). Here, we will concentrate
on this type of query and we will denote it by writing A ! B? to distinguish it
from a DL statement.

For a query A ! B? to a default theory Δ = 〈D, W 〉 we will presume there
are three possible answers:

– true if W |= A ! B
– false if W 
|= A ! B,
– true by default if the default A : B�J

B can be generated using the default
transformations

The first two answers are strict and do not require further processing. The last
answer can be treated as a partial result and the final answer can be inferred
when the justifications are checked. The algorithm for reasoning with default
transformations is described in detail in [15].

The algorithm first checks if a trivial answer can be given without the need
to process defaults. If such an answer cannot be given, the next step is to find
all extensions of the default theory. Iterating over all extensions, the procedure
gathers defaults in the form A : B�J

B , possibly from different extensions. This is
done by transforming the generating defaults of each extension. Finally the re-
sulting defaults are processed, applying the reduce justifications transformation.

In effect the query algorithm generates one of three possible answers, which
can be true, false or a set of defaults which are in the form A : B�J

B .
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5 DDLD-Based Multi-Agent System

In this section we present the model for knowledge representation and exchange
in a multi-agent system. The figure below shows an overview of the system. Each
agent is an independent entity in the system and contains its own knowledge
base and inference engine. Note that the agents may also perform other tasks,
however, this work concentrates on the exchange of information in a multi-agent
system.

Fig. 1. Overview of the multi-agent system

5.1 Agent Knowledge

Each agent has exclusive direct access to its local knowledge (LK). The agent’s
local knowledge base is divided into two parts. Domain knowledge (DK) con-
tains information connected with the agent’s primary activity, while environmen-
tal knowledge (EK) includes information about other agents and information
sources. Given the i-th agent in the MAS, the agent’s knowledge is expressed
as LKi = 〈DKi, EKi〉. In our approach, domain knowledge does not depend
on the environmental knowledge and can be used for local reasoning. Apart
from having local knowledge bases, all agents in the multi-agent system share
global knowledge (GK), which sets the framework for the agent communication
language.

The local domain knowledge (DK) and the global ontologies (GK) are ex-
pressed in terms of description logic with defaults. The local reasoning processes
take into account both of these knowledge bases (DK∪GK). This makes it pos-
sible to formulate queries to other agents in terms of the common vocabulary.
The component responsible for distributed reasoning utilizes the environmental
knowledge in order to find information required for the current reasoning task
by communicating with other agents

It is assumed that an agent’s local domain knowledge is consistent with the
global knowledge. Otherwise, the overall knowledge base of the agent would
be inconsistent and would not be useful for reasoning. Moreover, it is assumed
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that all concepts, roles and individuals are globally uniquely identified. This
means that no two concepts with the same name can exist, which have differ-
ent semantical meanings associated with them. Globally unique identifiers make
information, which is communicated, unambiguous.

The agents in a multi-agent system exchange information using a communica-
tion language and a protocol for specifying types of messages and the available
replies. For the purpose of distributed reasoning, we will use a communication
protocol, where agent X sends a query to agent Y asking if the other peer knows
anything about the concept A being subsumed by concept B. We denote this
query as A ! B?. Although in description logic the axiom A ! B is equivalent
to ¬B ! ¬A, the query ¬B ! ¬A? is considered as a different query due to the
form of possible replies.

Agent Y replies to a query A ! B? with one of the following statements:

– True – Agent Y entails A ! B
– False – Agent Y does not entail A ! B

– Set of defaults di in the form
A : Ji � B

B
, where Ji are the defaults’ justifi-

cations.

Definition 4. The vocabulary V of a knowledge base KB is the set of all
concept names occurring in KB and is denoted as V (KB) ⊆ T, where T is the
set of all possible concept names.

The vocabulary of the i-th agent in the multi-agent system will be denoted
as Vi = V (DKi ∪ GK). The common vocabulary of two agents i and j is the
intersection of the agents’ vocabularies Vi∩Vj . Note that the common vocabulary
will always contain the vocabulary of the global knowledge V (GK) ⊆ Vi ∩ Vj

and may also contain additional common concept names, which both agents
understand.

For an agent to know with which agents it can communicate about which
topics, it needs to possess environmental knowledge about peers it can connect
to. Two agents can exchange messages only if both of them share a common
vocabulary.

In order to manage the information about its peers, each agent maintains
environmental knowledge, which provides information about how to interact with
the environment and other agents. The distributed reasoning procedure utilizes
both types of knowledge to execute inference tasks in a distributed environment.
Environmental knowledge can be expressed as the relation between the set of
agents and the set of concepts EK ⊆ MAS×T, where MAS is the set of agents
in the multi-agent system and T is the set of all possible concept names.

In this work we will assume that the environmental knowledge is given a priori.
However, it is a valuable topic to investigate how to acquire such information.
The work by Ryżko [12] describes a multi-agent system using explanation based
learning to acquire environmental knowledge through learning.
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5.2 Distributed Reasoning

The distributed reasoning component of the agent deals with identifying queries
to be issued to remote information sources, choosing agents to communicate with
and then sending appropriate queries.

The first problem is to identify such queries, for which the answers could change
the inferences. There is no need to ask questions, which have no influence on the
outcome of the current inference task. The agent uses the tableau method to per-
form inferences on the local knowledge base. In short, this algorithm tries to create
a model of the description logic knowledge base by building a set of ABoxes. A dis-
junction in the KB creates two branches, which have to be expanded and checked
for consistency. The algorithm ends when one of the branches is complete and does
not contain an obvious contradiction (a clash) or all branches are closed contain-
ing clashes. The outcome of the tableau algorithm can be changed if adding a new
piece of information causes an open branch to close.

In consequence, the goal of issuing queries to other agents is to close branches,
which would not be closed only basing on the local knowledge base. Suppose the
ABox A contains two assertions A(a) and B(a). In the local KB they do not
produce a clash. However, if another source can provide information that (¬B �
¬A)(a), the branch would be closed and a different conclusion could be reached.
The assertion (¬B � ¬A)(a) will be added to the KB if either the subsumption
relation B ! ¬A or A ! ¬B is asserted. This leads to the conclusion that when
the assertions A(a) and B(a) are encountered, the agent should send the queries
A ! ¬B? and B ! ¬A? to other agents and if it receives a positive or a default
answer, the results of reasoning may change.

Example 1. Consider three agents with the following knowledge bases.

Agent 1 Agent 2 Agent 3

Penguin(PAT) Penguin ! Bird Penguin ! ¬Flies
Bird : Flies

Flies

The tableau reasoning procedure for the first agent will create the ABox
A = {Penguin(PAT),¬Flies(PAT)}. The first assertion is taken from the knowl-
edge base and the second is the negation of the query. Now, the two queries that
can be sent to other agents are Penguin ! Flies and ¬Flies ! ¬Penguin. Any of
these queries answered positively would directly cause the answer to the query
Flies(PAT) to become positive. However, neither Agent 2 nor Agent 3 will an-

swer positively. Agent 2 will nonetheless provide the answer
Penguin : Flies

Flies
. The

answer in the form of a default causes the asking agent to assimilate the de-
fault to its knowledge base. The agent must recompute the extensions, since
adding a default can result in changing the number of extensions. Agent 1
can add this default to its knowledge base and compute a single extension
{Penguin(PAT), Flies(PAT)}, which can answer the query Flies(PAT)? positively.
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The third agent’s knowledge can, however, change this outcome since it
knows that penguins do not fly. The default reasoning procedure, before de-
ciding to apply the default (which came from Agent 2), will check its justifi-
cation. Since this is done using the same tableau algorithm, the ABox A =
{Penguin(PAT), Flies(PAT)} will be tested for consistency. The first assertion of
A comes from the knowledge base and the second one is the tested justification.
This ABox will produce the queries Penguin ! ¬Flies and Flies ! ¬Penguin. The
first one of these can be answered by Agent 3 causing the tableau to close with

a clash and disallowing the default
Penguin : Flies

Flies
to be applied for PAT. The

final result is the answer False to the query Flies(PAT).

The exchange of knowledge between agents is realized by extending the tableau
reasoning procedure by adding a new tableau rule. The rule in Figure 2 says that
if no other rules can be applied, pairs of concepts (A, B) are chosen to be formed
into a query. The query is formed by creating two subsumptions A ! ¬B and
B ! ¬A. If a query succeeds, it results in making the tableau branch inconsistent.

If no other rules can be applied and A contains A and B, and the query (A,B) has
not been issued,
then prepareQuery(A,B).

Fig. 2. Tableau rule for issuing queries

For each pair of assertions A(a), B(a), where A and B are atomic concepts
and a is an individual, the procedure prepareQuery(A, B) is run. If either of the
atomic concepts subsumes the other in the local knowledge base (i.e. A ! B
or B ! A), the queries are not sent, because a positive answer would lead to
inconsistency. The subsumption test should be possible to be made very efficient
by indexing the concept lattice [10], since only atomic concepts may appear in
queries. The procedure sendQuery(a, q) asynchronously sends the query q to the
agent a. Thus, the procedure prepareQuery returns immediately and does not
wait to receive answers from queried agents.

The answers from other agents are recieved asynchronously. After all agents
respond or a timeout is reached, if there are any answers, which are not False,
the local query has to be recomputed. In the process, new queries, which were
not issued before can be sent. The process continues until no answers to queries
are received. The process is guraranteed to finish, since no query is issued twice
and the set of agents and their interface languages are finite.

The answerReceived function is a callback function called asynchronously after
each answer from a remote agent is received. Note that the recomputation of
extensions can be postponed until more answers are received in order to reduce
the number of times the extensions are determined. When the agent is no longer
waiting for answers from other agents, the answer to the query is determined by
the local default reasoning procedure.
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Algorithm 1. prepareQuery
Input: Concepts A, B

begin
if A � B or B � A is entailed by the local knowledge base then

return;
targetAgents = agents(A)∩ agents(B);
foreach a ∈ targetAgents do

sendQuery(a, A � ¬B);
sendQuery(a, B � ¬A);

end

Algorithm 2. answerReceived
Input: answer a

begin

if a is a default
A : J �B

B
then

Add
A : J � B

B
to the current knowledge base;

Recompute extensions;
else if a is a positive answer A � B then

Add ¬A �B to each Ai in the tableau;

end

6 Conclusion

The paper describes a model for DDLD-based multi-agent system. The dis-
tributed reasoning process is proposed. The formalism for default transformation
is applied in order to achieve answers to subsumption queries that retain the in-
formation about the assumptions made during default reasoning. An algorithm
based on Distributed Description Logic has been developed for reasoning in a
multi-agent environment.

Default transformations can have an application to answering queries in a
multi-agent system. Passing messages between agents in the form of defaults is
more informative than strict answers, as the assumptions made during reasoning
are not hidden from the querying agent, which in turn can itself validate the
justifications to perform the inference locally.
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Abstract. This paper presents new idea for Markov blanket approxi-
mation. It uses well known heuristic ordering of variables based on mu-
tual information, but in another way then it was considered in previous
works. Instead of using it as a simple help tool in a more complicated
method most often based on statistical tests - presented here idea tries
to rely without any further statistical tests only on the heuristic and its
previously not considered interesting properties.
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1 Introduction

Markov blanket is one of the essential concepts in the domain of Bayesian net-
works (see [4], [3])). It has first time appeared in 1988 in Judea Pearl’s work
([4]). Let A be the vector of discrete random variables. In practice we consider
A as a set of attributes of some information system. Markov blanket of some
variable X ∈ A, denoted as MB(X), is a subset MB(X) ⊆ A \ {X} such that
X ⊥ (A\({X}∪MB(X))) | MB(X) (where U ⊥ V | W means conditional inde-
pendence of U and V given W ). What we are usually most interested about are
minimal Markov blankets with respect to the relation ⊂. There is a special name
for such minimal Markov blankets - they are called Markov boundaries, but it
is the term rather not often used. Many authors instead of Markov boundary
simply call this minimal forms as Markov blankets. I will also use this convention.
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It turns out, that for big family of possible distributions over A Markov blan-
ket is unique. First of all, it is unique for every discrete distribution for which
exists so called perfect map (I only mention about it in this article, definition
can be found in [3], from page 95). This property is closely related to Bayesian
networks domain, but there is also other property, which can be understood
without any further knowledge about this topic. Suppose that probability dis-
tribution of discrete random variables in A is strictly positive . That is, every
value configuration of variables in A has probability greater than zero (for each
variable we consider all its values within its state space). Then for every X ∈ A
there is a unique Markov blanket of X (proof of this result can be found in [4]).

This paper will not consider Markov blankets applications, but it is worth to
sketch two of them. One is attribute selection: if we want to predict decision
variable given the rest of attributes we can simply limit this task to predict
decision on the basis of its Markov blanket - in probabilistic sense we don’t
loose any information. This application attracted more attention after Koller
and Sahami’s work in 1996 ([1]). The second application is associated with the
domain from which Markov blankets come - Bayesian networks. It turns out
that knowledge of Markov blanket of each variable of some random vector (in
practice - set of attributes of information system) is in theory sufficient to induce
Bayesian network for this variables. Moreover, assuming bounded size of Markov
blankets, there exist time efficient algorithms for inducing Bayesian network from
Markov blankets (see [2]).

In 1999 in the same paper ([2]) there also appears important algorithm for
Markov blanket approximation - Grow-Shrink. It is based on statistical tests for
conditional independence, and has been theoretically proved to return exact so-
lution assuming that statistical tests don’t make mistakes. Of course these tests
makes mistakes - so in real application this method returns only some approx-
imation of Markov blanket. Later in 2003 there has appeared IAMB algorithm
(Incremental Association Markov Blanket , [5]) which is actually quite simple
modification of Grow-Shrink, but resulting in significantly better accuracy. The
modification was most of all to replace one of the element of the method: simple
and time efficient heuristic ordering of variables according to its influence on
the variable for which we want to find Markov blanket (main cost is here just
ordering sequence of numbers), with time less efficient (pessimistic quadratic in
number of variables) but much better ordering based on more advanced heuris-
tic. The crucial reason why IAMB is better is this advanced heuristic ordering,
which significantly reduces number of statistical tests for conditional indepen-
dence necessary to conduct, and reduces number of conditional variables in these
tests (which results in greater reliability of these tests). Both methods Grow-
Shrink and IAMB were beginning of constraint-based type stream of methods
for Markov blanket approximation - which is characterized by using conditional
independence tests. These type of methods were definitely most popular in last
decade. The inspiration for them was to reduce as much as possible number of
necessary tests and number of conditional variables in these tests - as it was a
bit done in IAMB, because this could lead to better accuracy.
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The method which is proposed in this article lies outside of this constraint-
based stream, but gets inspiration from the method which is inside - from IAMB.
The same heuristic ordering of variables as in IAMB is here used, but the purpose
to do this is not the same as in IAMB. Here no further tests will be performed,
but instead of this heuristic ordering is here the main tool on which the method
relies. It turns out that there are a few interesting properties of this IAMB
variables ordering, which were not considered and used in any method. The
approach in this paper tries to take advantage from them.

This paper is organized as follows: section 2 describes in particular IAMB
heuristic ordering and its properties on which rely described in section 3 new
methods. Section 4 presents experiments comparing proposed algorithms with
some already well known. This section also summarize whole approach.

2 Theoretical Aspects

The aim of this section is to present some theoretical facts which are the basis
for proposed in section 3 methods of Markov blanket approximation.

The IAMB variables ordering is built on some arbitrary chosen measure of
dependence between two variables - IAMB authors used in their experiments
popular statistical measure - mutual inforamation.

Definition 1. Let X and Y be discrete random variables with state spaces re-
spectively {x1, ..., xs} and {y1, ..., yt}. Mutual information of X and Y , which we
will denote as M(X, Y ), is equal to

M(X, Y ) = H(Y ) − EH(Y | X),

where H(Y ) = −
∑t

i=1 Pr(Y = yi) log(Pr(Y = yi)) is an entropy measure,
H(Y | X = xj) = −

∑t
i=1 Pr(Y = yi | X = xj) log(Pr(Y = yi | X = xj)), and

EH(Y | X) =
∑s

j=1 H(Y | X = xj)Pr(X = xj)

Some well known facts about this measure are that M(X, Y ) = M(Y, X),
M(X, Y ) ≥ 0, and M(X, Y ) = 0 ⇐⇒ X ⊥ Y . Intuitively, the closer to zero is
mutual information measure, the closer to independence are considered
variables.

In Grow-Shrink algorithm variables are ordered simply in descending order
by the value of their mutual information with variable for which we want to find
Markov blanket - let T be this variable. In IAMB the ordering takes care about
common influences of sets of variables on T .

Assume that we have discrete random vector {X1, X2, ..., Xn, T }, where T is
the variable for which we want to find MB(T ) - its Markov blanket. The values
on which IAMB ordering relies we define as Mi = M(T, {X1, X2, ..., Xi}), for
i ∈ {1, ..., n} (where {X1, X2, ..., Xi} we understand here as one random variable
in vector form). Additionally we define M0 = 0. Then:
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Fact 1. Let’s denote Ci = {X1, X2, ..., Xi} for i ∈ {1, ..., n}, C0 = ∅. Then:

(a) M0 ≤ M1 ≤ M2 ≤ ... ≤ Mn.
(b) For 1 ≤ i ≤ n we have that Mi = Mi−1 ⇐⇒ Xi ⊥ T | Ci−1.
(c) Assume additionally that MB(T ) is unique. If j = max{i ∈ {1, ..., n} : Mi >

Mi−1}, then Xj ∈ MB(T ) and MB(T ) ⊆ {X1, X2, ..., Xj}. If such j doesn’t
exist, that is M1 = M2 = ... = Mn = 0, then MB(T ) = ∅.

Proof. (c) Assume that for some 0 ≤ i < j we have that MB(T ) ⊆ Ci. This
would of course mean that {Xi+1, Xi+2, ..., Xn} ⊥ T | Ci, so in particular Xj ⊥
T | Cj−1 - but this is not possible, because of (b).

So by contradiction we have proved, that for every 0 ≤ i < j MB(T ) 
⊆ Ci.
So to prove (c) it is of course sufficient to show that MB(T ) ⊆ Cj .

If j = n, then clearly MB(T ) ⊆ Cj . So let’s assume that j < n. We have that
Mj = Mn. Let’s consider instead of sequence of variables X1, X2, ..., Xn the se-
quence X1, X2, ..., Xj , {Xj+1, Xj+2, ..., Xn}, where we treat {Xj+1, Xj+2, ..., Xn}
as one variable in vector form. Corresponding mutual information values to this
sequence are of course M1, M2, ..., Mj , Mn. Now we simply use (b) and obtain,
that {Xj+1, Xj+2, ..., Xn} ⊥ T | {X1, X2, ..., Xj} - this is one of two Markov
blanket properties (second property is minimality). From assumption we have
that MB(T ) is unique, which means that for sure MB(T ) ⊆ {X1, X2, ..., Xj}.

In the case when j doesn’t exist, we have in particular that Mn = 0, which
means that {X1, X2, ..., Xn} ⊥ T , so MB(T ) = ∅. �

Part (a) and (b) are well known, so I omit their proof (which is actually simple
consequence of previously written mutual information properties).

Now let’s assume, that variables X1, ..., Xn are already ordered according to
IAMB heuristic. This means, that for i ∈ {1, ..., n}:

Xi = argmax
X∈{Xi,Xi+1,...,Xn}

M(T, {X1, X2, ..., Xi−1, X})

(for i = 1 we understand M(T, {X1, X2, ..., Xi−1, X}) as M(T, X)) With this
assumption it turns out, that we can reinforce part (c) in previous fact:

Fact 2. Assume that MB(T ) is unique, and that variables X1, ..., Xn are already
ordered according to IAMB heuristic. Let Mi = M(T, {X1, X2, ..., Xi}), for i ∈
{1, ..., n}, and j = max{i ∈ {1, ..., n} : Mi > Mi−1}. If such j exists and j > 1
then Xj−1 ∈ MB(T ).

Proof. Let’s consider modified sequence X ′
1 = X1, X

′
2 = X2, ..., X

′
j−2 = Xj−2,

X ′
j−1 = Xj , X

′
j = Xj−1, X

′
j+1 = Xj+1, X

′
j+2 = Xj+2, ..., X

′
n = Xn - so we swap

Xj−1 and Xj . Corresponding mutual information values to this sequence are
M ′

1 = M1, M
′
2 = M2, ..., M

′
j−2 = Mj−2, M

′
j−1, M

′
j = Mj, M

′
j+1 = Mj+1, ..., M

′
n

= Mn - clearly the only change might be on j − 1 place. From assumption
order X1, ..., Xn is according to IAMB heuristic, so M ′

j−1 ≤ Mj−1. Also from
assumption we have that Mj > Mj−1. This gives us M ′

j−1 < Mj , so M ′
j−1 < M ′

j .
That is we have that max{i ∈ {1, ..., n} : M ′

i > M ′
i−1} = j, so from fact 1 (c)

we have that X ′
j ∈ MB(T ), but X ′

j = Xj−1. �
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Fact 1 (c) and fact 2 were not considered and used in any previous Markov blan-
ket approximation approaches. In the next section there are proposed methods
which tries to do this.

3 Proposed Methods

We can treat IAMB ordering of variables as a greedy approach which tries to
place MB(T ) in at most number of first positions of this order as possible.
The ideal situation would be of course if for |MB(T )| = k on the first k po-
sitions of this order are exactly all variables from MB(T ) - IAMB heuristic
doesn’t guarantee this (it is easy to show examples of distributions of variables
{X1, X2, ..., Xn, T } for which IAMB order is not perfect), although it is still
really good, especially comparing to some previous heuristic orderings - like in
Grow-Shrink.

But obtaining this order is only the first step - the second would be to some-
how obtain from it approximation of MB(T ), let’s denote it as M̂B(T ). In
IAMB the main tools to catch M̂B(T ) from this order are statistical conditional
independence tests.

What here will be proposed is to obtain M̂B(T ) from IAMB order without
any tests, instead of them looking not only at the order, but also at the mutual
information values corresponding to it: M1, M2, ..., Mn.

The basic idea to do this is to directly use fact 1 (c). In theory it would be
very simple: Let’s assume that we have variables {X1, X2, ..., Xn, T }, where for
variable T we want to find its Markov blanket approximation M̂B(T ). We as-
sume also that variables X1, X2, ..., Xn are already ordered according to IAMB
heuristic. As previously we denote Mi = M(T, {X1, X2, ..., Xi}) for i ∈ {1, ..., n},
M0 = 0. Then we find j = max{i ∈ {1, ..., n} : Mi > Mi−1} and return
M̂B(T ) = {X1, X2, ..., Xj}, or if such j doesn’t exist - we return M̂B(T ) = ∅.
In theory such approach guarantees us that we catch as M̂B(T ) the smallest
number of first variables in IAMB order which contain MB(T ).

All this procedure seems to be very simple, but in fact it is simple only in the-
ory. The main problem which we have in practice is that we don’t have exact in-
formation about distribution of {X1, X2, ..., Xn, T }, but only some approximate
information in the form of finite table. This means that IAMB order is obtained
only approximately, and also values M1, ..., Mn are approximate. Moreover, value
of Mi looses rapidly its reliability with increasing i (When i is increasing, vari-
ables {X1, X2, ..., Xi} which appear in Mi = M(T, {X1, X2, ..., Xi}) divide finite
number of examples - rows in table into fast increasing number of parts accord-
ing to all possible value configurations of them, so sizes of this parts decrease
fast and make calculation of entropy of T on each of them less reliable.).

Now the question arises, whether, despite those problems, it is possible to
obtain somehow in practice good approximation of j = max{i ∈ {1, ..., n} :
Mi > Mi−1} ? The best way to answer this question is to show the following
examples.
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29 211 213 215

(a)

29 211 213 215

(b)

Fig. 1.

Both examples 1 (Fig. 1 (a)) and 2 (Fig. 1 (b)) corresponds to two another
randomly chosen distributions over binary variables {X1, X2, ..., X9, T }. For both
distributions we know MB(T ) - it corresponds to big points on the pictures. For
each of this two distributions there were artificially generated from them four
tables of size (number of rows) 29, 211, 213, 215 (how to obtain all these things
is described in next section). Each picture presents IAMB order of variables
X1, X2, ..., X9 (order is from left to right) calculated on the basis of the table of
size corresponding to the caption. We can’t read all this order - we only see this
what we are interested: positions of variables in MB(T ) - big points. Assuming
that on some picture the order of variables is X ′

1, X
′
2, ..., X

′
9 (some permutation

of sequence X1, X2, ..., X9), the height of i-th from the left point on that picture
corresponds to M(T, {X ′

1, X
′
2, ..., X

′
i}).

Although the pictures are not exact - they are only approximation of real
values, of course this approximation becomes better with increase of size of
table - it turns out that for this greater table sizes human can easily recognize
where is the crucial position corresponding in theory to j = max{i ∈ {1, ..., n} :
Mi > Mi−1}. Sometimes it is easier to recognize it - as in example 1, where we
can already see this position for table of size 213. Sometimes it is harder - like
in example 2. Here it is easier to make mistake and say that rather j = 3, while
it should be j = 4.

Here we reach to the main question - how to construct algorithm which will
recognize with big accuracy the correct position j ? Is it easier to characterize
this position with respect to the left side of j on the picture (the most reliable
values), or to the right side of j (the least reliable values)?

Answer might be a bit surprising - it seems that it is much easier to recognize
it with respect to the right side. The reason is following: Left side, although
the most reliable, has in general irregular shape - as its theoretical ideal form
is. Right side, although the least reliable, is in theory a straight horizontal line,
which in a finite table consideration looks most often as a line quite smoothly
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with decrease of reliability curving up - so the position j should be the first one
going from right to left after which this behavior is changed.

So proposed further method recognize position j from the right side of the
picture, which somehow breaks the principle of many previous approaches: to
rely on the most reliable measures and tests.

Method of recognizing desired inflection position j:

– Assume that MB(T ) is unique, and that variables X1, X2, ..., Xn are already
ordered according to IAMB heuristic.

– We use normalized version of the graph, where the height of i-th point
Mi = M(T, {X1, ..., Xi}) is additionally divided by H(T ), we will denote
this normalized height as Ni, and define N0 = 0. We name all this points
simply: X1, X2, ..., Xn, the coordinates of point Xi on the graph is (i, Ni).
Additionally we define point X0 = (0, N0) = (0, 0).

– We define also for i ∈ {1, ..., n− 1} vi = arctan(Ni −Ni−1)− arctan(Ni+1 −
Ni). If we understand angle �Xi−1XiXi+1 as the lower one, then it is easy
to see that �Xi−1XiXi+1 = π − vi.

– The aim: Find the first point going from right to left such, that it is signifi-
cant inflection point into the concave shape comparing to most often convex
flexions of the points on the right.

– The procedure: Starting from N START-th point counting from the right
side, moving in each next iteration by one point to the left, we procede
the following: Assume, that we are in point Xk. If vk > 0 (so the flexion
is into the concave shape), then we perform some clusterization of values
vk, vk+1, ..., vn−1 into two groups. If vk turns out to be one cluster, then we
stop algorithm and return position k as a desired point of inflection.

– If the iteration goes through points from right to left including X1 and
doesn’t find any point of inflection - we return ”no position of inflection”.

N START is arbitrary chosen parameter. It is necessary, because we need to
compare somehow considered point with the previous on the right to detect
whether it is point of inflection. Another parameter - very important - is method
of clustering. In the next section I describe what method I used in experiments.

One of two proposed methods of approximation MB(T ) we have already
described: If sketched above algorithm returns as a point of inflection some
position l - we return M̂B(T ) = {X1, X2, ..., Xl}, or if algorithm returns ”no
point of inflection” - we return M̂B(T ) = ∅. The second proposed method is
more complex and can be proved to return exact solution MB(T ) if all measures
are calculated not approximately on the basis of some finite table, but we have
their exact values. We assume that MB(T ) is unique. The method is following:

1. Let X ′
1, X

′
2, ..., X

′
n be IAMB order of variables X1, X2, ..., Xn.

2. Use the method of recognizing desired inflection position. If the method
returns ”no point of inflection”, then stop algorithm and return M̂B(T ) =
∅. If the method returns position l = 1, then stop algorithm and return
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M̂B(T ) = X1. If l = 2 - stop and return M̂B(T ) = {X1, X2}. If l > 2, then:
assign X1 = X ′

1, X2 = X ′
2, ..., Xl−2 = X ′

l−2, Xl−1 = {X ′
l−1, X

′
l}, Xl = X ′

l+1,
Xl+1 = X ′

l+2, ..., Xn−1 = X ′
n, assign n = n − 1 and go to step 1.

The method is somehow similar to agglomerative clustering. In every step we
’glue’ two variables X ′

l−1 and X ′
l treating them as one in a vector form. In

theoretical consideration (all measures exact) from fact 2 we know that both
variables X ′

l−1 and X ′
l belongs to MB(T ) - that’s why we can ’glue’ them. In

the next step we have one variable less - but Markov blanket remaines the same -
the only (virtual) change is that instead of X ′

l−1 and X ′
l it contains one variable

{X ′
l−1, X

′
l}. So in theory after whole this procedure all variables in MB(T ) and

only them are connected into one variable in vector form - which is returned. Of
course in practice all used measures are not calculated exactly but approximately
- so whole method is also some approximation of MB(T ).

4 Experiments and Summary

Each presented further experiment has the following schema: Parameters are:
s - increasing finite sequence of natural numbers; n, RAND REP, CLUST REP,
MAX MB ∈ N; d ∈ [0, 1]. For each element s[i] of s repeat RAND REP times:

– Randomly choose directed acyclic graph G of n vertices and density d, that
is each pair of vertices is connected with probability d. Assign to each node
X of G - which will represent binary variable - randomly (uniformly) chosen
parameters describing conditional probability of X given its parents in G. G
together with parameters is our random Bayesian network BN of density d.

– After such randomly chosen parameters for G with probability 1 the dis-
tribution holded by BN - let’s call it PBN - has perfect map in the form of
exactly graph G (see [3]). According to another well known fact (see [3]) this
means, that for every node X of G we can read MB(X) for distribution PBN

directly from graph G (MB(X) is a set of parents, children and parents of
children of X). So for our randomly chosen distribution holded by network
BN we know in advance what is the real Markov blanket of each variable.

– We choose random node T of G. We generate table of s[i] rows - each row
independly generated from distribution PBN holded by network BN (using
standard procedure included in logic sampling (see [3], page 215)).

– As accuracy of each Markov blanket approximation method on this table we

return |M̂B(T )∩MB(T )|
|M̂B(T )∪MB(T )| if |M̂B(T ) ∪ MB(T )| > 0, otherwise we return 1.

As accuracy of given method on the tables of size s[i] we return average accu-
racy of the method in RAND REP described repetitions. Parameter MAX MB
is the maximal considered size of Markov blankets. That is, if in some rep-
etition it turns out that |MB(T )| > MAX MB - the repetition is cancelled
and repeated until |MB(T )| ≤ MAX MB. Both proposed in previous section
methods use described algorithm to recognize point of inflection. The important
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Fig. 2. (a) n=10, N START=4, RAND REP=200, CLUST REP=100, MAX MB=6
(b) N START=4, RAND REP=200, CLUST REP=100, MAX MB=n-4, d=0.3
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element of this algorithm is clustering method - I have used 2-means cluster-
ing repeated with random start configuration CLUST REP times. Then simply
most often result is chosen. N START is parameter described in previous sec-
tion.

Fig. 2 (a) and Fig. 2 (b) presents results of two experiments based on described
schema. In the first one we consider situation when for the constant number of
variables (n = 10), the density of dependencies is increased (d = 0.1, 0.3, 0.5,
this affect increase of size of Markov blankets). In the second one density is
constant (d = 0.3), and we increase number of variables (n = 10, 15, 20). X-
axis on each picture is sequence s, Y-axis is accuracy of the methods. Method
1 is first proposed simple method, while method 2 is the second agglomerative
method. MMHC (Max-Min Hill-Climbing, [6]) is a popular, strong hybrid (score
and constraint-based) method of approximation Bayesian network - but from the
obtained network we can easy read approximation of Markov blanket of any vari-
able. TABU is a score-based Bayesian network learning approach implemented
in package bnlearn ([7]) for statistical tool R ([8])).

First of all we can see that methods 1 and 2 behave similarly, but I prefer
method 1, because of its simplicity: my implementation of this method has time
complexity O(n2m log m) where m is number of rows and n is number of columns
of the table, while method 2 is O(n3m log m).

Secondly, we can see from results in Fig. 2 (a) that both methods become
stronger then other when density of dependencies is increasing. Especially inter-
esting is second picture (d = 0.3). It shows that for small statistical significance
of the tables better are well known approaches, but when it is big - proposed
methods can achieve much better accuracy then other. For IAMB and MMHC I
could see the reason in their weak point - statistical tests. Method 1 is similar to
IAMB but instead of tests it uses simple picture recognition procedure - which
seems to overtake tests accuracy when statistical significance of the tables is
increasing. In second experiment (Fig. 2 (b)) with constant density 0.3 we see
similar phenomenon for increasing number of variables.

Summarizing, it is possible with proposed approach to obtain significantly
better accuracy, especially when density of dependencies is big, but it is possi-
ble only with sufficiently big statistical significance of the tables - this condition
unfortunately in practice become hard with increasing number of variables. How-
ever, the idea should be useful in many specific applications where we have data
which with high quality illustrates distribution of variables.
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Abstract. A more efficient version of the prime implicate algorithm introduced
in [12] that reduces the use of subsumption is presented. The algorithm is shown
to be easily tuned to produce restricted sets of prime implicates. Experiments that
illustrate these improvements are described.

1 Introduction

Prime implicants were introduced by Quine [15] as a means of simplifying proposi-
tional logical formulas in disjunctive normal form (DNF); prime implicates play the
dual role in conjunctive normal form (CNF). Implicants and implicates have many ap-
plications, including abduction and program synthesis of safety-critical software [8].
All prime implicate algorithms of which the authors are aware make extensive use of
clause set subsumption; improvements in both the pi-trie algorithm and its core sub-
sumption operations are therefore relevant to all such applications.

Numerous algorithms have been developed to compute prime implicates — see, for
example, [1, 2, 4–7, 9, 10, 14, 16, 20, 21]. Most use clause sets or truth tables as input,
but rather few allow arbitrary formulas, such as the pi-trie algorithm introduced in [12].
Some are incremental in that they compute the prime implicates of a clause conjoined
to a set of prime implicates. This recursive algorithm stores the prime implicates in a
trie — i.e., a labeled tree — and has a number of interesting properties, including the
property that, at every stage of the recursion, once the subtrie rooted at a node is built,
some superset of each branch in the subtrie is a prime implicate of the original formula.
This property admits variations of the algorithm that compute restricted sets of prime
implicates, such as only positive ones or those not containing specific variables. These
variations significantly prune the search space, and experiments indicate that significant
speedups are obtained. In this paper, the improvements and properties are introduced
and explained; experimental results are provided.

Basic terminology and the fundamentals of pi-tries are summarized in Section 2. The
analysis that leads to the new pi-trie algorithm is developed in Section 3, and trie-based
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set operations and experiments with them are described in Section 4. The new pi-trie al-
gorithm and the results of experiments that compare the new algorithm with the original
are described in Section 5. Useful properties of the algorithm are established in Section
6, and results of experiments that illustrate efficiency improvements are presented in
Section 7. Proofs of lemmas and theorems can be found in [13].

2 Preliminaries

The terminology used in this paper for logical formulas is standard: An atom is a propo-
sitional variable, a literal is an atom or the negation of an atom, and a clause is a disjunc-
tion of literals. Clauses are often referred to as sets of literals; however, it is sometimes
convenient to represent them with logical notation. An implicate of a formula is a clause
entailed by the formula, and a non-tautological clause is a prime implicate if no proper
subset is an implicate. The set of prime implicates of a formula F is denoted P(F).
Note that a tautology has no prime implicates, and the empty clause is the only prime
implicate of a contradiction.

The trie is a tree in which each branch represents the sequence of symbols labeling
the nodes (or sometimes edges) on that branch, in descending order. The nodes along
each branch represent the literals of a clause, and the conjunction of all such clauses is
a CNF equivalent of the formula. If there is no possibility of confusion, the term branch
will often be used for the clause it represents. Further, it will be assumed that a variable
ordering has been selected, and that nodes along each branch are labeled consistently
with that ordering. A trie that stores all prime implicates of a formula is called a prime
implicate trie, or simply a pi-trie. It is convenient to employ a ternary representation of
pi-tries, with the root labeled 0 and the ith variable appearing only at the ith level. If
v1, v2, . . . , vn are the variables, then the children of a node at level i are labeled vi+1,
¬vi+1, and 0, left to right. With this convention, any subtrie (including the entire trie) is
easily expressed as a four-tuple consisting of its root and the three subtries. For example,
the trie T can be written 〈r, T +, T −, T 0〉, where r is the label of the root of T , and
T +, T −, and T 0 are the three (possibly empty) subtries. The ternary representation
will generally be assumed here. Lemma 1 is well known and stated without proof.

Lemma 1. Clause set S is prime iff S is a resolution-subsumption fixed point. ��

3 Prime Implicates under Truth-Functional Substitution

The pi-trie algorithm computes P(F) recursively from P(F [α/v]), where α is a truth
constant 0 or 1 and is substituted for every occurrence of the variable v in P(F). When
no confusion is possible, F [0/v] and F [1/v] will be denoted F0 and F1, respectively.

To transform P(F0) and P(F1) into P(F), note first that F ≡ (v∨F0)∧(¬v∨F1);
i.e., P(F) is logically equivalent to (v ∨ P(F0)) ∧ (¬v ∨ P(F1)). Let J0 and J1,
respectively, be the clause sets produced by distributing v — respectively, ¬v — over
P(F0) — respectively, (P(F1)). Observe that J0 and J1 are (separately) resolution-
subsumption fixed points because P(F0) and P(F1) are. Subsumption cannot hold
between one clause in J0 and one in J1 since one contains v and the other ¬v. Thus if
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J0∪J1 is not a resolution-subsumption fixed point, producing a fixed point from it must
require resolutions having one parent from each. These can be restricted to resolving on
v and ¬v because any other produces a tautology. Note that each such resolvent is the
union of a clause from P(F0) and one from P(F1). This proves

Lemma 2. The only useful resolvents in J0 ∪ J1 are on v and ¬v. ��

It turns out to be sufficient to consider all such resolvents but no others:

Theorem 1. Let F be a logical formula and let v be a variable in F . Suppose E is a
prime implicate of F not containing v. Then E = (C ∪ D), where C ∈ P(F0) and
D ∈ P(F1). ��

Theorem 1 and the discussion leading up to it suggest a method for computing P(F)
from P(F0) and P(F1). From Lemma 2, no useful resolvent can contain v or ¬v.
Thus the prime implicates that do are already in J0 ∪ J1. By Theorem 1 the useful
resolvents account for all prime implicates of F that do not contain the variable v.
Thus, to produce P(F), it suffices to obtain the subsumption minimal subset of the
fully resolved J0 ∪ J1. Denote P(F0) and P(F1) by P0 and P1, respectively, and
partition each into two subsets: P⊇

0 , the clauses in P0 subsumed by some clause in P1,
and P
�

0 , the remaining clauses in P0. Define P⊇
1 and P
�

1 similarly.

Theorem 2. Let J0, J1, P0, P1, P⊇
0 , P
�

0 , P⊇
1 , and P
�

1 be defined as above. Then
P(F) = (v ∨ P
�

0 ) ∪ (¬v ∨ P
�
1 ) ∪ P⊇

0 ∪ P⊇
1 ∪ U (∗)

where U is the maximal subsumption-free subset of {C ∪ D | C ∈ P
�
0 , D ∈ P
�

1 } in
which no clause is subsumed by a clause in P⊇

0 or in P⊇
1 . ��

Observe that if C in P0 strictly subsumes D in P⊇
1 , then C is in P
�

0 : Were C in P⊇
0 ,

the clause in P1 that subsumes C would also subsume D, which is impossible. As a
result, C appears in the prime implicate {v} ∪ C, which does not subsume D.

4 Tri-Based Operations

The pi-trie algorithm introduced in [12] used a routine called PIT, which was developed
with a branch by branch analysis. The new version of the algorithm uses a new version
of PIT. The two appear different but in fact use similar methods to construct P(F)
from P0 and P1. The new one employs the set operations of Theorem 2. The resulting
development is arguably more intuitive, and the new algorithm is more efficient.

One improvement comes from identifying P⊇
0 and P⊇

1 before considering any
clauses as possible members of U . The details are omitted here, but the result is avoid-
ance of unnecessary subsumption checks. Furthermore, keeping P⊇

0 andP
�
0 as separate

sets makes prime marks at the ends of trie branches unnecessary; checking for them in
the original algorithm is almost as expensive as the subsumption check itself. Most sig-
nificantly, clause set operations can be realized recursively on entire sets, represented
as tries.1 Experimentally, the advantage increases with the size of the trie.

1 Tries have been employed for (even first order) subsumption [19], but on a clause to trie basis,
rather than the trie to trie basis developed here.
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The operators Subsumed(F, G) = {C ∈ G | C is subsumed by some C′ ∈ F} and
XUnions(F, G) = {C ∪D | C ∈ F, D ∈ G, C ∪D is not tautological } on clause sets
F and G are defined as set operations, but the pseudocode implements them on clause
sets represented as ternary tries. Recall that the trie T can be written 〈r, T +, T −, T 0〉,
where r is the root label of T , and T +, T −, and T 0 are the three subtries. Tries with
three empty children are called leaves.

input : Two clausal tries T1 and T2

output: T , a trie containing all the clauses in T2 subsumed by some clause in T1

if T1 = null or T2 = null then
T ← null ;

else if leaf(T1) then
T ← T2;

else
T ← new Leaf;
T+ ← Subsumed(T+

1 , T+
2 ) ∪ Subsumed(T 0

1 , T+
2 ) ;

T− ← Subsumed(T−
1 , T−

2 ) ∪ Subsumed(T 0
1 , T−

2 ) ;
T 0 ← Subsumed(T 0

1 , T 0
2 ) ;

if leaf(T ) then
T ← null;

end
end
return T ;

Algorithm 1. Subsumed(T1,T2)

input : Two clausal tries T1 and T2

output: T , a trie of the pairwise unions of the clauses in T1 and T2

if T1 = null or T2 = null then
T ← null ;

else if leaf(T1) then
T ← T2;

else if leaf(T2) then
T ← T1;

else
T ← new Leaf;
T + ← XUnions(T +

1 , T +
2 ) ∪ XUnions(T 0

1 , T +
2 ) ∪ XUnions(T +

1 , T 0
2 ) ;

T− ← XUnions(T−
1 , T−

2 ) ∪ XUnions(T 0
1 , T−

2 ) ∪ XUnions(T−
1 , T 0

2 ) ;
T 0 ← XUnions(T 0

1 , T 0
2 );

if leaf(T ) then
T ← null;

end
end
return T ;

Algorithm 2. XUnions(T1,T2)

Experiments involving subsumption testing are reported below. In Section 5, the new
and original versions of the pi-trie algorithms are compared.
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The input for the experiments depicted in Figure 1 is a pair of n-variable CNF for-
mulas, where n ∈ {10, . . . , 15} with results averaged over 20 trials for each n. Each
formula with n variables has '

(
n
3

)
/4( clauses of length 3, '

(
n
4

)
/2( clauses of length 4,

and
(
n
5

)
clauses of length 5. This corresponds to 1

32 of the 2k
(

n
k

)
possible clauses of

length k for k = 3, 4, 5.
The two clause sets are compiled into two tries for the application of Subsumed and

into two lists for the application of NaiveSubsumed. (The latter is a straightforward
subset test on lists and is not shown.) The ratio of the runtimes changes as the input
size increases, suggesting that the runtimes of NaiveSubsumed and Subsumed differ
asymptotically. Additional evidence is supplied by Lemma 3:

Lemma 3. Subsumed, when applied to two full ternary tries of depth h and combined

size n = 2(3h+1−1
2 ), runs in time O(n

log 5
log 3 ) ≈ O(n1.465). ��

This is less than NaiveSubsumed’s obvious runtime of O(n2) but still more than linear.
Lemma 3 is interesting but the general upper bound may be quite different.

5 The New pi-trie Algorithm

Theorem 2 provides a simpler characterization of the pi-trie algorithm than the one
developed in [12]. The algorithm can be viewed in the standard divide-and-conquer
framework,2 where each problem F is divided into subproblemsF0,F1 by substitution
on the appropriate variable. The base case is when substitution yields a constant, so that
P(0) = {{}} or P(1) = {}.

The remainder of the algorithm consists of combining P0 and P1 to formP(F). This
is done both here and in [12] by a routine called PIT. However, in [12], the subsumption

2 Rudell [17] proposed a similar divide-and-conquer strategy for prime implicants absent of any
analysis of precisely when and how subsumption checks are applied.
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input : A boolean formula F and a list of its variables V = 〈v1, . . . , vk〉
output: The clause set P(F) — the prime implicates of F
if F = 1 then

return ∅ ; // Tautologies have no prime implicates.
else if F = 0 then

return {{}} ; // P(0) is the set of just the empty clause.
else

F0 ← F [0/v1];
F1 ← F [1/v1];
V ′ ← 〈v2, . . . , vk〉;
return PIT( prime(F0, V

′) , prime(F1, V
′) , v1 );

end
Algorithm 3. prime(F ,V )

input : Clause sets P0 = P(F0) and P1 = P(F1), variable v
output: The clause set P = P((v ∨ F0) ∧ (¬v ∨ F1))
P⊇

0 ← Subsumed(P1,P0) ; // Initialize P⊇
0

P⊇
1 ← Subsumed(P0,P1) ; // Initialize P⊇

0

P��
0 ← P0 − P⊇

0 ;
P��

1 ← P1 − P⊇
1 ;

U ← XUnions(P��
0 ,P��

1 );
U ← U − SubsumedStrict(U ,U);
U ← U − Subsumed(P⊇

0 ,U);
U ← U − Subsumed(P⊇

1 ,U);
return ((v ∨ P��

0 ) ∪ (¬v ∨ P��
1 ) ∪ P⊇

0 ∪ P⊇
1 ∪ U ) ;

Algorithm 4. PIT(P0,P1,v)
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checking is done branch by branch; here, it is performed between entire tries denoted by
P0, P1, P⊇

0 , P
�
0 , P⊇

1 , and P
�
1 . Trie-based operations are employed such as Subsumed

and Unions, which were discussed in Section 4.
Figure 2 compares the pi-trie algorithm from [12] to the updated version using the re-

cursive Subsumed and XUnion operators. The input for both algorithms is 15-variable
3-CNF with varying numbers of clauses, and the runtimes are averaged over 20 trials.
The great discrepancy between runtimes requires that they be presented in log scale; it
is explained in part by Figure 1, which compares the runtime of Subsumed to Algorithm
5, a naı̈ve subsumption algorithm. The performance of the two systems converges as the
number of clauses increases. With more clauses, formulas are unsatisfiable with proba-
bility approaching 1. As a result, the base cases of the prime algorithm are encountered
early, and subsumption in the PIT routine plays a less dominant role, diminishing the
advantage of the new algorithm.

6 Selective Computation

It is sometimes useful to restrict attention to a subset of prime implicates having some
particular property, such as being positive or having length at most four. The subset
can always be selected from the entire set of prime implicates, but generating only
the prime implicates of interest is preferable (if this improves efficiency!). If Q is a
property that sets may or may not have, and if A and B are sets, then Q is said to
be superset invariant if whenever B ⊇ A, Q(A) → Q(B); it is subset invariant if
whenever B ⊆ A, Q(A) → Q(B). The complement property, denoted Q, is defined in
the obvious way: Q(X) = ¬Q(X). Examples of subset invariant properties of clauses
are containing no more than three literals, containing only positive literals, and being
a Horn clause. The following lemma is immediate.

Lemma 4. If Q is superset (subset) invariant, then Q is subset (superset) invariant. ��

It turns out that the pi-trie algorithm is particularly amenable to being tuned to generate
only prime implicates satisfying subset invariant properties. The reason is that clauses
computed at any stage of the algorithm always contain as subsets clauses computed at
an earlier stage.

The main function of the pi-trie algorithm is prime, which returns the set (repre-
sented as a trie) of prime implicates of its first argument, F . This set is simply the result
of the PIT routine called on the prime implicates of F0 and F1 as actual parameters
and represented in PIT by the formal parameters P0 and P1. Examining the assignment
statements in PIT, it is easily verified that P
�

0 and P
�
1 consist of subsets of P0 and

P1. Furthermore, every clause initially in U is the union of two clauses from P
�
0 and

P
�
1 , and hence from P0 and P1. Subsequent modifications of U are set subtractions.

Therefore, in the return statement, each clause of v ∨ P
�
0 , ¬v ∨ P
�

1 , P⊇
0 ∪ P⊇

1 , and U
may contain v, ¬v, or neither, and otherwise consists of exactly one clause from either
P0 or P1, or of exactly two clauses – one each from P0 and P1. This proves

Lemma 5. Let C ∈ PIT( prime(F0, V
′) , prime(F1, V

′), v1 ) and let C0 ∈
prime(F0, V

′). Then either C ∩ C0 = ∅ or C ∩ C0 = C0. Similarly for C1 ∈
prime(F1, V

′). ��
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Theorem 3. Let Q be a subset invariant property, and let F be a propositional formula.
Construct PITQ to be PIT modified to first delete all clauses in P0 and in P1 having
property Q. Let S = prime(F0, V

′)∪prime(F1, V
′). Partition S into the prime impli-

cates having property Q, denoted SQ, and those having property Q, denoted SQ. Then

the clauses produced by PITQ( prime(F0, V
′) , prime(F1, V

′), v1 ) include all those
produced by PIT( prime(F0, V

′) , prime(F1, V
′), v1 ) having property Q. ��

Observe that the theorem does not guarantee that PIT returns only clauses of SQ. By
adding a literal to clauses in P
�

0 or in P
�
1 , or by forming a union of clauses with Q, a

clause with property Q may result (e.g., when Q is a length restriction.)
The point is that clauses with Q are not required to generate clauses with Q. Since

PITQ is invoked recursively by prime, each invocation is pruning only the most recently
generated clauses with Q. Therefore, the clauses returned by the initial invocation of
prime should be pruned one final time, but this is an implementation detail.

Restricted sets of prime implicates are useful in several settings. One is abductive
reasoning: Finding short non-redundant explanations will result from restricting the
length of prime implicates of the theory.

Perhaps surprisingly, prime implicates turn out to be useful in the synthesis of correct
code for systems having polychronous data flow (both synchronous and asynchronous
data flow). In [8], a calculus of epochs is developed which requires computations of
prime implicates. The most useful in this setting are positive — no negative literals
present — and short — containing only a few literals. Positive, unit prime implicates
are particularly useful. Of course, these are all subset invariant properties.

7 Experiments with Subset Invariant Properties

The new pi-trie algorithm — with subset invariant filters for maximum clause length
and for designated forbidden literals — is implemented in Java. Its performance has
been compared with two others.3 The first comes from a system of Zhuang, Pagnucco
and Meyer [22]. The second comparison was made with a somewhat simpler resolution-
based prime implicate generator called ResPrime. Also implemented in Java, it exhaus-
tively iterates resolution and subsumption checking.

The input for all experiments is a variable number of random 3-CNF clauses from a
constant alphabet size. For a good experimental analysis of prime implicates in random
3-CNF, see [18]. The algorithm from [22] proved to be much slower than the others
and could not be illustrated in Figure 3, which shows a comparison of runtimes of
ResPrime, pi-trie, and pi-trie filtered to exclude clauses of length greater than 2.

While ResPrime outperforms the pi-trie algorithm on small input, the reverse is true
on larger input. When the number of clauses is small, the number of possible resolutions
on small clause sets is correspondingly small, whereas the pi-trie algorithm does not
assume the input to be CNF and thus does not take advantage of this syntactic feature.
Probabilistically, as the number of clauses increases, the formulas become less and less
satisfiable, and so in general the recursive substitution that drives the pi-trie algorithm
requires fewer substitutions to reach a contradiction, allowing faster runtimes. Much

3 It is surprisingly difficult to find publicly available prime implicate generators.
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of the work so avoided is also avoided by filtering, and this lessens the advantage of
filtering itself with formulas whose size is large compared with the number of variables
(see Figure 4 below). At the same time, the resolution algorithm is required to process
more and more clauses and their resolution pairs, and so runs slower.

The pi-trie algorithm with filtering offers dramatic improvements in performance on
searches for subset invariant prime implicates. Figure 4 has the results of an experiment
with a 13-variable 3-CNF formula. Two filters are used: The first is “max length 2,” and
the second excludes clauses containing any of the literals v3, v5, v6, or ¬v7.
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Note that especially for the length-limited filter, significant efficiency gains can be
attained by applying the filter during generation as opposed to generating all prime
implicates and then filtering, as most other algorithms require. In fact, besides [11],
which uses a novel integer linear programming approach to discover small prime impli-
cants (easily transformed to a prime implicate algorithm via duality), the authors are not
aware of any other algorithms that allow filtering during generation of prime implicates
based on size or on designated literals.

The results described in Figure 4 for formulas having 20 clauses are noteworthy:
The raw pi-trie algorithm averaged 22,430 msecs, whereas the “max length 2” filter
averaged only 1,170 msecs. One reason for the runtime advantage is that 13-variable
20-clause formulas have relatively long prime implicates. The average number of prime
implicates is 213.3, while the average number with length at most 2 is 0.7.

Generating all prime implicates is considerably more difficult than deciding satisfia-
bility — the number of prime implicates of a formula, and thus the size of the output,
is typically exponential [3]. These experiments were thus performed on relatively small
input compared to the examples that modern DPLL-based SAT solvers can handle.

Suppose now that a filter is applied that prunes all prime implicates having length
greater than some fixed k. If n is the number of variables, the number of prime



212 A. Matusiewicz, N.V. Murray, and E. Rosenthal

 0

 5000

 10000

 15000

 20000

 25000

 30000

 10  20  30  40  50

# 
of

 m
se

cs

# of clauses

Runtime Comparison for Random 13-var 3-CNF (average of 20 trials)

pi-trie 
pi-trie filtered, forbidden literals
pi-trie filtered, max 2 literals

Fig. 4. pi-trie Filtering

implicates of length k or less is bounded above by
(
n
k

)
· 3k which is polynomial in

n of degree at most k. This proves.

Theorem 4. Let F be a formula with n variables, and let Q be a subset invariant prop-
erty satisfied only by clauses of length k or less. Then if the pi-trie algorithm employs
PITQ, it runs in polynomial space. ��

Placing an upper bound on length or restricting prime implicates to consist only of
certain designated literals will therefore cause the pi-trie algorithm to run in polyno-
mial space. Note that for any one problem instance, a restriction to designated literals
amounts to prohibiting the complement set of literals. But if the problem is parameter-
ized on the size of the complement set, polynomial space computation does not result
because for a fixed k, as n increases, so does admissible clause length.
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Abstract. We propose a method based on Cholesky decomposition for
Non-negative Matrix Factorization (NMF). NMF enables to learn local
representation due to its non-negative constraint. However, when uti-
lizing NMF as a representation leaning method, the issues due to the
non-orthogonality of the learned representation has not been dealt with.
Since NMF learns both feature vectors and data vectors in the feature
space, the proposed method 1) estimates the metric in the feature space
based on the learned feature vectors, 2) applies Cholesky decomposition
on the metric and identifies the upper triangular matrix, 3) and utilizes
the upper triangular matrix as a linear mapping for the data vectors.
The proposed approach is evaluated over several real world datasets.
The results indicate that it is effective and improves performance.

1 Introduction

Previous representation learning methods have not explicitly considered the
characteristics of algorithms applied to the learned representation [4]. When
applying Non-negative Matrix Factorization (NMF) [5,6,8,1] to document clus-
tering, in most cases the number of features are set to the number of clusters [8,2].
However, when the number of features is increased, the non-orthogonality of the
features in NMF hinder the effective utilization of the learned representation.

We propose a method based on Cholesky decomposition [3] to remedy the
problem due to the non-orthogonality of features learned in NMF. Since NMF
learns both feature vectors and data vectors in the feature space, the proposed
method 1) first estimates the metric in the feature space based on the learned
feature vectors, 2) applies Cholesky decomposition on the metric and identifies
the upper triangular matrix, 3) and finally utilize the upper triangular matrix
as a linear mapping for the data vectors.

The proposed method is evaluated over several document clustering problem,
and the results indicate the effectiveness of the proposed method. Especially, the
proposed method enables the effective utilization of the the learned representa-
tion by NMF without modifying the algorithms applied to the learned represen-
tation. No label information is required to exploit the metric in the feature space,
and the proposed method is fast and robust, since Cholesky decomposition is
utilized [3].
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2 Cholesky Decomposition Rectification for NMF

We use a bold capital letter for a matrix, and a lower italic letter for a vector.
Xij stands for the element in a matrix X. tr stands for the trace of a matrix,
and XT stands for the transposition of X.

2.1 Non-negative Matrix Factorization

Under the specified number of features q, Non-negative Matrix Factorization
(NMF) [6] factorizes a non-negative matrix X= [ x1, · · · , xn] ∈ Rp×n

+ into two
non-negative matrices U=[u1, · · · , uq] ∈ Rp×q

+ , V=[v1, · · · , vn] ∈ Rq×n
+ as

X * UV (1)

Each xi is approximated as a linear combination of u1, · · · , uq. Minimization of
the following objective function is conducted to obtain the matrices U and V:

J0 = ||X − UV||2 (2)

where || · || stands for the norm of a matrix. In this paper we focus on Frobenius
norm || · ||F [6]. Compared with methods based on eigenvalue analysis such as
PCA, each element of U and V are non-negative, and their column vectors are
not necessarily orthogonal in Euclidian space.

2.2 Clustering with NMF

Besides image analysis [5], NMF is also applied to document clustering [8,2].
In most approaches which utilize NMF for document clustering, the number of
features are set to the number of clusters [8,2]. Each instance is assigned to the
cluster c with the maximal value in the constructed representation v.

c = argmax
c

vc (3)

where vc stands for the value of c-th element in v.

2.3 Representation Learning with NMF

When NMF is considered as a dimensionality reduction method, some learning
method such as SVM (Support Vector Machine) or kmeans is applied for the
learned representation V. In many cases, methods which assume Euclidian space
(such as kmeans) are utilized for conducting learning on V [4]. However, to
the best of our knowledge, the issues arising from the non-orthogonality of the
learned representation has not been dealt with.

2.4 Cholesky Decomposition Rectification

One of the reasons of the above problem is that, when the learned representation
V is utilized, usually the square distance between a pair of instances (vi, vj) is
calculated as (vi- vj)T (vi- vj) by (implicitly) assuming that vi is represented in
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some Euclidian space. However, since u1, · · · , uq learned by NMF are not orthog-
onal each other in general, the above calculation is not appropriate when NMF
is utilized to learn V. If we know the metric M which reflects non-orthogonality
in the feature space, the square distance can be calculated as

(vi − vj)T M(vi − vj) (4)

This corresponds to the (squared) Mahalanobis generalized distance.
We exploit the property of NMF in the sense that data matrix X is decom-

posed into i) U, whose column vectors spans the feature space, and ii) V, which
are the representation in the feature space. Based on this property, the proposed
method 1) first estimates the metric in the feature space based on the learned
feature vectors, 2) applies Cholesky decomposition on the metric and identifies
the upper triangular matrix, 3) and finally utilizes the upper triangular matrix
as a linear mapping for the data vectors. Some learning algorithm is applied to
the transformed representation from 3) as in [4],

We explain 1) and 2) in our proposed method. Note that the proposed method
enables to effectively utilize the learned representation by NMF, without modi-
fying the algorithms applied to the learned representation.

Estimation of Metric via NMF. In NMF, when approximating the data
matrix X and representing it as V in the feature space, the explicit representa-
tion of features in the original data space can also be obtained as U. Thus, by
normalizing each u such that uT u=1 as in [8], we estimate the metric M as the
Gram matrix UT U of the features.

M = UTU, s.t. uT
l ul = 1, ∀l = 1, . . . , q (5)

Contrary to other metric learning approaches, no label information is required
to estimate M in our approach. Furthermore, since each data is approximated
(embedded) in the feature space spanned by u1, · · · , uq, it seems rather natural
to utilize eq.(5) based on U to estimate the metric of the feature space.

Cholesky Decomposition Rectification. Since the metric M is estimated by
eq.(5), it is guaranteed that M is symmetric positive semi-definite. Thus, based
on Linear algebra [3], it is guaranteed that M can be uniquely decomposed by
Cholesky decomposition with the upper triangular matrix T as:

M = TTT (6)

By substituting eq.(6) into eq.(4), we obtain the rectified representation TV:

V → TV (7)

based on the upper triangular matrix T via Cholesky decomposition.
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Algorithm 1. Cholesky Decomposition Rectification for NMF (CNMF)
CNMF(X, algNMF , q, parameters)

Require: X ∈ Rp×n
+ //data matrix

Require: algNMF ; //the utilized NMF algorithm
Require: q; //the number of features
Require: pars; //other parameters in algNMF
1: U, V := run algNMF on X with q ( and pars) s.t. uT

l ul = 1, ∀l = 1, . . . , q
2: M := UT U
3: T := Cholesky decomposition of M s.t. M = TT T
4: return U, TV

The proposed algorithm CNMF is shown in Algorithm 1.

3 Evaluations

3.1 Experimental Settings

Datasets. We evaluated the proposed algorithm on 20 Newsgroup data (20NG)1.
Each document is represented as the standard vector space model based on the
occurrences of terms. We created three datasets for 20NG (Multi5, Multi10,
Multi15 datasets, with 5, 10, 15 clusters). 50 documents were sampled from
each group (cluster) in order to create a sample for one dataset, and 10 samples
were created for each dataset. For each sample, we conducted stemming using
porter stemmer2 and MontyTagger3, removed stop words, and selected 2,000
words with large mutual information. We conducted experiments on the TREC
datasets, however, results on other datasets are omitted due to page limit.

Evaluation Measures. For each dataset, the cluster assignment was evaluated
with respect to Normalized Mutual Information (NMI). Let C, Ĉ stand for
the random variables over the true and assigned clusters. NMI is defined as
NMI = I(Ĉ;C)

(H(Ĉ)+H(C))/2
(∈ [0, 1]) where H(·) is Shannon Entropy, I(; ) is Mutual

Information. NMI corresponds to the accuracy of assignment. The larger NMI
is, the better the result is.

Comparison. We utilized the proposed method on 1) NMF [6], 2) WNMF [8], 3)
GNMF [1], and evaluated its effectiveness. Since these methods are partitioning
based clustering methods, we assume that the number of clusters k is specified.

WNMF [6] first converts the data matrix X utilizing the weighting scheme in
Ncut [7], and applies the standard NMF algorithm on the converted data.

GNMF [1] constructs the m nearest neighbor graph and utilizes the graph
Laplacian for the adjacency matrix A of the graph as a regularization term as:

1 http://people.csail.mit.edu/ jrennie/20Newsgroups/. 20news-18828 was utilized.
2 http://www.tartarus.org/ martin/PorterStemmer
3 http://web.media.mit.edu/ hugo/montytagger
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Fig. 1. Results on 20 Newsgroup datasets (NMI ) (upper:kmeansClower:skmeans)

J2 = ||X − UV||2 + λ tr(VLVT ) (8)

where L = D - A (D is the degree matrix), and λ is the regularization parameter.

Parameters. Cosine similarity, was utilized as the pairwise similarity measure.
We varied the value of q and conducted experiments. The number of neighbors
m was set to 10 in GNMF, and λ was set to 100 based on [1]. The number of
maximum iterations was set to 30.

Evaluation Procedure. As the standard clustering methods based on Euclid-
ian space, kmeans and skmeans were applied to the learned representation matrix
V from each method, and the proposed representation TV in eq.(7).

Since NMF finds out local optimal, the results (U, V) depends on the initial-
ization. Thus, we conducted 10 random initialization for the same data matrix.
Furthermore, since both kmeans and skmeans are affected from the initial clus-
ter assignment, for the same representation (either V or TV), clustering was
repeated 10 times with random initial assignment.

3.2 Results

The reported figures are the average of 10 samples in each dataset4. The hor-
izontal axis corresponds to the number of features q, the vertical one to NMI .
In the legend, solid lines correspond to NMF, dotted lines to WNMF, and dash
lines to GNMF. In addition, +c stands for the results by utilizing the proposed
method in eq.(7) and constructing TV for each method.
4 The average of 1,000 runs is reported for each dataset.
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The results in Fig. 1 show that the proposed method improves the performance
of kmeans (the standard Euclidian distance) and skmeans (cosine similarity in
Euclidian space). Thus, the proposed method can be said as effective to improve
the performance. Especially, skmeans was substantially improved (lower figures in
Fig. 1). In addition, when the proposed method is applied to WNMF (blue dotted
WNMF+c), equivalent or even better performance was obtained compared with
GNMF. On the other hand, the proposed method was not effective to GNMF,
since the presupposition in Section 2.4 does not hold in GNMF.

As the number of features q increases, the performance of NMF and WNMF
degraded. On the other hand, by utilizing the proposed method, NMF+c and
WNMF+c were very robust with respect to the increase of q. Thus, the proposed
method can be said as effective for utilizing large number of features in NMF.

4 Concluding Remarks

We proposed a method based on Cholesky decomposition to remedy the problem
due to the non-orthogonality of features learned in Non-negative Matrix Factor-
ization (NMF). Since NMF learns both feature vectors and data vectors in the
feature space, the proposed method 1) first estimates the metric in the feature
space based on the learned feature vectors, 2) applies Cholesky decomposition
on the metric and identifies the upper triangular matrix, 3) and finally utilize the
upper triangular matrix as a linear mapping for the data vectors. The proposed
method enables the effective utilization of the learned representation by NMF
without modifying the algorithms applied to the learned representation.

References

1. Cai, D., He, X., Wu, X., Han, J.: Non-negative matrix factorization on manifold.
In: Proc. of ICDM 2008, pp. 63–72 (2008)

2. Ding, C., Li, T., Peng, W., Park, H.: Orthogonal nonnegative matrix tri-
factorizations for clustering. In: Proc. of KDD 2006, pp. 126–135 (2006)

3. Harville, D.A.: Matrix Algebra From a Statistican’s Perspective. Springer, Heidel-
berg (2008)

4. Kamvar, S.D., Klein, D., Manning, C.D.: Spectral learning. In: Proc. of IJCAI 2003,
pp. 561–566 (2003)

5. Lee, D.D., Seung, H.S.: Learning the parts of objects by non-negative matrix fac-
torization. Nature 401, 788–791 (1999)

6. Lee, D.D., Seung, H.S.: Algorithms for non-negative matrix factorization. In: Proc.
of Neural Information Processing Systems (NIPS), pp. 556–562 (2001)

7. von Luxburg, U.: A tutorial on spectral clustering. Statistics and Computing 17(4),
395–416 (2007)

8. Xu, W., Liu, X., Gong, Y.: Document clustering based on non-negative matrix
factorization. In: Proc. of SIGIR 2003, pp. 267–273 (2003)



A New Method for Adaptive Sequential Sampling for
Learning and Parameter Estimation

Jianhua Chen1 and Xinjia Chen2

1 Department of Computer Science
Louisiana State University

Baton Rouge, LA 70803-4020
jianhua@csc.lsu.edu

2 Department of Electrical Engineering
Southern University

Baton Rouge, LA 70813
xinjiachen@engr.subr.edu

Abstract. Sampling is an important technique for parameter estimation and hy-
pothesis testing widely used in statistical analysis, machine learning and knowl-
edge discovery. In contrast to batch sampling methods in which the number of
samples is known in advance, adaptive sequential sampling gets samples one by
one in an on-line fashion without a pre-defined sample size. The stopping condi-
tion in such adaptive sampling scheme is dynamically determined by the random
samples seen so far. In this paper, we present a new adaptive sequential sam-
pling method for estimating the mean of a Bernoulli random variable. We define
the termination conditions for controlling the absolute and relative errors. We
also briefly present a preliminary theoretical analysis of the proposed sampling
method. Empirical simulation results show that our method often uses signif-
icantly lower sample size (i.e., the number of sampled instances) while main-
taining competitive accuracy and confidence when compared with most existing
methods such as that in [14]. Although the theoretical validity of the sampling
method is only partially established. we strongly believe that our method should
be sound in providing a rigorous guarantee that the estimation results under our
scheme have desired accuracy and confidence.

Keywords: Sequential Sampling, Adaptive Sampling, Sample Size, Chernoff
Bound, Hoeffding Bound.

1 Introduction

Random sampling is an important technique widely used in statistical analysis, com-
puter science, machine learning and knowledge discovery. In statistics, random sam-
pling is used to estimate the parameters of some underlying distribution by observing
samples of certain size. In machine learning, researchers use sampling to estimate the
accuracy of learned classifiers or to estimate features from vast amount of data. The
problem of random sampling and parametric estimation is fundamental to statistics and
relevant fields and has been studied extensively in the literature.
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A key issue in designing a sampling scheme is to determine sample size, the number
of sampled instances sufficient to assure the estimation accuracy and confidence. Well-
known theoretical bounds such as the Chernoff-Hoeffding bound are commonly used
in for computing the sufficient sample size. Conventional (batch) sampling methods are
static in the sense that sufficient sample size is determined prior to the start of sampling.
In contrast, adaptive sequential sampling does not fix the number of samples required
in advance. A sequential sampling algorithm draws random samples one by one in an
online sequential manner. It decides whether it has seen enough samples dependent
on some measures related to the samples seen so far. This adaptive nature of sequen-
tial sampling method is attractive from both computational and practical perspectives.
As shown in recent studies [2,4,14], adaptive sequential sampling could potentially re-
duce the sufficient sample sizes significantly compared to static batching sampling ap-
proaches. Clearly, it is desirable to keep the sample size small subject to the constraint
of estimation accuracy and confidence. This would save not only computation time, but
also the cost of generating the extra random samples when such costs are significant.

In this paper, we present a new adaptive sequential sampling method that often uses
much lower sample size while maintaining competitive accuracy and confidence com-
pared to most existing sampling methods.

Statisticians have investigated adaptive sampling procedures for estimating parame-
ters under the heading of sequential estimation. However, existing sequential methods
of parametric estimation in the statistics literature are dominantly of asymptotic nature,
which may introduce unknown approximation errors to the necessary use of finite num-
ber of samples. Researchers in statistics and computer science have recently developed
adaptive sampling schemes [7,8,14] that are of non-asymptotic nature for parametric es-
timation. Earlier works in Computer Science on adaptive sampling include the methods
in [11,12,13] for estimating the size of a database query.

Efficient adaptive sampling has great potential applications to machine learning and
data mining, especially when the underlying dataset is huge. For example, instead of
using the entire huge data set for learning a target function, one can use sampling to get
a subset of the data to construct a classifier. In Boosting, an ensemble learning method,
the learning algorithm needs to select a "good" classifier with classification accuracy
above 1

2 at each boosting round. This would require estimating the accuracy of each
classifier either exhaustively or by sampling. Watanabe et. al. have recently showed
[7,8,14] successful application of their adaptive sampling methods to boosting.

In [2,4], an adaptive, multi-stage sampling framework has been proposed. The frame-
work is more general than the adaptive sampling methods in [7,8,14]. Moreover, math-
ematical analysis and numerical computation indicate that the multistage estimation
method in [2,4] improves upon the method in [14] by one to several orders of magni-
tude in terms of efficiency.

This current paper is closely related to the idea in [2,4]. The sampling schemes of
[2,4] require computations (before sampling starts) to find the optimal value for the
coverage tuning parameter ζ which is used in the stopping criterion for sampling. In
contrast, the sequential sampling algorithms presented here require no computational
effort to determine stopping rules. The benefits of the new approach is the simplicity of



222 J. Chen and X. Chen

implementation and the potential reduction in sample size as compared to other existing
sampling methods such as that in [14].

The adaptive sequential sampling method presented here handles cases of controlling
absolute error and relative error. Typically existing methods (including [14]) for han-
dling absolute error recommend the use of batch sampling. However as we will show
that adaptive sampling can also be used for absolute error control. We also show that
our sampling method for controlling relative error has significantly lower sample size
compared to that in [14].

2 Background

The basic problem tackled in this paper is to estimate the probability p = Pr(A) of
a random event A from observational data. This is the same as estimating the mean
E[X ] = p of a Bernoulli random variable X in parametric estimation. We have access
to i.i.d. samples X1, X2, · · · of the Bernoulli variable X such that Pr{X = 1} =
1 − Pr{X = 0} = p. An estimator for p can be taken as the relative frequency p̂ =∑n

i=1 Xi

n , where n is the sample number at the termination of experiment. In the context
of fixed-size sampling, the Chernoff-Hoeffding bound asserts that, for ε, δ ∈ (0, 1), the
coverage probability Pr{|p̂ − p| < ε} is greater than 1 − δ for any p ∈ (0, 1) provided

that n >
ln 2

δ
2ε2 . Here ε is called the margin of absolute error and 1 − δ is called the

confidence level. Recently, an exact computational method has been established in [5]
to substantially reduce this bound. To estimate p with a relative precision, it is a well-
known result derived from the Chernoff bound that Pr {|p̂ − p| < εp} > 1− δ provided
that the pre-specified sample size n is greater than 3

ε2p ln 2
δ . Here ε ∈ (0, 1) is called

the margin of relative error. Since this sample size formula involves the value p which
is exactly the one we wanted to estimate, its direct use is not convenient.

Chernoff-Hoeffding bounds have been used extensively in statistical sampling and
Machine Learning. And in many cases, they are already quite tight bounds. However
we are interested in doing even better than just using these bounds in the static way.
We seek adaptive sampling schemes that allow us to achieve the goal of low sample
size requirements without sacrifizing accuracy and confidence. In adaptive sampling,
we draw some number of i.i.d. samples and test certain stopping criterion after seeing
each new sample. The criterion for stopping sampling (and thus the bound on sufficient
sample size) is determined with a formula dependent on the prescribed accuracy and
confidence level, as well as the samples seen so far. In this paper, we shall consider the
following two problems.

Problem 1 – Control of Absolute Error: Construct an adaptive sampling scheme such
that, for a priori margin of absolute error ε ∈ (0, 1) and confidence parameter δ ∈
(0, 1), the relative frequency p̂ at the termination of the sampling process guarantees
Pr{|p̂ − p| < ε} > 1 − δ for any p ∈ (0, 1).

Problem 2 – Control of Relative Error: Construct an adaptive sampling scheme such
that, for a priori margin of relative error ε ∈ (0, 1) and confidence parameter δ ∈
(0, 1), the relative frequency p̂ at the termination of the sampling process guarantees
Pr {|p̂ − p| < εp} > 1− δ for any p ∈ (0, 1).
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The first problem has been treated in [2,3,4] as a special case of the general param-
eter estimation problem for a random variable X parameterized by θ ∈ Θ, aimed at
obtaining estimator θ̂ for θ such that Pr{|θ̂ − θ| < ε | θ} > 1 − δ for any θ ∈ Θ. The
approach proposed in [2,3,4] is outlined as follows. The sampling process consists of
s stages with sample sizes n1 < n2 < · · · < ns. For � = 1, · · · , s, define an estima-
tor θ̂
 for θ in terms of samples X1, · · · , Xn� of X . Let θ̂ = θ̂l, where l is the index
of stage at the termination of sampling. In order to control the coverage probability
by a positive parameter ζ, a general stopping rule has been proposed in [3, Theorem
2, Version 2, April 2, 2009] as “sampling is continued until U
 − ε < θ̂
 < L
 + ε” (or
equivalently, (L
, U
) ⊆ (θ̂
 − ε, θ̂
 + ε)) for some � ∈ {1, · · · , s}, where (L�, U�) is
a confidence interval for θ with coverage probability greater than 1 − ζδ. This method
of controlling the coverage probability was subsequently re-discovered by Jesse Frey
in [9, 1st paragraph, Section 2] in the context of estimating the Bernoulli parameter p.
Under the assumption that θ̂ is an estimator with a unimodal likelihood function, it
has been established in [2, Theorem 8, Version 12, April 27, 2009] that the lower and up-
per bounds of Pr{|θ̂ − θ| ≥ ε | θ} for θ ∈ [a, b] ⊆ Θ can be given, respectively, as
Pr{θ̂ ≤ a − ε | b} + Pr{θ̂ ≥ b + ε | a} and Pr{θ̂ ≤ b − ε | a} + Pr{θ̂ ≥ a + ε | b}.
Adapted Branch & Bound Algorithm [2, Section 2.8, Version 12, April 27, 2009] and Adap-
tive Maximum Checking Algorithm [2, Section 3.3, Version 16, November 20, 2009] have
been established in [2] for quick determination of whether Pr{|θ̂ − θ| ≥ ε | θ} ≤ δ for
any θ ∈ Θ. A bisection search method was proposed in [2] to determine maximal ζ
such that Pr{|θ̂ − θ| < ε | θ} > 1− δ for any θ ∈ Θ. In a recent paper [9] devoted to the
estimation of the Bernoulli parameter p, Jesse Frey has followed the general method of
[2,3,4] for tuning the coverage probability. In particular, Jesse Frey re-discovered in [9,
Appendix: The Checking Algorithm] exactly the Adaptive Maximum Checking Algorithm
of [2] for determining whether the coverage probability associated with a given ζ is
greater than 1 − δ for p ∈ (0, 1).

The second problem of estimating Bernoulli parameter p has been considered in [6]
as a special case of estimating the mean of a bounded random variable. Let γ and ε
be positive numbers. Let Xi ∈ [0, 1], i = 1, 2, · · · be i.i.d. random variables with
common mean μ ∈ (0, 1). Let n be the smallest integer such that

∑n
i=1 Xi ≥ γ. It has

been established in [6] that Pr{| γ
n
− μ| < εμ} > 1− δ provided that γ > (1+ε) ln(2/δ)

(1+ε) ln(1+ε)−ε
.

For estimating p with margin of relative error ε ∈ (0, 1) and confidence parameter
δ ∈ (0, 1), Watanabe proposed in [14] to continue i.i.d. Bernoulli trials until A suc-
cesses occur and then take the final relative frequency p̂ as an estimator for p, where
A > 3(1+ε)

ε2 ln 2
δ
. We will show (empirically) in this paper that our proposed method for

controlling relative error uses much smaller number of samples while maintaining com-
petitive accuracy and confidence as compared to the adaptive sampling scheme of [14].

3 The Proposed Adaptive Sampling Method

In this section we describe a new, adaptive sampling method. Let us define the function
U (z, θ) which will be useful for defining our sampling scheme.
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U (z, θ) =

⎧⎪⎪⎨⎪⎪⎩
z ln θ

z
+ (1− z) ln 1−θ

1−z
z ∈ (0, 1), θ ∈ (0, 1)

ln(1− θ) z = 0, θ ∈ (0, 1)
ln(θ) z = 1, θ ∈ (0, 1)
−∞ z ∈ [0, 1], θ /∈ (0, 1)

Actually one can notice that the function U (z, θ) equals −DL(z||θ) for z, θ ∈
(0, 1), where DL(x||y) = x ln x

y
+ (1− x) ln 1−x

1−y
is the KL-divergence of two Bernoulli

random variables with parameters x and y.
It is also not difficult to see that the function U (z, θ) satisfies U (z, θ) = U (1 −

z, 1−θ). It is known that DL(p+x||p) is a convex function of x, and thus U (θ+ε, θ)
is a concave function of ε. For simplicity of notations, define w(x) = 1

2 − |12 − x| for
x ∈ [0, 1].

3.1 Our Sampling Scheme for Controlling Absolute Error

Let 0 < ε < 1, 0 < δ < 1. The sampling scheme proceeds as follows.

Algorithm 1.
Let n ← 0, X ← 0 and p̂ ← 0.

While n <
ln δ

2
U (w(p̂), w(p̂)+ε)

Do
begin
Draw a random sample Y according to the unknown distribution with parameter p.
Let X ← X + Y, n ← n + 1 and p̂ ← X

n
end
Output p̂ and n.

It can be shown that the random sample size n at the termination of the sampling

process must satisfy n1 =
⌈

ln(δ)
ln(1−ε)

⌉
≤ n ≤ ns =

⌈
ln 1

δ
2ε2

⌉
(as indicated in [2]). This

algorithm can be viewed as an adaptation from the second sampling scheme proposed
in Section 4.1.1 of [2, Version 20] by taking the coverage tuning parameter ζ as 1

2 and
the sample sizes at the various stages as consecutive integers between n1 and ns.

Properties of the sampling method - Conjecture 1
Based on a heuristic argument and extensive computational experiment, we believe that
the following conjecture holds true: Pr{|p̂ − p| < ε} > 1 − δ, where p̂ is the relative
frequency when Algorithm 1 is terminated.

In the following Figures 1 and 2, using the recursive method proposed in [2,4], we
have obtained the coverage probabilities and average sample numbers as functions of
p for Algorithm 1 and the third stopping rule (with ζ = 2.1 and consecutive sample
sizes) proposed in Section 4.1.1 of [2] for ε = 0.1, δ = 0.05. It can be seen from the
green plot of Figure 1 that the above conjecture is indeed true for ε = 0.1 and δ = 0.05.
It is interesting to see that, for both stopping rules, the coverage probabilities are very
close to the nominal level 0.95 for p = 0.1 and 0.9. However, for 0.1 < p < 0.9, the
coverage probabilities of Algorithm 1 is significantly greater than that of the stopping
rule of [2]. As a consequence, the average sample number of Algorithm 1 is greater
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than that of the stopping rule of [2]. This is clearly seen in Figure 2. It should be noted
that the stopping rule of [2] is the most efficient stopping rule so far obtained by the
computational method.
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Fig. 1. Exact computation of coverage probability. The green plot is for Algorithm 1. The blue
plot is for the stopping rule of [2].
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Fig. 2. Exact computation of average sample numbers. The green plot is for Algorithm 1. The
blue plot is for the stopping rule of [2].

We have conducted a preliminary theoretical analysis on the properties of our sam-
pling method and the following theorem summarizes the results for the case of absolute
error. The proof of the theorem is skipped here due to lack of space.

Theorem 1. Let n0 = max{� ln δ
2

U (p+ε, p+2ε)
�, � ln δ

2
U (p−ε,p−2ε)

�}. Assume that the true prob-

ability p to be estimated satisfies p ≤ 1
2 − 2ε. Then with a probability of no less than

1 − δ
2 , Algorithm 1 will stop with n ≤ n0 samples and produce p̂ which satisfies

p̂ ≤ p + ε. Similarly, if p ≥ 1
2 + 2ε, with a probability no less than 1− δ

2 , the sampling
algorithm will stop with n ≤ n0 samples and produce p̂ which satisfies p̂ ≥ p − ε.

To completely show the validity of the sampling method as outlined in Algorithm 1,
we need to show that the sampling will not stop too early (stopping too early means
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n ≤ ln δ
2

U (p−ε, p)
when p ≤ 1

2 and n ≤ ln δ
2

U (p+ε, p)
when p > 1

2 ) to assure (with high
confidence) good accuracy of the estimated parameter value. This turns out to be quite
difficult to prove, although in our simulation experiments the chances of early stopping
are apparently very small (much smaller than δ

2 ).
However, we present some experimental results that show empirically our sampling

method generates estimates with high accuracy and confidence. We used Matlab for
the simulation experiment. In each experiment, a sequence of random samples is drawn
according to the pre-determined probability p and Algorithm 1 is used to estimate p̂
and decide (according to ε, δ and p̂) whether to stop the experiment. The experiment is
repeated 1000 times. Below we show histograms indicating the frequency of estimated
values and the number of random samples used in the experiments. We used ε = δ =
0.1 in simulations shown here.
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Fig. 3. Histogram for the estimated p̂ values (p = 0.2, ε = δ = 0.1). The vertical line shows the
number of occurrences of the corresponding p̂ values.
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Fig. 4. Histogram for the random variable n, the number of samples needed in each trial (p = 0.2,
ε = δ = 0.1)

To make sure that the results shown in these figures are not merely by luck, we
show below a table illustrating the results of 9 simulations with p = 0.1, 0.2, ..., 0.9,
ε = δ = 0.1. Each simulation is a result of 1000 repeated experiments.
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p 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

P̂r{|p̂ − p| ≥ ε} 0 0.02 0.009 0.013 0.015 0.011 0.016 0.014 0
p̂ max 0.19 0.312 0.447 0.553 0.644 0.731 0.838 1.000 1.000
p̂ min 0.00 0.00 0.155 0.290 0.361 0.477 0.580 0.671 0.820
p̂ mean 0.091 0.195 0.298 0.399 0.501 0.600 0.702 0.802 0.908
n max 115 141 150 150 150 150 150 143 111
n min 30 30 103 138 146 134 103 30 30
n mean 77 115 138 148 149 148 138 115 78

From the experimental data, it seems that the expected value for the random variable

n is around ln δ
2

U (p, p+ε) for p ≤ 1
2 , and it is around ln δ

2
U (p, p−ε) for p > 1

2 . This is reason-
able if the p̂ generated by the sampling algorithm is around the true probability p. And
indeed we can see from the above table that the mean value of p̂ is very close to the true
parameter value p.

3.2 Our Sampling Scheme for Controlling Relative Error

Given 0 < ε < 1, 0 < δ < 1, the sampling proceeds as follows.

Algorithm 2.
Let n ← 0, X ← 0 and p̂ ← 0.

While p̂ = 0 or n <
ln δ

2

U (p̂, p̂
1+ε

)

Do
begin
Draw a random sample Y according to the unknown distribution with parameter p.
Let X ← X + Y, n ← n + 1 and p̂ ← X

n
end
Output p̂ and n.

Actually, Algorithm 2 was inspired by the multistage sampling scheme proposed
in [2, Theorem 23, Version 20], which can be described as “continue sampling until
U (p̂
,

p̂�
1+ε

) ≤ ln(ζδ�)
n�

at some stage with index � and then take the final relative fre-
quency as the estimator for p”, where n� and p̂� are respectively the sample size and
the relative frequency at the �-th stage, and δ� is dependent on � such that δ� = δ for �
no greater than some pre-specified integer τ and that δ� = δ2τ−� for � greater than τ .

Properties of Algorithm 2 - Conjecture 2
Based on a heuristic argument and extensive computational experiment, we believe that
the following conjecture holds true: Pr {|p̂ − p| < εp} > 1 − δ, where p̂ is the relative
frequency when the sampling of Algorithm 2 is terminated.

Let N1 = max{� ln δ
2

U (p(1−ε), p)
�, � ln δ

2
U (p(1+ε), p)

�} and N2 = � ln δ
2

U (p(1−ε),
p(1−ε)
1+ε

)
�. One

can show that if Algorithm 2 terminates with N1 ≤ n ≤ N2, then | p̂−p
p | ≤ ε. As of

now we have the following result:
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Theorem 2. With a probability no less than 1 − δ
2 , Algorithm 2 will stop with n ≤ N2

and produce p̂ ≥ p(1 − ε).

We would desire to show that the Algorithm will stop between N1 and N2 steps with
high probability. What remains to be proven is that with high probability, the algorithm
will NOT stop too early and produce an estimate p̂ which is bigger than p(1+ε). Similar
to the absolute-error case, this is not so easy to prove. However, we will show empirical
results to support the conjecture that the algorithm indeed will stop after N1 steps (most
of the time). Moreover we will show simulation results comparing our method and the
adaptive sampling method in [14].

In the following table we show the simulation results using p = 0.1, 0.2, ..., 0.7 and
we fixed ε = 0.2 and δ = 0.1 in these simulations. The columns labeled as "CC" are
results of using Algorithm 2, whereas the columns labeled as "Wata" are results of the
method of Watanabe in [14]. As in the absolute error case, each simulation is a result of
1000 repeated experiments.

p 0.1 0.2 0.3 0.4 0.5 0.6 0.7

CC Wata CC Wata CC Wata CC Wata CC Wata CC Wata CC Wata

P̂r 0.014 0.001 0.006 0 0.004 0.001 0.006 0 0.009 0 0.010 0 0.014 0
p̂ max 0.129 0.119 0.250 0.237 0.385 0.363 0.515 0.465 0.664 0.595 0.822 0.676 0.968 0.792
p̂ min 0.075 0.075 0.161 0.168 0.248 0.248 0.321 0.345 0.407 0.429 0.498 0.528 0.558 0.620
p̂ mean 0.101 0.101 0.201 0.200 0.302 0.299 0.401 0.399 0.503 0.499 0.604 0.600 0.708 0.699
n max 2248 2248 1017 1125 605 750 427 563 302 451 215 376 174 522
n min 1321 1897 595 850 327 620 204 484 119 378 62 333 31 284
n mean 1743 2189 788 1099 470 735 311 552 213 442 150 369 102 317

4 Conclusions and Future Work

In this paper we present a new, adaptive sampling technique for estimating the mean of
a random Bernoulli variable. We define termination conditions for controlling the abso-
lute and relative errors. Preliminary theoretical analysis results about the proposed sam-
pling method are also outlined. We also present empirical simulation results indicating
that our method often uses significantly lower sample size while maintaining competi-
tive estimation accuracy and confidence compared with most existing approaches such
as that of [14].

The theoretical analysis presented in this paper show that with high probability the
new sampling method will stop without using excessive number of samples and pro-
ducing an estimate with low one-sided error. What remains to be proven is that the
proposed method will, with high probability, stop with sufficient number of samples so
that the estimate produced will have low error on two-sides. This conjecture appears to
be supported by the empirical studies, but a theoretical result will be better. We strongly
believe that our method should be sound in providing a rigorous guarantee that the
estimation results under our scheme have desired accuracy and confidence. Another di-
rection to pursue is to explore the use of the new sampling method in various machine
learning tasks. For example, it is worthwhile to see the application of our sampling
method to the boosting problem as done in [7].
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Abstract. In the paper we present a new evolutionary algorithm for
induction of regression trees. In contrast to the typical top-down ap-
proaches it globally searches for the best tree structure, tests at internal
nodes and models at the leaves. The general structure of proposed solu-
tion follows a framework of evolutionary algorithms with an unstructured
population and a generational selection. Specialized genetic operators ef-
ficiently evolve regression trees with multivariate linear models. Bayesian
information criterion as a fitness function mitigate the over-fitting prob-
lem. The preliminary experimental validation is promising as the result-
ing trees are less complex with at least comparable performance to the
classical top-down counterpart.

Keywords: model trees, evolutionary algorithms, multivariate linear re-
gression, BIC.

1 Introduction

The most common predictive tasks in data mining applications are classification
and regression [5]. One of the most widely used prediction techniques are decision
trees [19]. Regression and model trees may be considered as a variant of decision
trees, designed to approximate real-valued functions instead of being used for
classification tasks. Main difference between a typical regression tree and a model
tree is that, for the latter, terminal node is replaced by a regression plane instead
of a constant value. Those tree-based approaches are now popular alternatives
to classical statistical techniques like standard regression or logistic regression.

In this paper we want to investigate a global approach to model tree induction
based on a specialized evolutionary algorithm. This solution extends our previous
research on evolutionary classification and regression trees which showed that a
global induction could be more adequate in certain situations. Our work covers
the induction of univariate trees with multivariate linear models at the leaves.

1.1 Global Versus Local Induction

Linear regression is a global model in which the single predictive function holds
over the entire data-space [9]. However many regression problems cannot be

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 230–239, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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solved by a single regression model especially when the data has many attributes
which interact in a complicated ways. Recursively partitioning the data and fit-
ting local models to the smaller regions, where the interactions are more simple,
is a good alternative to complicated, nonlinear regression approaches. The re-
cursive partitioning [16] may be realized by top-down induced regression trees.
Starting from the root node they search for the locally optimal split (test) ac-
cording to the given optimality measure and then the training data is redirected
to newly created nodes. This procedure is recursively repeated until the stopping
criteria are met and in each of the terminal node called leaf, a locally optimal
model is built for each region. Finally, the post-pruning is applied to improve
the generalization power of the predictive model. Such a technique is fast and
generally efficient in many practical problem, but obviously does not guarantee
the globally optimal solution. Due to the greedy nature, algorithms may not
generate the smallest possible number of rules for a given problem [17] and a
large number of rules results in decreased comprehensibility. Therefore, in cer-
tain situations more global approach could lead to improvement in prediction
and size of the resulting models.

1.2 Related Work

The CART system [2] is one of most known top-down induced prediction tree.
The CART algorithm finds a split that minimizes the Residual Sum of Squares
(RSS) of the model when predicting. Next, it builds a piecewise constant model
with each terminal node fitted by the training sample mean. The CART algo-
rithm was later improved by replacing single predicted values in the leaves by
more advanced models like in SECRET [4] or RT [21]. The most popular system
which induce top-down model tree is M5 [23]. Like CART, it builds tree-based
models but, whereas regression trees have values at their leaves, the tree con-
structed by M5 can have multivariate linear models analogous to piecewise linear
functions.

One of the first attempts to optimize the overall RSS was presented in RETRIS
[8] model tree. Algorithm simultaneously optimized the split and the models at
the terminal nodes to minimize the global RSS. However RETRIS is not scalable
and does not support larger datasets because of the huge complexity [17]. More
recent solution called SMOTI [14] allows regression models to exist not only in
leaves but also in the upper parts of the tree. Authors claim that this allows for
individual predictors to have both global and local effects on the model tree.

Our previously performed research showed that evolutionary inducers are ca-
pable to efficiently induce various types of classification trees: univariate [10],
oblique [11] and mixed [12]. In our last papers we applied a similar approach
to obtain accurate and compact regression trees [13] and we did preliminary ex-
periments with the model trees that have simple linear regression models at the
leaves [3].

Proposed solution denoted as GMT improved our previous work: starting with
more heterogenous population, additional genetic operators and a new fitness
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function based on Bayesian information criterion (BIC) [20]. The models at the
leaves were extended from simple linear to multivariate linear regression models.

2 An Evolutionary Induction of Model Trees

Structure of the proposed solution follows a typical framework of evolutionary
algorithms [15] with an unstructured population and a generational selection.

2.1 Representation

Model trees are represented in their actual form as typical univariate trees, simi-
larly as in our previous work [3]. Each test in a non-terminal node concerns only
one attribute (nominal or continuous valued). In case of a continuous-valued
feature typical inequality tests are applied. As for potential splits only the pre-
calculated candidate thresholds are considered. A candidate threshold for the
given attribute is defined as a midpoint between such a successive pair of exam-
ples in the sequence sorted by the increasing value of the attribute, in which the
examples are characterized by different predicted values. Such a solution signif-
icantly limits the number of possible splits. For a nominal attribute at least one
value is associated with each branch. It means that an inner disjunction is built
into the induction algorithm.

At each leaf a multivariate linear model is constructed using standard regres-
sion technique [18] with cases and feature vectors associated with that node. A
dependent variable y is now explained not by single variable like in [3] but a
linear combination of multiple independent variables x1, x2, . . . , xp:

y = β0 + β1 ∗ x1 + β2 ∗ x2 + . . . + βp ∗ xp (1)

where p is the number of independent variables, xi are independent variables, βi

are fixed coefficients that minimizes the sum of squared residuals of the model.
Additionally, in every node information about learning vectors associated with

the node is stored. This enables the algorithm to perform more efficiently local
structure and tests modifications during applications of genetic operators.

2.2 Initialization

The initial tree construction is similar to the typical approaches like CART and
M5. At first, we construct a standard regression tree with local means of depen-
dent variable values from training objects in every leaf. Initial individuals are
created by applying the classical top-down algorithm. The recursive partitioning
is finished when all training objects in node are characterized by the same pre-
dicted value (or it varies only slightly [23]) or the number of objects in a node
is lower than the predefined value (default value: 5). Additionally, user can set
the maximum tree depth (default value: 10). Next, a multivariate linear model
is built at each terminal node.
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An appropriate trade off between a degree of heterogeneity and a computation
time is obtained by various data-driven manners for selecting attributes and
choosing search strategies in non-terminal nodes:

– initial individuals are induced from randomly chosen subsamples of the orig-
inal training data (10% of data, but not more than 500 examples);

– each individual searches splitting tests from randomly chosen subsamples of
the attribute set (50% of attributes);

– one of three test search strategies in non-terminal nodes is applied [3]:
• Least Squares (LS) reduction,
• Least Absolute Deviation (LAD) reduction,
• dipolar, where a dipol (a pair of feature vectors) is selected and then a

test is constructed which splits this dipole. Selection of the dipole is ran-
domized but longer (with bigger difference between dependent variable
values) dipoles are preferred and mechanism similar to the ranking linear
selection [15] is applied.

2.3 Genetic Operators

Like in our previous papers [3][13] we have applied two specialized genetic op-
erators corresponding to the classical mutation and cross-over. Both operators
affect the tree structure, tests in non-terminal nodes and models at leaves. After
each evolutionary iteration it is usually necessary to relocate learning vectors
between parts of the tree rooted in the altered node. This can cause that certain
parts of the tree does not contain any learning vectors and has to be pruned.

Cross-over. Cross-over solution starts with selecting positions in two affected
individuals. In each of two trees one node is chosen randomly. We have proposed
three variants of recombination:

– subtrees starting in the selected nodes are exchanged,
– tests associated with the nodes are exchanged (only when non-terminal nodes

are chosen and the number of outcomes are equal),
– branches which start from the selected nodes are exchanged in random order

(only when non-terminal nodes are chosen and the number of outcomes are
equal).

Mutation. Mutation solution starts with randomly choosing the type of node
(equal probability to select leaf or internal node). Next, the ranked list of nodes
of the selected type is created and a mechanism analogous to ranking linear
selection [15] is applied to decide which node will be affected. Depending on the
type of node, ranking take into account:

– absolute error - worse in terms of accuracy leaves and internal nodes are
mutated with higher probability (homogenous leaves are not included),
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– location (level) of the internal node in the tree - it is evident that modification
of the test in the root node affects whole tree and has a great impact, whereas
mutation of an internal node in lower parts of the tree has only a local impact.
Therefore, internal nodes in lower parts of the tree are mutated with higher
probability.

We have proposed new mutation operators for internal node:

– tests between father and son exchanged,
– symmetric mutation between sub-trees,
– test in node changed by: new random one or new dipolar (described in section

2.2),
– shifting the splitting threshold (continuous-valued feature) or re-grouping

feature values (nominal features),
– node can be transformed (pruned) into a leaf,

and for the leaves:

– transform leaf into an internal node with a new dipolar test,
– extend linear model by adding new randomly chosen attribute,
– simplify linear model by removing the randomly chosen attribute,
– change linear model attributes with random ones,
– delete from linear model the least important attribute.

After performed mutation in internal nodes the models in corresponding leaves
are not recalculated because adequate linear models can be found while per-
forming the mutations at the leaves. Modifying and recalculating leaf model
makes sense only if it contains objects with different dependent variable values
or different independent variables that build the linear model.

2.4 Selection and Termination Condition

Evolution terminates when the fitness of the best individual in the population
does not improve during the fixed number of generations. In case of a slow
convergence, maximum number of generations is also specified, which allows us
to limit computation time.

Ranking linear selection [15] is applied as a selection mechanism. Additionally,
in each iteration, single individual with the highest value of fitness function in
current population in copied to the next one (elitist strategy).

2.5 Fitness Function

A fitness function drives evolutionary search process and therefore is one of the
most important and sensitive component of the algorithm. Direct minimization
of the prediction error measured on the learning set usually leads to the over-
fitting problem. In a typical top-down induction of decision trees, this problem
is partially mitigated by defining a stopping condition and by applying a post-
pruning.
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In our previous works [3] we used Akaike’s information criterion (AIC) [1] as
the fitness function. Performed experiments suggested that penalty for increasing
model size should depend on the number of observations in the data. Therefore
we have replaced AIC with the Bayesian information criterion (BIC) [20] that is
given by:

FitBIC(T ) = −2 ∗ ln(L(T )) + ln(n) ∗ k(T ) (2)

where L(T ) is the maximum of the likelihood function of the tree T , k(T ) is
the number of model parameters and n is the number of observations. The
log(likelihood) function L(T ) is typical for regression models [7] and can be
expressed as:

ln(L(T )) = −0.5n ∗ [ln(2π) + ln(SSe(T )/n) + 1] (3)

where SSe(T ) is the sum of squared residuals of the tree T . The term 2 ∗ k(T )
can also be viewed as a penalty for over-parametrization and has to include not
only the tree size but also the number of attributes that build models at the
leaves. The number of independent parameters k(T ) in the complexity penalty
term is equal 2 ∗ (Q(T ) + M(T )) where Q(T ) is the number of nodes in model
tree T and M(T ) is the sum of all attributes in the linear models at the leaves.

3 Experimental Validation

In this section, we study the predictive accuracy and size of the proposed ap-
proach (denoted as GMT) to other methods. Validation was performed on syn-
thetical and real-life datasets. Since our algorithm induces model trees we have
compared it against the popular M5 [23] counterpart. The M5 algorithm has
the same tree structure: univariate splits and multivariate linear models at the
leaves, as the GMT. The most important difference between both solution is
the tree construction where the M5 is a traditional greedy top-down inducer
and the GMT approach searches for optimal trees in a global manner by using
an evolutionary algorithm. We also included results obtained by the REPTree
which is another classical top-down inducer. REPTree builds a regression tree us-
ing variance and prunes it using reduced-error pruning (with backfitting). Both
comparative algorithms are run using the implementations in WEKA [6], soft-
ware that is publicly available.

Each tested algorithm run with default values of parameters through all
datasets. All presented results correspond to averages of 20 runs and were ob-
tained by using test sets (when available) or by 10-fold cross-validation. Root
mean squared error (RMSE) is given as the error measure of the algorithms. The
number of nodes is given as a complexity measure (size) of regression and model
trees.

3.1 Synthetical Datasets

In the first group of experiments, two simple artificially generated datasets
with analytically defined decision borders are analyzed. Both datasets contain a
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Fig. 1. Examples of artificial datasets (split plane - left, armchair3 - right)

feature that is linearly dependent with one of two independent features. One
thousand observations for each dataset were divided into a training set (33.3%
of observations) and testing set (66.7%).

The artificial dataset split plane that is illustrated in the Fig. 1 can be perfectly
predictable with regression lines on subsets of the data resulting from a single
partition. The equation is:

y(x1, x2) =
{

0.2 ∗ x2 x1 < −2
0.25 ∗ x1 + 0.2 ∗ x2 + 0.5 x1 ≥ −2 (4)

The test in the root node for both greedy top-down inducers is not optimal.
M5 approach minimizes the combined standard deviation of both partitions of
each subset and sets first split at threshold x1 = −1.18. REPTree is using the
CART approach, partitions this dataset at x1 = −0.44 minimizing the RSS and
has size equal 88. GMT partitions the data at threshold x1 = −2.00 because
it is able to search globally for the best solution. This simple artificial problem
illustrates general advantage of the global search solution to greedy algorithms.
The induced GMT and M5 trees are illustrated in Figure 2 and the Table 1
presents the generated multivariate linear models at the leaves.

Fig. 2. Examples of model trees for split plane (GMT - left, M5 - right)
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Table 1. Generated multivariate linear models for GMT and M5

GMT LM1: y(x1, x2) = 0.25 ∗ x1 + 0.2 ∗ x2 + 0.5
LM2: y(x1, x2) = 0.2 ∗ x2 + 0.5

M5 LM1: y(x1, x2) = 0.1865 ∗ x2 + 0.0052
LM2: y(x1, x2) = 0.25 ∗ x1 + 0.2 ∗ x2 + 0.5
LM3: y(x1, x2) = 0.1936 ∗ x2 + 0.0079
LM4: y(x1, x2) = 0.25 ∗ x1 + 0.2 ∗ x2 + 0.5
LM5: y(x1, x2) = 0.25 ∗ x1 + 0.2 ∗ x2 + 0.5

Illustrated in the Fig. 1 dataset Armchair3 is more complex than split plane.
Many traditional approaches will fail to efficiently split the data as the greedy
inducers search only for a locally optimal solutions. The equation is:

y(x1, x2) =

⎧⎪⎪⎨⎪⎪⎩
10 ∗ x1 − 1.5 ∗ x2 − 5 x1 < 1
−10 ∗ x1 − 1.5 ∗ x2 + 45 x1 ≥ 4
0.5 ∗ x1 − 2.5 ∗ x2 + 1.5 x2 < 3; 1 ≤ x1 < 4
0.5 ∗ x1 + 10 ∗ x2 − 35 x2 ≥ 3; 1 ≤ x1 < 4

(5)

Similarly to previous experiment, GMT managed to find the best split at x1 =
1.00 and induced optimal model tree. M5 to build the tree needed 18 rules at
the leaves and the first split threshold was set at x1 = 3.73. REPTree using the
CART approach has the first data partition at threshold x1 = 4.42 and has a
tree size equal 87.

3.2 Real-Life Datasets

Second group of experiments include several real-life datasets from UCI Machine
Learning Repository [22]. Application of the GMT to the larger datasets showed
that in contrast to RETRIS [8] our method scales well. In the proposed solution
the smoothing function is not yet introduced therefore for more honest com-
parison we present the results of the unsmoothed M5 and smoothed M5 smot.
algorithm. The REPTree which is another classical top-down inducer build only
regression trees and therefore has lower predictive accuracy. Table 2 presents
characteristics of investigated datasets and obtained results.

It can be observed that on the real-life datasets the GMT managed to induce
significantly smaller trees, similarly to the results on artificial data. Additionally,
even without smoothing process that improves the prediction accuracy of tree-
based models [23], GMT has at least comparable performance to smoothed M5
and on two out of six datasets (Elevators and Kinemaics) is significantly better.
The percentage deviation of RMSE for GMT on all datasets was under 0.5%.
As for the REPTree we may observe that the regression tree is no match for
both model trees. Higher model comprehensibility of the REPTree thanks to
simplified models at leaves is also doubtful because of the large tree size.

As with evolutionary data-mining systems, the proposed approach is more
time consuming than the classical top-down inducers. However, experiments per-
formed with typical desktop machine (Dual-Core CPU 1.66GHz with 2GB RAM)
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Table 2. Characteristics of the real-life datasets (number of objects/number of numeric
features/number of nominal features) and obtained results

GMT M5 M5 smot. REPTree
Dataset Properties RMSE size RMSE size RMSE size RMSE size

Abalone 4177/7/1 2.150 3.8 2.134 12 2.130 12 2.358 201
Ailerons 13750/40/0 0.000165 4.2 0.000164 5.0 0.000164 5.0 0.000203 553
Delta Ailerons 7129/5/0 0.000164 9.5 0.000167 22 0.000165 22 0.000175 291
Delta Elevators 9517/6/0 0.001424 3.1 0.001427 8.0 0.001426 8.0 0.00150 319
Elevators 16599/18/0 0.002448 14 0.002702 45 0.002670 45 0.003984 503
Kinemaics 8192/8/0 0.1457 24 0.1654 106 0.1600 106 0.1906 819

showed that the calculation time even for the largest datasets are acceptable
(from 5 minutes for the Abalone to around 2 hours for the Ailerons).

4 Conclusion

This paper presents a new global approach to the model tree learning. In con-
trast to classical top-down inducers, where locally optimal tests are sequentially
chosen, in GMT the tree structure, tests in internal nodes and models at the
leaves are searched in the same time by specialized evolutionary algorithm. This
way the inducer is able to avoid local optima and to generate better predictive
model. Even preliminary experimental results show that the globally evolved re-
gression models are competitive compared to the top-down based counterparts,
especially in the term of tree size.

Proposed approach is constantly improved. Further research to determine
more appropriate value of complexity penalty term in the BIC criterion is ad-
vised and other commonly used measures should be considered. Currently we
are working on a smoothing process that will improve prediction accuracy. On
the other hand, we plan to introduce oblique tests in the non-terminal nodes and
more advance models at the leaves.
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Abstract. This paper tackles the problem of relational sequence learn-
ing selecting relevant features elicited from a set of labelled sequences.
Each relational sequence is firstly mapped into a feature vector using the
result of a feature construction method. The second step finds an opti-
mal subset of the constructed features that leads to high classification
accuracy, by adopting a wrapper approach that uses a stochastic local
search algorithm embedding a Bayes classifier. The performance of the
proposed method on a real-world dataset shows an improvement com-
pared to other sequential statistical relational methods, such as Logical
Hidden Markov Models and relational Conditional Random Fields.

1 Introduction

Sequential data may be found in many contexts of everyday life, and in many
computer science applications such as video understanding, planning, computa-
tional biology, user modelling and speech recognition. Different methodologies
have been proposed to face the problem of sequential learning. Some environ-
ments involve very complex components and features, and hence classical existing
approaches have been extended to the case of relational sequences [1] to exploit
a more powerful representation formalism. Sequential learning techniques may
be classified according to the language they adopt to describe sequences. On the
one hand there are methods adopting a propositional language, such as Hidden
Markov Models (HMMs), allowing both a simple model representation and an
efficient algorithm; on the other hand (Sequential) Statistical Relational Learn-
ing (SRL) [2] techniques, such as Logical Hidden Markov Models (LoHMMs) [3]
and relational Conditional Random Fields [4, 5] are able to elegantly handle
complex and structured descriptions for which a flat representation could make
the problem intractable to propositional techniques. The goal of this paper is to
propose a new probabilistic method for relational sequence learning [1].

A way to tackle the task of inferring discriminant functions in relational learn-
ing is to reformulate the problem into an attribute-value form and then apply a
propositional learner [6]. The reformulation process may be obtained adopting
a feature construction method, such as mining frequent patterns that can then
be successfully used as new Boolean features [7–9]. Since, the effectiveness of
learning algorithms strongly depends on the used features, a feature selection
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task is very desirable. The aim of feature selection is to find an optimal subset
of the input features leading to high classification performance, or, more gen-
erally, to carry out the classification task optimally. However, the search for a
variable subset is a NP-hard problem. Therefore, the optimal solution cannot be
guaranteed to be reached except when performing an exhaustive search in the
solution space. Using stochastic local search procedures [10] allows one to obtain
good solutions without having to explore the whole solution space.

In this paper we propose an algorithm for relational sequence learning, named
Lynx1, that works in two phases. In the first phase it adopts a feature construc-
tion approach that provides a set of probabilistic features. In the second step,
Lynx adopts a wrapper feature selection approach, that uses a stochastic local
search procedure, embedding a näıve Bayes classifier to select an optimal subset
of the features constructed in the previous phase. In particular, the optimal sub-
set is searched using a Greedy Randomised Search Procedure (GRASP) [11] and
the search is guided by the predictive power of the selected subset computed us-
ing a näıve Bayes approach. The focus of this paper is on combining probabilistic
feature construction and feature selection for relational sequence learning.

Related works may be divided into two categories. The former includes works
belonging to the Inductive Logic Programming (ILP) [12] area, that reformulate
the initial relational problem into an attribute-value form, by using frequent
patterns as new Boolean features, and then applying propositional learners. The
latter category includes all the systems purposely designed to tackle the problem
of relational sequence analysis falling into the more specific SRL area where
probabilistic models are combined with relational learning.

This work may be related to that in [9], where the authors presented one of
the first ILP feature construction methods. They firstly build a set of features
adopting a declarative language to constrain the search space and find discrimi-
nant features. Then, these features are used to learn a classification model with
a propositional learner. In [13] are presented a logic language for mining se-
quences of logical atoms and an inductive algorithm, that combines principles of
the level-wise search algorithm with the version space in order to find all patterns
that satisfy a given constraint. These ILP works, however, take into account the
feature construction problem only. In this paper, on the other hand, we want to
optimise the predictive accuracy of a probabilistic model built on an optimal set
of the constructed features.

More similar to our approach are sequential statistical relational techniques
that combine a probabilistic model with a relational description belonging to the
SRL area, such as Logical Hidden Markov Models (LoHMMs) [3] and relational
Conditional Random Fields [4] that are purposely designed for relational se-
quence learning. In [3] the authors proposed an algorithm for selecting LoHMMs
from logical sequences. The proposed logical extension of HMMs overcomes their
weakness on flat symbols by handling sequences of structured symbols by means
of a probabilistic ILP framework. In [14] the authors presented a method to com-
pute the gradient of the likelihood with respect to the parameters of a LoHMM.

1 Lynx is public available at http://www.di.uniba.it/∼ndm/lynx/
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They overcome the predictive accuracy of the generative model of LoHMMs us-
ing a Fisher Kernel. Finally, in [4] an extension of Conditional Random Fields
(CRFs) to logical sequences has been proposed. CRFs are undirected graphical
models that, instead of learning a generative model as in HMMs, learn a dis-
criminative model designed to handle non-independent input features. In [4], the
authors lifted CRFs to the relational case representing the potential functions
as a sum of relational regression trees.

2 Lynx: A Relational Pattern-Based Classifier

This section firstly briefly reports the framework for mining relational sequences
introduced in [15] and used in Lynx due to its general logic formalism. Over that
framework Lynx implements a probabilistic pattern-based classifier. After intro-
ducing the representation language, the Lynx system will be presented, along
with its feature construction capability, the adopted pattern-based classification
model, and the feature selection approach.

As a representation language we used first-order logic.A first-order alphabet
consists of a set of constants, a set of variables, a set of function symbols, and a
non-empty set of predicate symbols. Both function symbols and predicate symbols
have a natural number (its arity) assigned to it. A term is a constant symbol, a
variable symbol, or an n-ary function symbol f applied to n terms t1, t2, . . . , tn.
An atom p(t1, . . . , tn) is a predicate symbol p of arity n applied to n terms ti.
Both l and its negation l are said to be (resp., positive and negative) literals
whenever l is an atom. Literals and terms are said to be ground whenever they
do not contain variables. A substitution θ is defined as a set of bindings {X1 ←
a1, . . . , Xn ← an} where Xi, 1 ≤ i ≤ n are variables and ai, 1 ≤ i ≤ n are terms.
A substitution θ is applied to an expression e, obtaining the expression (eθ), by
replacing all variables Xi with their corresponding term ai.

Lynx adopts the relational framework, and the corresponding pattern mining
algorithm, reported in [15], that here we briefly recall. Considering a sequence as
an ordered succession of events, fluents have been used to indicate that an atom
is true for a given event. A multi-dimensional relational sequence may be defined
as a set of atoms, concerning n dimensions, where each event may be related to
another event by means of the <i operators, 1 ≤ i ≤ n. In order to represent
multi-dimensional relational patterns, the following dimensional operators have
been introduced. Given a set D of dimensions, ∀i ∈ D: <i indicates the direct
successor on the dimension i; �i encodes the transitive closure of <i; and ©n

i

calculates the n-th direct successor. Hence, a multi-dimensional relational pattern
may be defined as a set of atoms, regarding n dimensions, in which there are
non-dimensional atoms and each event may be related to another event by means
of the operators <i, �i and ©n

i , 1 ≤ i ≤ n. In order to compute the frequency
of a pattern over a sequence it is important to define the concept of sequence
subsumption. Given Σ = B ∪ U , where U is the set of atoms in a sequence S,
and B is a background knowledge. A pattern P subsumes a sequence S (P ⊆ S),
iff there exists an SLDOI-deduction of P from Σ. An SLDOI-deduction is an
SLD-deduction under Object Identity [16].
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2.1 Feature Construction via Pattern Mining

The first step of Lynx carries out a feature construction process by mining fre-
quent patterns from sequences with an approach similar to that reported in [9].
The algorithm for frequent multi-dimensional relational pattern mining is based
on the same idea as the generic level-wise search method, known in data mining
from the Apriori algorithm [17]. The level-wise algorithm performs a breadth-first
search in the lattice of patterns ordered by a specialization relation 	. Genera-
tion of the frequent patterns is based on a top-down approach. The algorithm
starts with the most general patterns. Then, at each step it tries to specialise all
the candidate frequent patterns, discarding the non-frequent patterns and stor-
ing those whose length is equal to the user specified input parameter maxsize.
For each new refined pattern, semantically equivalent patterns are detected, by
using the θOI-subsumption relation [16], and discarded. In the specialization
phase the specialization operator, basically, adds atoms to the pattern.

The algorithm uses a background knowledge B containing the sequences and a
set of constraints, similar to that defined in SeqLog [13], that must be satisfied by
the generated patterns. In particular, some of the constraints in B are (see [15]
for more details): maxsize(M), maximal pattern length; minfreq(m), the fre-
quency of the patterns must be greater than m; type(p) and mode(p), denote,
respectively, the type and the input/output mode of the predicate’s arguments
p, used to specify a language bias; negconstraint([p1, p2, . . . , pn]) specifies a
constraint that the patterns must not fulfil; posconstraint([p1, p2, . . . , pn])
specifies a constraint that the patterns must fulfil; atmostone([p1, p2, . . . , pn])
discards all the patterns that make true more than one predicate among p1,
p2,. . ., pn; key([p1, p2, . . . , pn]) specifies that each pattern must have one of the
predicates p1, p2, . . . pn as a starting literal.

Given a set of relational sequences D defined over a set of classes C, the
frequency of a pattern p, freq(p, D), corresponds to the number of sequences
s ∈ D such that p subsumes s. The support of a pattern p with respect to a class
c ∈ C, suppc(p, D) corresponds to the number of sequences s ∈ D whose class
label is c. Finally, the confidence of a pattern p with respect to a class c ∈ C is
defined as confc(p, D) = suppc(p, D)/freq(p, D).

The refinement of patterns is obtained by using a refinement operator ρ that
maps each pattern to a set of its specializations, i.e. ρ(p) ⊂ {p′|p 	 p′} where
p 	 p′ means that p is more general than p′ or that p subsumes p′. For each
specialization level, before starting the next refinement step, Lynx records all
the obtained patterns. Hence, it might happen that the final set includes a
pattern p that subsumes many other patterns in the same set. However, the
subsumed patterns may have a different support, contributing in different way
to the classification model.

2.2 Pattern-Based Classification

After identifying the set of frequent patterns, the next question is how to use
them as features in order to correctly classify unseen sequences. Let X be the
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input space of relational sequences, and Y = {1, 2, . . . , Q} denote the finite set
of possible class labels. Given a training set D = {(Xi, Yi)|1 ≤ i ≤ m}, where
Xi ∈ X is a single relational sequence and Yi ∈ Y is the label associated to Xi,
the goal is to learn a function h : X → Y from D that predicts the label for
each unseen instance. Let P , with |P| = d, be the set of constructed features
obtained in the first step of the Lynx system (the patterns mined from D), as
reported in Section 2.1. For each sequence Xk ∈ X we can build a d-component
vector-valued x = (x1, x2, . . . , xd) random variable where each xi ∈ x is 1 if the
pattern pi ∈ P subsumes sequence Xk, and 0 otherwise, for each 1 ≤ i ≤ d.

Using the Bayes’ theorem, if p(Yj) describes the prior probability of class Yj ,
then the posterior probability p(Yj |x) can be computed from p(x|Yj) as

p(Yj |x) =
p(x|Yj)p(Yj)∑Q
i=1 p(x|Yi)p(Yi)

.

Given a set of discriminant functions gi(x), i = 1, . . . , Q, a classifier is said to as-
sign the vector x to class Yj if gj(x) > gi(x) for all j �= i. Taking gi(x) = P (Yi|x),
the maximum discriminant function corresponds to the maximum a posteriori
(MAP) probability. For minimum error rate classification, the following discrim-
inant function will be used

gi(x) = ln p(x|Yi) + ln P (Yi). (1)

We are considering a multi-class classification problem involving discrete fea-
tures. In this problem the components of vector x are binary-valued and condi-
tionally independent. In particular, let the component of vector x = (x1, . . . , xd)
be binary valued (0 or 1). We define

pij = Prob(xi = 1|Yj) i=1,...,d
j=1,...,Q

with the components of x being statistically independent for all xi ∈ x. In
this model each feature xi gives a yes/no answer about pattern pi. However,
if pik > pit we expect the i-th pattern to subsume a sequence more frequently
when its class is Yk than when it is Yt. The factors pij can be estimated by
frequency counts on the training examples, as pij = supportYj

(pi). In this way,
the constructed features pi may be viewed as probabilistic features expressing
the relevance for pattern pi in determining classification Yj .

By assuming conditional independence we can write P (x|Yi) as a product
of the probabilities of the components of x. Given this assumption, a particu-
larly convenient way of writing the class-conditional probabilities is as follows:
P (x|Yj) =

∏d
i=1(pij)xi(1−pij)1−xi . Hence, Eq. 1 yields the discriminant function

gj(x) = ln p(x|Yj) + ln p(Yj) =
d∑

i=1

xi ln
pij

1 − pij
+

d∑
i=1

ln(1 − pij) + ln p(Yj). (2)

The factor corresponding to the prior probability for class Yj can be estimated
from the training set as p(Yi) = |{(X,Y )∈D s.t. Y =Yi}|

|D| , 1 ≤ i ≤ Q. The minimum
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probability of error is achieved by the following decision rule: decide Yk, 1 ≤
k ≤ Q, if ∀j, 1 ≤ j ≤ Q ∧ j �= k : gk(x) ≥ gj(x), where gi(·) is defined as in
Eq. 2. Note that this discriminant function is linear in xi, and thus we can write
gj(x) =

∑d
i=1 αixi + β0, where αi = ln(pij/(1 − pij)), and β0 =

∑d
i=1 ln(1 −

pij) + ln p(Yj). The magnitude of the weight αi in gj(x) indicates the relevance
of a subsumption for pattern pi in determining classification Yj . This is the
probabilistic characteristic of the features obtained in the feature construction
phase, as opposed to the classical Boolean feature approach.

2.3 Feature Selection with Stochastic Local Search

After having constructed a set of features, and presented a method to use those
features to classify unseen sequences, now the problem is how to find a subset of
these features that optimises prediction accuracy. The optimization problem of
selecting a subset of features (patterns) with a superior classification performance
may be formulated as follows. Let P be the constructed original set of patterns,
and let f : 2|P| → R be a function scoring a selected subset X ⊆ P . The problem
of feature selection is to find a subset X̂ ⊆ P such that f(X̂) = maxZ⊆P f(Z).
An exhaustive approach to this problem would require examining all 2|P| possible
subsets of the feature set P , making it impractical for even small values of |P|.
The use of a stochastic local search procedure [10] allows to obtain good solutions
without having to explore the whole solution space.

Given a subset P ⊆ P , for each sequence Xj ∈ X we let the classifier find
the MAP hypothesis ĥP (Xj) = arg maxi gi(xj) by adopting the discriminant
function reported in Eq. 1, where xj is the feature based representation of se-
quence Xj obtained using patterns in P . Hence the initial optimization problem
corresponds to minimise the expectation E[1ĥP (Xj) �=Yj

] where 1ĥP (Xj) �=Yj
is the

characteristic function of training example Xj returning 1 if ĥP (Xj) �= Yj , and 0
otherwise. Finally, given D the training set with |D| = m and P a set of features
(patterns), the number of classification errors made by the Bayesian model is

errD(P ) = mE[1ĥP (Xj) �=Yj
]. (3)

GRASPFS Consider a combinatorial optimisation problem, where one is given a
discrete set X of solutions and an objective function f : X → R to be minimised,
and seek a solution x∗ ∈ X such that ∀x ∈ X : f(x∗) ≤ f(x). A method
to find high-quality solutions for a combinatorial problem consists of a two-step
approach made up of a greedy construction phase followed by a perturbative local
search [10]. The greedy construction method starts the process from an empty
candidate solution and at each construction step adds the best ranked component
according to a heuristic selection function. Then, a perturbative local search
algorithm, searching a local neighbourhood, is used to improve the candidate
solution thus obtained. Advantages of this search method are a much better
solution quality and fewer perturbative improvement steps needed to reach the
local optimum.
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GRASP [11] solves the problem of the limited number of different candidate
solutions generated by a greedy construction search method by randomising the
construction method. GRASP is an iterative process combining at each iteration
a construction and a local search phase. In the construction phase a feasible
solution is built, and then its neighbourhood is explored by the local search. Al-
gorithm 1 reports the GRASPFS procedure included in the Lynx system to perform
the feature selection task. In each iteration, it computes a solution S ∈ S by
using a randomised constructive search procedure and then applies a local search
procedure to S yielding an improved solution. The main procedure is made up
of two components: a constructive phase and a local search phase.

Algorithm 1. GRASPFS

Input: D: the training set; P : a set of patterns (features); maxiter : maximum number
of iterations; errD(P ): the evaluation function (see Eq. 3)

Output: solution Ŝ ⊆ P
1: Ŝ = ∅, errD(Ŝ) = +∞
2: iter = 0
3: while iter < maxiter do
4: α = rand(0,1)
5: S = ∅; i = 0
6: while i < n do
7: S = {S′|S′ = add(S,A)} for each component A ∈ P s.t. A �∈ S
8: s = max{errD(T )|T ∈ S}
9: s = min{errD(T )|T ∈ S}

10: RCL = {S′ ∈ S|errD(S′) ≤ s + α(s− s)}
11: select the new S, at random, from RCL
12: i ← i + 1
13: N = {S′ ∈ neigh(S)|errD(S′) < errD(S)}
14: while N �= ∅ do
15: select S ∈ N
16: N ← {S′ ∈ neigh(S)|errD(S′) < errD(S)}
17: if errD(S) < errD(Ŝ) then

18: Ŝ = S
19: iter = iter + 1
20: return Ŝ

The constructive search algorithm (lines 4-12) used in GRASPFS iteratively adds
a solution component by randomly selecting it, according to a uniform distribu-
tion, from a set, named restricted candidate list (RCL), of highly ranked solu-
tion components with respect to a greedy function g : S → R. The probabilistic
component of GRASPFS is characterised by a random choice of one of the best
candidates in the RCL. In our case the greedy function g corresponds to the error
function errD(P ) previously reported in Eq. 3. In particular, given errD(P ), the
heuristic function, and S, the set of feasible solutions, s = min{errD(S)|S ∈ S}
and s = max{errD(S)|S ∈ S} are computed. Then the RCL is defined by in-
cluding in it all the components S such that errD(S) ≥ s + α(s − s).
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To improve the solution generated by the construction phase, a local search
is used (lines 13-16). It works by iteratively replacing the current solution with
a better solution taken from the neighbourhood of the current solution while
such a better solution exists. Given P the set of patterns, in order to build the
neighbourhood neigh(S) of a solution S = {p1, p2, . . . , pt} ⊆ P , the following
operators are exploited:

add: S → S ∪ {pi} where pi ∈ P \ S;
replace: S → S \ {pi} ∪ {pk} where pi ∈ S and pk ∈ P \ S.

In particular, given a solution S ∈ S, the elements of the neighbourhood neigh(S)
of S are those solutions that can be obtained by applying an elementary modifi-
cation (add or replace) to S. Local search starts from an initial solution S0 ∈ S
and iteratively generates a series of improving solutions S1, S2, . . .. At the k-
th iteration, neigh(Sk) is searched for an improved solution Sk+1 such that
errD(Sk+1) < errD(Sk). If such a solution is found, it becomes the current
solution. Otherwise, the search ends with Sk as a local optimum.

3 Experiments

Experiments were conducted on protein fold classification, an important prob-
lem in biology. The dataset, already used in [14, 3, 4], is made up of logical
sequences of the secondary structure of protein domains. The task is to predict
one of the five most populated SCOP folds of alpha and beta proteins (a/b): TIM
beta/alpha-barrel (c1), NAD(P)-binding Rossmann-fold domains (c2), Riboso-
mal protein L4 (c23), Cysteine hydrolase (c37), and Phosphotyrosine protein
phosphatases I-like (c55). Overall, the class distribution is 721 sequences for
class c1, 360 for c2, 274 for c23, 441 for c37 and 290 for c55. As in [4], we used
a round robin approach, treating each pair of classes as a separate classification
problem, and the overall classification of an example instance is the majority
vote among all pairwise classification problems.

Table 1 reports the experimental results of a 10-fold cross-validated accuracy
of Lynx. Two experiments have been run choosing confidence levels 0.95 and
1.0. For each experiment, Lynx was applied on the same data with and without
feature selection. In particular, we run classification on the test instances without
applying GRASPFS in order to have a baseline accuracy value. Indeed, it turns out

Table 1. Cross-validated accuracy on 10 folds of the data of Lynx with and without
feature selection

Conf. Lynx
Folds

Mean
1 2 3 4 5 6 7 8 9 10

0.95
w/o GRASPFS 0.84 0.88 0.83 0.83 0.85 0.76 0.85 0.81 0.82 0.80 0.826
w GRASPFS 0.88 0.92 0.88 0.88 0.89 0.84 0.93 0,87 0.90 0.93 0.878

1.0
w/o GRASPFS 0.89 0.94 0.84 0.92 0.94 0.88 0.91 0.89 0.88 0.87 0.896
w GRASPFS 0.94 0.97 0.93 0.95 0.95 0.93 0.93 0.97 0.90 0.94 0.942
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Table 2. Cross-validated accuracy of LoHHMs, Fisher kernels, TildeCRF and Lynx

System Accuracy

LoHMMs [3] 75%
Fisher kernels [14] 84%
TildeCRF [4] 92.96%
Lynx 94.15%

that accuracy grows when GRASPFS optimises the feature set, proving the validity
of the method adopted for the feature selection task. Furthermore, the accuracy
level grows up when we mine patterns with a confidence level equal to 1.0 which
corresponds to saving jumping emerging patterns2 only. This proves that jumping
patterns have a discriminative power greater than emerging patterns (when the
confidence level is equal to 0.95).

As a second experiment we compared Lynx on the same data to other SRL
systems. Cross-validated accuracy is summarised in Table 2. LoHHMs [3] were
able to achieve a predictive accuracy of 75%, Fisher kernels [14] achieved
an accuracy of about 84%, TildeCRF [4] reached an accuracy value of 92.96%,
while Lynx obtained an accuracy of 94.15%. We can conclude that Lynx performs
better than established methods on this real-world dataset.

4 Conclusions

In this paper we considered the problem of relational sequence learning using
relevant patterns discovered from a set of labelled sequences. We firstly apply
a feature construction method in order to map each relational sequence into a
feature vector. Then, a feature selection algorithm to find an optimal subset
of the constructed features leading to high classification accuracy is applied.
The performance of the proposed method on a real-world dataset shows an
improvement when compared to other sequential statistical relational techniques.
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Abstract. Many applicative domains require complex multi-relational represen-
tations. We propose a family of kernels for relational representations to produce
statistical classifiers that can be effectively employed in a variety of such tasks.
The kernel functions are defined over the set of objects in a knowledge base pa-
rameterized on a notion of context, represented by a committee of concepts ex-
pressed through logic clauses. A preliminary feature construction phase based on
genetic programming allows for the selection of optimized contexts. An experi-
mental session on the task of similarity search proves the practical effectiveness
of the method.

1 Statistical Learning for Complex Representations

Many applicative domains, spanning from natural language processing to bio- and
chemio-informatics, require complex (multi-)relational representations such as those
offered by logic databases (such the deductive databases). Standard tasks involving
these kinds of knowledge bases require complex forms of inference (e.g. based on a
logic calculus) which hardly scale with their dimensions. In such settings, decisions
made by exploiting an induced statistical model may represent a viable alternative for
supporting related tasks such as (approximate) retrieval, query answering, etc..

Learning inductive classification models for complex knowledge bases can be per-
formed through Statistical Relational Learning (SRL) methods. In this work, we in-
tend to adapt efficient non-parametric methods based on kernel functions, originally
devised for attribute-value representations, to the multi-relational case required by the
mentioned applications. In particular, we will focus on similarity-based methods which
are based on density functions which are ultimately grounded on the semantics of the
instances of the knowledge bases.

Following the rationale behind the KFOIL system [11], efficient learning methods
like the kernel machines [17] may be adapted to work on multi-relational spaces, such
as clausal spaces investigated in ILP (and SRL). This required the definition of suitable
kernel functions which encode a notion of similarity over such spaces. Even more so, the
very kernel function can be the preliminary objective of learning, or measure induction
and performance evaluation may be intertwined, as in KFOIL.

Most of the proposed similarity measures for concept descriptions focus on the
similarity of atomic concepts within simple concept hierarchies or are strongly based
on the structure of the terms for specific FOL fragments. These approaches have been
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specifically aimed at assessing similarity between concepts [13]. In the perspective of
exploiting similarity measures in inductive (instance-based) tasks, the need for a defi-
nition of a semantic similarity measure for instances arises [15].

Kernel functions may encode a notion of similarity also in the context of structured
representations [9]. Declarative kernels on mereo-topological instance spaces [7] are
supported by a background knowledge made up of a type system and some structural
relations (expressing parthood and linkedness). In some approaches the background
knowledge has been partially compiled within kernel machines [8]. Other works have
investigated the definition of kernels based on the effect of instance covering [12], or
also by considering the similarity of the related proof traces [14].

Kernels for alternative FOL fragments, such as Description Logics, have also been
proposed. The one defined on the Feature Description Logic [2] turned out particularly
effective for relational structures elicited from text. More complex description logics
have been recently tackled [5]. In this work, a family of declarative kernel functions
is proposed that can be applied to knowledge bases expressed in ALC and ALCN .
The kernels encode a notion of similarity of individuals in this representation, based on
structural and semantic aspects of the reference representation. Namely a normal form
for concept descriptions has been defined which confers the structure of AND-OR trees
whose internal nodes contain sub-concepts while the leaves are made up of primitive
concepts which can be compared on the grounds of their extension, as elicited from the
knowledge base.

The family of functions presented in this work descend more closely from more gen-
eral kernels which were proposed in [6] which apply to even more complex description
logics. They are mainly based on the Minkowski’s measures for Euclidean spaces in
a way that is similar to the hypothesis-driven distances proposed in [16]. Namely, the
measures are based on the degree of discernibility of the input objects with respect to
a committee of features, which are represented by concept descriptions. As such, these
functions depend on both the choice of the feature committee and the knowledge base
they are applied to. Differently from the original idea [16], a definition of the notion of
projections is given which is based on model-theory for clausal logics.

This leads to investigating on methods for optimizing the committee of features for
the measure. To this purpose, the employment of randomized search procedures (and
genetic programming) may be considered [3]. Experimentally, it may be shown that
the measures induced by large committees can be sufficiently accurate when employed
for classification tasks even though the employed committee of features were not the
optimal ones or if the concepts therein were partially redundant [3]. In the case of kernel
machines, this step is performed during the induction of the classifier, thus no ad hoc
feature construction procedure is needed.

The remainder of the paper is organized as follows. The statistical learning frame-
work is recalled in Sect. 2. The definition of the family of kernels is proposed in Sect. 3,
where we prove them to be valid and discuss possible extensions. The effectiveness of
the proposed functions is demonstrated with an experimentation, reported in Sect. 4,
regarding the task of similarity search. Possible developments are finally examined in
Sect. 5.
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2 Learning Relational Classifiers through Kernel Methods

Considering the general task of learning classifiers from examples, kernel methods are
particularly well suited from an engineering point of view because the learning algo-
rithm (inductive bias) and the choice of the kernel function (language bias) are almost
completely independent [17]. While the former encapsulates the learning task and the
way in which a solution is sought, the latter encodes the hypothesis language, i.e. the
representation for the target classes. Different kernel functions implement different hy-
pothesis spaces of features. Hence, the same kernel machine can be applied to different
representations, provided that suitable kernel functions are available.

Thus, an efficient algorithm may be adopted to work on structured spaces [9] (e.g.
trees, graphs) by merely devising a suitable kernel function. Positive and negative ex-
amples of the target concept are to be provided to the machine that processes them,
through the specific kernel, in order to produce a definition for the target concept in the
form of a decision function.

2.1 Clausal Knowledge Bases

In the following, we assume that objects (instances), concepts and relationships among
them may be defined in terms of a clausal language such as DATALOG [1], endowed
with its standard semantics, which is well suited to support many kind of knowledge
bases, such as deductive databases.

A knowledge base K = 〈T ,D〉, where T is a logic theory representing the schema of
the knowledge base, where concepts (entities) and relationships defined through DAT-
ALOG clauses, and the database D is a set of ground facts concerning the world state.
We will refer to the unary predicates as to concepts. Primitive concepts are the atomic
concepts defined extensionally by the related facts in D only, whereas defined concepts
will be defined by means of clauses contained in T . With const(D) we denote the set
of constants occurring in K (specifically in D).

As regards inference services, the measures are based on instance-checking, which
amounts to determining whether an object a belongs to a concept C w.r.t. a given logic
interpretation or all the models of the knowledge base: K |= C(a).

2.2 Learning Linear Classifiers

Working on simple representations, a training example is a vector x of boolean features
(propositional variables) extended with an additional one y indicating the membership
w.r.t. a target class (i.e. a query concept): (x, y) ∈ {0, 1}n×{−1, +1}. Essentially these
algorithms aim at finding a vector w ∈ IRn which is employed by a linear function to
make a decision on the y label for an unclassified instance (x, ·): y(x) = sign(w · x)
The resulting rule is: if w · x ≥ 0 then predict x to be positive (+1) else it is classified
as negative (−1).

Separating positive from negative instances with a linear boundary may be infeasible
as it depends on the complexity of the target concept [17]. The kernel trick consists
in mapping the examples onto a suitable feature space (likely one with many more
dimensions), allowing for the linear separation between positive and negative examples
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(embedding space. Actually, such a mapping is never explicitly performed; a valid (i.e.
definite positive) kernel function, corresponding to the inner product of the transformed
vectors in the new space, ensures that an embedding exists [17]: k(x, z) = φ(x) · φ(z).

Likely, many hyperplanes can separate the examples. Among the other kernel meth-
ods, the support vector machines (SVMs) aim at finding the hyperplane that maximizes
the margin, that is the distance from the areas containing positive and negative training
examples. The classifier is computed according to the closest instances w.r.t. the bound-
ary (support vectors). These algorithms are very efficient since they solve the problem
through quadratic programming techniques once the kernel matrix is produced [17].
The choice of kernel functions is very important as their computation should efficient
enough for controlling the complexity of the overall learning process.

2.3 Kernels for Structured Representations

When examples and background knowledge are expressed through structured (logical)
representations a further level of complexity is added. One way to solve the problem
may involve the transformation of statistical classifiers into logical ones. However while
the opposite mapping has been shown as possible, direct solutions to the learning prob-
lem are still to be investigated. An appealing quality of the class of valid kernel func-
tions is its closure w.r.t. many operations. In particular this class is closed w.r.t. the
convolution [17]:

κconv(x, z) =
∑

x∈R−1(x)

∑
z∈R−1(z)

D∏
i=1

κi(xi, zi)

where relationship R builds a single compound out of D simpler objects, each from a
space that is already endowed with a valid kernel (κi). The choice of R is a non-trivial
task as it may depend on the particular application.

Then new kernels can be defined for complex structures based on simpler kernels
defined for their parts using the closure property w.r.t. this operation and many oth-
ers [17]. Many definitions have exploited this property, introducing kernels for strings,
trees, graphs and other discrete structures. In particular, the framework in [9] shows a
principled way for defining new kernels based on type construction, where types are
specified in a declarative way.

3 Semantic Kernels for Clausal Spaces

3.1 Kernel Definition

It can be observed that, although instances seem to lack of a syntactic structure that
may be exploited for a comparison, moving to a semantic level, similar objects should
behave similarly with respect to the same concepts, i.e. similar instantiations should be
shared and dissimilar objects should likely instantiate disjoint concepts [3].

Following this rationale, we introduce novel kernel functions for the target repre-
sentation, that simply compare the semantics of the instances w.r.t. a fixed number
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of dimensions represented by concept definitions. Namely, they are compared on the
grounds of their behavior w.r.t. a reduced (yet not necessarily disjoint) committee of
features, represented by a collection of concepts, say F = {F1, F2, . . . , Fm}, which
stands as a group of discriminating features expressed in the language taken into ac-
count. In this case, we will consider unary predicates which have a definition in the
knowledge base i.e. the related set of clauses in terms of the predicates in K. Then, a
family of semantic similarity measures for objects can be defined for clausal represen-
tations, with a simple formulation, inspired by Minkowski’s metrics:

Definition 3.1 (family of kernel functions). Let K = 〈T ,D〉 be a knowledge base.
Given a set of concepts F = {F1, F2, . . . , Fm} defined in terms of K, a family {κF

p}p∈IN

of functions κF
p : const(D) × const(D) �→ IR is defined as follows:

∀a, b ∈ const(D)

κF
p(a, b) :=

⎡⎣ |F|∑
i=1

(δ(πi(a), πi(b)))p

⎤⎦1/p

where δ is the Kronecker symbol acting as an indicator function and the i-th projection
function πi, with i = 1, . . . , m, is defined by:
∀a ∈ const(D)

πi(a) =
{

1 K � Fi(a)
0 otherwise

The superscript F or the subscript p will be omitted when fixed.

3.2 Discussion

Primarily, it must be shown that these functions are valid kernels [17].

Proposition 3.1 (validity). For a fixed feature set F and p ∈ IN, the function κF
p is a

valid kernel.

Proof. The property can be easily proved considering that the function is defined as a
combination of a number of operators to δ, which can be regarded as a simple matching
kernel function. The validity descends from the properties of closure of the class of
kernel functions w.r.t. those operations. ��

We make the assumption that the feature-set F may represent a sufficient number of
(possibly redundant) features that are able to discriminate really different objects. As
hinted in [16], redundancy may help appreciate the relative differences in similarity.

Compared to other proposed similarity (or dissimilarity) measures, the presented
functions are not based on structural (syntactical) criteria; they require only deciding
(proof-theoretically) whether an object can be an instance of the concepts in the com-
mittee.

Note that the computation of projection functions can be performed in advance (with
the support of a suitable DBMS) thus determining a speed-up in the actual computation
of the kernel.
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3.3 Extensions

In some cases it may be convenient to work with a normalized version of the functions
that can be defined as κ̄F

p : const(D) × const(D) �→ [0, 1] such that: ∀a, b ∈ const(D)

κ̄F
p(a, b) :=

⎡⎣ |F|∑
i=1

(
δ(πi(a), πi(b))

|F|

)p
⎤⎦1/p

Alternatively, the standard normalized version of the kernel function κF
p can be obtained

as follows [17]:
∀a, b ∈ const(D)

κ̄F
p(a, b) := κF

p(a, b)/
√

κF
p(a, a) · κF

p(b, b)

The definition above might be further extended by recurring to model theory. Namely,
the set MK ⊆ 2|BK| of the Herbrand models of the knowledge base can be consid-
ered, where BK stands for its Herbrand base. Now, given two instances a and b to be
compared w.r.t. a certain feature Fi, i = 1, . . . , m, one might check whether they are
similar in the world represented by a Herbrand interpretation I ∈ MK: I |= Fi(a) and
I |= Fi(b).

Hence, a similarity measure should count the cases of agreement, varying the Her-
brand models of the knowledge base. The resulting definition for a new kernel function
is the following:
∀a, b ∈ const(D)

κF
p(a, b) :=

1
|MK|

[ ∑
I∈MK

m∑
i=1

(
δ(πI

i (a), πI
i (b))

)p

]1/p

where the projections are computed for a specific world state as encoded by a Herbrand
interpretation I:
∀a ∈ const(D)

πI
i (a) =

{
1 Fi(a) ∈ I
0 otherwise

Although the measures could be implemented according to the definitions, their ef-
fectiveness and also the efficiency of their computation strongly depends on the choice
of the feature committee (feature selection). Indeed, various optimizations of the mea-
sures can be foreseen as concerns their parametric definition. Among the possible com-
mittees, those that are able to better discriminate the objects in the dataset ought to be
preferred. Finding good committees can be accomplished by means of randomized op-
timization techniques especially when many examples are available [3]. Namely, part
of the entire data can be drawn in order to learn optimal F sets, in advance with respect
to the successive usage for all other purposes.

3.4 Classification and Query Answering

The ultimate aim is to apply the classifiers produced by means of kernel methods to
clausal knowledge bases to solve practical problems.
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As concerns the mere classification and also query answering tasks, the adoption
of an inductive rather than deductive method brings various advantages. The learning
algorithms for inducing the classifier are polynomial on the size of training samples
provided; linear classification is even more straightforward. The induced classification
models can be considered as a sort of view on the knowledge base, that can be stored
and re-used depending on the specific task or problem to be solved. Most importantly,
the kernel-machine (a SVM in our case) is able to learn a soft-margin classifier which
can perform quite well even with noisy examples [17].

The adopted kernel method will not require a particular representation of the training
instances: It will be sufficient to provide the related Gram matrix. In our case, given a
query concept Q for which an inductive hypothesis function hQ (a classification model)
is to be constructed, each training instance xi must have a known class-membership
value w.r.t. Q, yi = tQ(xi) ∈ {−1, +1}, i.e. the true value of the function tQ that the
inductive method aims at approximating with hQ. Once the kernel machine has learned
the hypothesis hQ (based on a vector of coefficients for the primal or dual form), this
will be used for predict classification (and then also for query answering) for the whole
population of objects in the knowledge base.

4 Experiments

In order to prove the effectiveness of the kernel functions (coupled with the committee-
optimization procedure), an experimentation was performed on the task of query an-
swering based on inductive classification, i.e. finding instances that can be answers to
a query by means of hypotheses learned using kernel functions. A comparison can be
made to an analogous experiment with the related similarity-based learning method
(nearest-neighbors) presented in [3].

4.1 Setup

The family relational kernels defined in the previous section has been implemented
and integrated with the Java version of the library of SVM algorithms1 LIBSVM 2.89.
The kernel matrix is provided by a suitable Java interface to Prolog reasoning based
on external libraries2. In the experiments the default values for the parameters of the
library were used.

Relational knowledge bases from different domains have been selected analogously
to the previous experiment [3]: a small one that was artificially generated for the study-
ing the PHASE TRANSITION, (problem pt4444), the University of Washington CSE
dataset (UW-CSE), one from the MUTAGENESIS datasets, and one concerning the lay-
out structure of scientific papers (SCI-DOCS). Moreover, in this new experiment also the
E COLI dataset was employed. Further details on these datasets are reported in Tab. 1.

In the experiment, given a number of random query concepts, we intended to assess
the accuracy of the answers obtained from the model induced by the kernel method

1 Publicly available at: http://www.csie.ntu.edu.tw/˜cjlin/libsvm/
2 JPL 3. See http://www.swi-prolog.org

http://www.csie.ntu.edu.tw/~cjlin/libsvm/
http://www.swi-prolog.org
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Table 1. Details about the datasets employed

dataset #concepts #relations #constants
PHASE TRANS. 2 4 400

UW-CSE 9 20 2208
SCI-DOCS 30 9 4585

MUTAGENESIS 68 2 9292
E COLI 224 245 396

Table 2. Experimental results using the models induced by the kernel methods: cardinality of the
induced feature committee and average outcomes (± standard deviation) over the 10 folds

dataset | F | %correct %false pos. %false neg.
PHASE TRANS. 6 98.95 ± 0.13 01.02 ± 0.04 00.03 ± 0.11

UW-CSE 9 98.42 ± 2.65 01.58 ± 2.65 00.00 ± 0.00
SCI-DOCS 7 98.73 ± 5.32 01.27 ± 5.32 00.00 ± 0.00

MUTAGENESIS 11 97.51 ± 2.34 02.49 ± 2.34 00.00 ± 0.00
E COLI 10 99.22 ± 0.85 00.78 ± 0.85 00.00 ± 0.00

compared to the correct ones, which can be derived by (deductive) reasoning with the
knowledge base. For each dataset, a preliminary phase was devoted to the construction
of an optimal feature set with the stochastic search method presented in [3]. To this
purpose, a limited set of instances (100) was randomly selected in order to perform the
task. A simple discretization algorithm had to be preliminarily applied to the numerical
attributes, if any, since currently the kernel functions do not handle these cases. Hence,
the number of predicates increased w.r.t. the original dataset.

A number of 20 query concepts were random generated in terms of the predicates of
the knowledge base. The experiment was repeated applying a ten-fold cross-validation
design to each dataset. In the training phase classification models were generated us-
ing a SVM on the kernel matrices obtained for each dataset. Then, in the test phase,
the class-membership of all the other instances w.r.t. the query concepts was tested,
comparing the inductive prediction to the true value deduced from the knowledge base.

4.2 Outcomes

Considering the outcomes of the experiments shown in Tab. 2 (to be compared to
those of the previous experiment in Tab. 3), we note that the performance is gener-
ally quite good and we do not observe the decay of the previous experiment for the case
of the SCI-DOCS dataset, which also determined the largest variance. Generally, the
new method performs comparably well w.r.t. the previous one with some slight decay,
however it seems to be much more stable.

As regards the errors made, seldom false negatives were observed with the new
method. Thus, we may conclude that the inductive classification appears weaker in
terms of recall rather than precision. The good results were probably due to the regu-
larity of the information in the various datasets: for each individual the same amount of
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Table 3. Experimental results obtained with a nearest-neighbor procedure: cardinality of the in-
duced feature committee and average outcomes (± standard deviation) over the 10 folds

dataset | F | %correct %false pos. %false neg.
PHASE TRANS. 6 99.97 ± 0.13 00.00 ± 0.00 00.03 ± 0.13

UW-CSE 9 99.01 ± 1.92 00.05 ± 0.08 00.94 ± 1.94
SCI-DOCS 5 85.49 ± 9.06 01.66 ± 1.87 12.85 ± 8.96

MUTAGENESIS 11 98.68 ± 1.92 00.08 ± 0.12 01.24 ± 1.94

information is known, which helps to discern among them. More sparsity (incomplete
information) in the datasets would certainly decrease the discernibility of the objects
and, hence, the overall performance.

The good performance on such datasets, despite some of them are known to be par-
ticularly hard to learn, is due to the fact that the system actually does not have to learn a
definition for an unknown concept (nor a generative model), but, rather, those features
that can help to discern between positive and negative instances.

It is also possible to compare the number of new features constructed for the ker-
nel function and the distance measure in the two experiments and the overall number
of (primitive or defined) concepts in the knowledge base. As expected, the number of
concepts in the committees is also similar although the stochastic search started from
random concepts. Employing smaller committees (with comparable performance re-
sults) is certainly desirable for the sake of an efficient computation of the measure.
However, some of them were generated during the discretization process.

We can conclude that we have the new method is more stable and less error prone
w.r.t. the false negatives. Although model construction is not performed in nearest
neighbor learning, the kernel-based method is also generally more efficient in the clas-
sification phase because the calculation of a distance requires much more reasoning
(also depending on the number of neighbors) than the single evaluation of the kernel
function.

5 Concluding Remarks and Outlook

In the line of past works on distance-induction, we have proposed the definition of a
family of kernel functions over the instances in a clausal knowledge base. The kernels
are parameterized on a committee of concepts that can be selected by the proposed
randomized search method. An experimentation on performing semantic-based retrieval
proved the effectiveness of the new measures.

Possible subsumption relationships between predicates in the committee may be ex-
plicitly exploited in the measure for making the relative distances more accurate. The
extension to the case of concept distance may also be improved. Furthermore, the mea-
sure should be extended to cope with numeric information which abound in biological
or chemical datasets.

This kind of measures may have a wide range of applications on clausal knowledge
bases. They have been also integrated in an instance-based learning system implement-
ing a nearest-neighbor learning algorithm similar to RIBL [4].
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Currently we are exploiting the measures in conceptual clustering algorithms where
clusters will be formed by grouping instances on the grounds of their similarity assessed
through a distance measure for multi-relational representations [10] which is based on
the same rationale of the presented kernel functions, triggering the induction of new
emerging concepts. Moreover, we are investigating the application of the same ideas
to ontology mining tasks which require specific solution for the peculiar knowledge
representations adopted in that context.
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Abstract. We propose a method called Topic Graph based NMF for
Transfer Learning (TNT) based on Non-negative Matrix Factorization
(NMF). Since NMF learns feature vectors to approximate the given
data, the proposed approach tries to preserve the feature space which
is spanned by the feature vectors to realize transfer learning. Based on
the learned feature vectors in the source domain, a graph structure called
topic graph is constructed, and the graph is utilized as a regularization
term in the framework of NMF. We show that the proposed regulariza-
tion term corresponds to maximizing the similarity between topic graphs
in both domains, and that the term corresponds to the graph Laplacian of
the topic graph. Furthermore, we propose a learning algorithm with mul-
tiplicative update rules and prove its convergence. The proposed method
is evaluated over document clustering problem, and the results indicate
that the proposed method improves performance via transfer learning.

1 Introduction

As the amount of available data increases, various research efforts have been
conducted to learn knowledge from data. It would be nice if the obtained knowl-
edge learned in one domain can also be utilized in another domain to improve
performance in the latter domain. Transfer Learning is a machine learning frame-
work to realize this goal [11]. The domain in which the knowledge is learned is
called source domain, and the other domain is called target domain in this paper.
Various methods have been proposed to realize transfer learning [3,10,15].

We propose a transfer learning method based on Non-negative Matrix Fac-
torization (NMF). Since NMF learns feature vectors to approximate the given
data, the proposed method tries to preserve the feature space which is spanned
by the feature vectors in transfer learning. Based on the learned feature vectors
in the source domain, a graph structure called topic graph is constructed, and
the graph is utilized as a regularization term in the framework of NMF. We show
that the proposed regularization term corresponds to maximizing the similarity
between topic graphs in both domains, and that the term corresponds to the
graph Laplacian [13] of the topic graph. Furthermore, we propose a learning
algorithm with multiplicative update rules and prove its convergence.

Once the appropriate representation in the target domain is learned, various
algorithms can be applied to the learned representation as in [8]. Especially,
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contrary to other method [10,15], no “label” information is required to conduct
transfer learning in our approach. The proposed method is evaluated over doc-
ument clustering problem, and the results indicate that the proposed method
improves performance via transfer learning. Especially, the proposed method
showed large performance improvement even when many features were utilized.

Section 2 explains the details of our method. Section 3 reports the evalua-
tion of the proposed approach over various datasets and discusses the obtained
results. Section 4 summarizes our contributions.

2 Topic Graph based NMF for Transfer Learning

We use a bold capital letter for a matrix, and a lower italic letter for a vector.
Xij stands for the element in a matrix X. tr stands for the trace of a matrix,
and XT stands for the transposition of X.

2.1 Non-negative Matrix Factorization
Under the specified number of features q, Non-negative Matrix Factorization
(NMF) [9] factorizes a non-negative matrix X= [x1, · · · , xn] ∈ Rp×n

+ into two
non-negative matrices U=[u1, · · · , uq] ∈ Rp×q

+ , V=[v1, · · · , vn] ∈ Rq×n
+ as

X � UV (1)

Each data x is approximated as a linear combination of u1, · · · , uq. Thus, NMF
conducts dimensionality reduction of a data matrix X and learns the repre-
sentation V in the feature space which is spanned by the column vectors of
U. Minimization of the following objective function is conducted to obtain the
matrices U and V:

J1 = ||X − UV||2 (2)

where || · || stands for the norm of a matrix. In this paper we focus on Frobenius
norm || · ||F [9].

In most approaches which utilize NMF for document clustering, the number
of features are set to the number of clusters [14,5], and each instance is assigned
to the cluster c with the maximal value in the constructed representation v.

c = argmax
c

vc (3)
where vc stands for the value of c-th element in v.

2.2 Topic Graph
We utilize NMF for realizing transfer learning. With NMF, each data x is ap-
proximated as a linear combination of u1, · · · , uq in eq.(1). Thus, we regard each
column vector of U as a topic.

Furthermore, the proposed method constructs a graph structure called topic
graph from the learned U and utilizes the graph to realize transfer learning. The
topic graph is defined by mapping each topic (column vector of U) to a vertex
and connecting each pair of vertices with their similarities. Currently cosine
similarity is utilized to define the edge weights in the topic graph as:

W = UTU, where uT
l ul = 1, ∀l = 1, . . . , q (4)
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Fig. 1. Overview of Topic based NMF for Transfer Learning

Step1 apply NMF on Xs in the source domain and obtain Us

Step2 transfer the learned Us into the target domain
Step2.1 construct the topic graph Ws from Us

Step2.2 learn Vt in the target domain by topic-graph based NMF (Algorithm 1)
Step3 apply some learning algorithm to Vt

Fig. 2. The Framework of Topic based NMF for Transfer Learning

2.3 Overview

The overview of the proposed approach is illustrated in Fig. 1. Since NMF learns
U = [u1, . . . , uq] which constitutes the feature space Span(U) [6], based on our
transfer hypothesis that feature spaces in both domains are similar, the proposed
method conducts transfer learning by preserving the feature space when the data
matrix Xt in the target domain is factorized. The topic graph based on Us in
eq.(4) is utilized as a regularization term to conduct transfer learning in the
proposed algorithm.

The framework of the proposed transfer learning is summarized in Fig. 2.
By applying NMF to the data matrix Xs in the source domain, Us is learned
and transfered to the target domain in Step 1. The topic graph Ws in eq.(4)
is constructed from Us in Step 2.1, and Vt in the target domain is learned by
the proposed algorithm TNT (in Algorithm 1) in Step2.2. Finally, some learning
algorithm is applied to the learned representation Vt as in [8].

2.4 Topic Graph based NMF for Transfer Learning

As explained above, our transfer hypothesis is the similarity (preservation) of
feature spaces in both domains, i.e., Span(Us) � Span(Ut) based on Us and Ut
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in NMF. This constraint can be formalized as the minimization of ||Us − Ut||2
with respect to the norm of matrices as in eq.(2). Thus, if each column vector in
both Us and Ut is normalized, this constraint can be formalized based on the
non-negativity in NMF as follows:

argmin
Ut

||Us − Ut||2 ⇔ argmax
Ut

tr(UsUT
t ) (5)

⇔ argmax
Ut

tr((UsUT
t )T (UsUT

t )) (6)

⇔ argmin
Ut

tr(Ut(Ds − Ws)UT
t ) (7)

⇔ argmin
Ut

tr(UtLsUT
t ) (8)

where Ds in eq.(7) is the degree matrix of the topic graph Ws, Ls = Ds - Ws

is the graph Laplacian for Ws. Eq.(5) and eq. (6) are equivalent due to the
non-negativity of Us and Ut. Since tr(UtDsUT

t ) is some constant, eq.(6) and
eq. (7) are equivalent.

Thus, the proposed method formalizes transfer learning as the minimization
of the following objective function based on Us.

J2 = ||Xt − UtVt||2 + ν tr(UtLsUT
t ) (9)

Furthermore, minimization of the second term in eq.(9) can be shown as equiv-
alent to the following:

argmax
Ut

tr(Ut(UT
s Us)UT

t ) ⇔ argmax
Ut

tr(WsWt) (10)

⇔ argmax
Ut

Ws • Wt (11)

where • represents the inner product of matrices [6]D Thus, the proposed second
term in eq.(9) corresponds to maximizing the similarity of topic graphs Ws and
Wt in both domains. Furthermore, from eq. (8), it can also considered as the
regularization term based on the graph Laplacian of the proposed topic graph.

2.5 The Algorithm

We propose an algorithm to find out Ut and Vt by minimizing eq.(9). By in-
troducing Lagrangian multipliers Ψ , Φ for the non-negativity of each element in
Ut and Vt, we define the following Lagrangian eq.(12):

L = argmin
Ut,Vt

||Xt − UtVt||2 + ν tr(UtLsUT
t ) + tr(ΨUT

t ) + tr(ΦVT
t ) (12)

By the partial derivative of eq.(12) w.r.t. Ut and Vt, and using the KKT
(Karush-Kuhn-Tucker) condition, we can derive the following multiplicative up-
date rules
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Algorithm 1. Topic based NMF for Transfer Learning
Algorithm TNT(Xt, Us, ν)

Require: Xt

Require: Us ∈ Rp×q
+ s.t. uT

l ul = 1, ∀l = 1, . . . , q
Require: ν ∈ R+ // regularization parameter
1: Ut := Us //utilize Us for initialization
2: initialize Vt

3: while termination condition is not satisfied do

4: (Ut)ij := (Ut)ij
(XtV

T
t +νUtWs)ij

(UtVtV
T
t +νUtDs)ij

5: normalize Ut s.t. uT
l ul = 1, ∀l = 1, . . . , q

6: (Vt)ij := (Vt)ij
(UT

t Xt)ij

(UT
t UtVt)ij

7: end while
8: return Vt

(Ut)ij ← (Ut)ij
(XtVT

t + νUtWs)ij

(UtVtVT
t + νUtDs)ij

(13)

(Vt)ij ← (Vt)ij
(UT

t Xt)ij

(UT
t UtVt)ij

(14)

TNT (Topic based NMF for Transfer Learning) is shown in Algorithm 1.
The following theorem holds for algorithm TNT:

Theorem 1. The objective function in eq.(9) is non-increasing under the update
rules in Algorithm 1, and since it is non-negative, the algorithm converges.

The proof based on the auxiliary function [1] is omitted due to space limitation.

2.6 Regularization via Pairwise Relation in the Target Domain

In order to improve the performance in the target domain, we propose the fol-
lowing objective function by adding another regularization term in eq.(9) based
on pairwise data relation [1]:

J3 = ||Xt − UtVt||2 + ν tr(UtLsUT
t ) + λ tr(VT

t LtVt) (15)

The third term corresponds to the regularization term in [1], and λ is the regu-
larization parameter. In [1], the m nearest neighbor (m-NN) graph in data space
is first constructed, and the graph Laplacian L = D - A for the adjacency matrix
A of the graph is utilized. In our method, the graph Laplacian Lt for the weight
matrix of the m-NN graph is utilized instead.

Even when eq.(15) is utilized, we can also derive the corresponding multiplica-
tive update rules as in eq.(13) and eq.(14). Since the partial derivative of Ut and
that of Vt are independent, the same update rule in eq.(13) can be used for Ut;
the update rule in [1] can be utilized for Vt to minimize (15). Furthermore we
can also show the same convergence theorem as in Theorem 1.
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Table 1. 4 clusters dataset

id Dataset Clusters

a comp vs rec
Source comp-1 comp-4 rec-2 rec-4
Target comp-2 comp-5 rec-1 rec-3

b comp vs sci
Source comp-1 comp-2 sci-1 sci-2
Target comp-4 comp-5 sci-3 space

c comp vs talk
Source comp-1 comp-5 talk-2 talk-4
Target comp-2 comp-3 talk-1 talk-3

d rec vs talk
Source rec-1 rec-2 talk-1 talk-3
Target rec-3 rec-4 talk-2 talk-4

e sci vs talk
Source sci-2 sci-3 talk-3 talk-4
Target sci-1 sci-4 talk-1 talk-2

Table 2. 6 clusters dataset

id Dataset Clusters

f comp vs rec vs sci
Source comp-1 comp-2 rec-1 rec-2 sci-1 sci-2
Target comp-3 comp-4 rec-3 rec-4 sci-3 sci-4

g comp vs rec vs talk
Source comp-1 comp-2 rec-1 rec-2 talk-1 talk-2
Target comp-3 comp-4 rec-3 rec-4 talk-3 talk-4

h comp vs sci vs talk
Source comp-1 comp-2 sci-1 sci-2 talk-1 talk-2
Target comp-3 comp-4 sci-3 sci-4 talk-3 talk-4

i rec vs sci vs talk
Source rec-1 rec-2 sci-1 sci-2 talk-1 talk-2
Target rec-3 rec-4 sci-3 sci-4 talk-3 talk-4

3 Evaluations

3.1 Experimental Settings

Datasets. Based on previous work [10], we conducted experiments on 20 News-
group data (20NG)1. Clustering of these datasets corresponds to document clus-
tering. 20NG contains top 4 categories {comp,rec,sci,talk}, and sub-categories
are included under them. As in [10], from the same top category, the source and
the target domains are set to different sub-categories. The objective of transfer
learning is to improve performance in the target domain (only small amount of
data is available) by utilizing large amount of data in source domain, Thus, the
amount of data in source domain was set to four times larger than that in the
target domain, and 25 documents were sampled from each sub-category in the
target domain. This process was repeated and 10 samples were created for each
dataset. The utilized datasets are shown in Table 1 and Table 2.

For each sample, we conducted stemming using porter stemmer2 and Mon-
tyTagger3, removed stop words, and selected 2,000 words with large mutual
information [2].

Evaluation Measures. For each dataset, the cluster assignment was evaluated
with respect to Normalized Mutual Information (NMI). Let C, Ĉ stand for
the random variables over the true and assigned clusters. NMI is defined as

1 http://people.csail.mit.edu/˜jrennie/20Newsgroups/. 20news-18828 was utilized.
2 http://www.tartarus.org/˜martin/PorterStemmer
3 http://web.media.mit.edu/˜hugo/montytagger
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NMI = I(Ĉ;C)

(H(Ĉ)+H(C))/2
(∈ [0, 1]) where H(·) is Shannon Entropy, I(; ) is

Mutual Information. NMI corresponds to the accuracy of cluster assignment.
The larger NMI is, the better the result is.

Comparison. We utilized the proposed method on 1) NMF [9], 2) WNMF [14],
3) GNMF [1], and evaluated its effectiveness. In addition, we compared with other
transfer leaning methods: 4) SDT [10]C 5) MTrick [15]. In addition, we compared
with the previous approach for document clustering with NMF in eq.(3), i.e., by
setting the number of clusters k to the number of features q and using argmax
for cluster assignment. We assumed that the number of clusters k is specified.

WNMF [9] first converts the data matrix X by utilizing the weighting scheme
in Ncut [13], and applies the standard NMF algorithm on the converted data.
GNMF [1] utilizes the first and the third term in eq.(15) as explained in Sec-
tion 2.6. For the conventional NMF and WNMF, cluster assignment was deter-
mined using eq.(3). However, since the results of GNMF using eq.(3) was very
poor, skmeans was applied to the constructed representation Vt by GNMF.

Parameters. Cosine similarity, which is widely utilized in text processing, was
utilized as the pairwise similarity measure. Although SDT andMTrick assume
label information in the source domain, no label information was utilized in the
evaluation. Thus, the regularization parameter for the label information was set
to 0 in these methods. Based on [10], the coefficient for the target domain was
set to 0.025 in SDT, and kmeans was utilized.

Based on [15], in MTrick, the number of word clusters was set to 50, and the
coefficient for the target domain was set to 1.5. Since logistic regression based
on the label information cannot be utilized as described in [15], the matrix G
in X � FSGT was initialized using skmeans in our experiments. On the other
hand, following [15], F was initialized using pLSI [7]. The number of neighbors
m was set to 10 in GNMF, and λ was set to 100 based on [1].

Evaluation Procedure. For the constructed Vt in the target domain, kmeans
and skmeans were applied to conduct clustering. Since NMF finds out local
optimal, the obtained matrices U and V depend on the initialization. Thus, we
conducted 10 random initialization for the same data matrix. This process is
repeated in 10 samples for each dataset4. The number of maximum iterations in
NMF was set to 30.

3.2 Evaluation on Real-World Datasets

The horizontal axis corresponds to the number of features q, the vertical one
to NMI . In the legend, solid lines correspond to NMF, dotted lines to WNMF,
and dash lines to GNMF. In addition, +T stands for the results by utilizing
the proposed method in Section 2 for each method. Based on our preliminary
experiments, ν was set to 0.15 and λ to 1.5 in the following experiments.

4 The average of 100 runs is reported in each dataset.
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Fig. 3. Effects of # features q (left: kmeans, right: skmeans)

Table 3. Comparison (NMI , with skmeans)

qRatio Dataset a b c d e f g h i

k × 10
NMF+T 0.228 0.105 0.211 0.159 0.180 0.231 0.250 0.202 0.225

WNMF+T 0.325 0.123 0.308 0.158 0.187 0.163 0.235 0.291 0.204
GNMF+T 0.527 0.287 0.447 0.329 0.413 0.428 0.462 0.449 0.423

k × 30
NMF+T 0.310 0.148 0.294 0.216 0.245 0.266 0.301 0.263 0.263

WNMF+T 0.214 0.109 0.152 0.125 0.161 0.152 0.196 0.207 0.164
GNMF+T 0.516 0.252 0.413 0.295 0.351 0.385 0.431 0.429 0.349

other MTrick 0.441 0.283 0.396 0.284 0.339 0.383 0.409 0.396 0.364
transfer SDT 0.358 0.118 0.210 0.158 0.154 0.160 0.188 0.254 0.179

with max NMF 0.435 0.249 0.387 0.281 0.331 0.358 0.386 0.377 0.354
(eq.(3)) WNMF 0.315 0.215 0.364 0.235 0.273 0.262 0.356 0.326 0.312
(q = k) GNMF 0.393 0.161 0.345 0.243 0.247 0.308 0.332 0.326 0.276

Effectiveness of Transfer Learning. It is important to learn sufficient num-
ber of features in representation learning, especially in Self-Taught Learning [12].
Thus, we conducted experiments by varying the number of features q and eval-
uated the effectiveness of the proposed method. As an example, the results for
comp vs talk (c) in Table 1 and comp vs sci vs talk (h) in Table 2 are illustrated
in Fig. 3 (left graphs are for kmeansC and right ones for skmeans).

In Fig. 3, the performance of the original NMFCWNMF, GNMF decreased
as the number of features q increases. On the other hand, by utilizing the pro-
posed transfer learning method, GNMF+T (green dash lines with diamonds) was
very robust with respect to the increase in q, and showed much better perfor-
mance. The performance of NMF+T and WNMF+T decreased at first but later
increased as q increased. In addition, as in GNMF, the proposed method showed
the improvement on these methods when the number of features is large.

Comparison with other methods. Comparison with other methods is sum-
marized in Table 3. The role of source and target domains in Table 1 and Table 2
were also exchanged, and their average with skmeans is shown in Table 35. Al-
5 When q is increased, the representation of Vt becomes high-dimensional. Thus,

skmeans showed slightly better performance than kmeans.
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though the performance depends on the number of features q, Table 3 shows the
cases when q is 10 times larger than k (in Table 3, the row for k × 10) and 30
times larger (the row for k × 30).

From Table 3, we can see that the proposed GNMF+T in eq. (15) outper-
formed all the other methods. Especially, compared with the original GNMF (in
the row for q = k), the results show the performance improvement with the
proposed method. In GNMF+T and WNMF+T, the results for k × 10 showed
better performance. On the other hand the results k× 30 was better in NMF+T
since its performance improved as q increases (see Fig. 3). It outperformed SDT,
but not MTrick. The performance decreased much faster in WNMF+T w.r.t. q.

In terms of clustering performance, the proposed method with eq.(15)
(GNMF+T) showed the best result. On the other hand, since the performance of
NMF+T and WNMF+T decreased as the number of features q increased, they
could not outperform the conventional NMF and WNMF (with eq. (3) by setting
q=k).

3.3 Discussions

The results in Section 3.2 indicate that the proposed transfer learning method is
effective, even when many features were utilized. When the local representation
U learned by NMF is utilized for transfer learning, it is important to learn enough
“pool” of features as in [12]. Thus, we believe that the proposed method is useful
for such situations. The performance of conventional NMF methods drastically
decreased as the number of features q increased. On the other hand, via transfer
learning, the proposed method increased the performance as q increased; espe-
cially, it was effective and robust for GNMF+T with eq. (15). However, although
the method with eq.(15) outperformed other methods, other methods could not
outperform the conventional NMF and WMF (with eq. (3) by setting q=k).

Our transfer hypothesis is the similarity of feature spaces in NMF, and the
proposed method conducts transfer learning based on the local representation U.
Furthermore, contrary to SDT and MTrick, no “label” information is required to
conduct transfer learning in our approach. The performance of SDT was rather
low since no label information was utilized in the evaluation. On the other hand,
the performance of MTrick strongly depended on the initial values in matrices6.
It would be possible to improve the performance of NMF-based methods by
modifying the initialization of matrices, but this is out of the scope of this paper.

4 Concluding Remarks

We proposed a transfer learning method based on Non-negative Matrix Fac-
torization (NMF). Since NMF learns feature vectors to approximate the given
data, the proposed method tries to preserve the feature space which is spanned
by the feature vectors in transfer learning. Based on the learned feature vectors

6 When GT is randomly initialized as in NMF, the clustering performance of MTrick
was very low. Thus, instead, we utilized skmeans in the evaluation.
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in the source domain, a graph structure called topic graph is constructed, and
the graph is utilized as a regularization term in the framework of NMF. We show
that the proposed regularization term corresponds to maximizing the similarity
between topic graphs in both domains, and that the term corresponds to the
graph Laplacian [13] of the topic graph. Furthermore, we proposed a learning
algorithm with multiplicative update rules, which is guaranteed to converge.

Contrary to other method, no “label” information is required to conduct trans-
fer learning in our approach. The proposed method was evaluated over document
clustering problem, and the results indicated that the proposed method improved
performance via transfer learning. Especially, the proposed method showed large
performance improvement even when many features were utilized.
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Abstract. We introduce a linear regression regularization method based
on the minimum description length principle, which aims at both sparsi-
fication and over-fit avoidance. We begin by building compact prefix free
encryption codes for both rational-valued parameters and integer-valued
residuals, then build smooth approximations to their code lengths, as to
provide an objective function whose minimization provides optimal loss-
less compression under certain assumptions. We compare the method
against the LASSO on simulated datasets proposed by Tibshirani [14],
examining generalization and accuracy in sparsity structure recovery.

1 Introduction

1.1 Minimum Description Length.

The Minimum Description Length (MDL) principle is one of many model se-
lection criteria that have been proposed to tackle the general model selection
problem. Based on algorithmic information theory [13], it was first formulated
by Rissanen in 1978 [10]. In the past decades several theoretical approaches to
MDL have evolved [7], while practical implementations remain an open research
topic [12], as the computational burden MDL can impose is significant.

Practical MDL uses description methods that are less expressive than univer-
sal languages, confined to simplified model classes. It restricts the set of allowed
codes in a manner which allows us to find the shortest code length of the data,
relative to the set of allowed codes in finite time [12, 13]. So far, three practi-
cal MDL schemes have been devised [9]. We used the simplest of them, which
is called two-part MDL: M̂ = argminM∈M (L (D|M) + L (M)), where D is the
data, M the model, M the model class (the set of allowed models) and L the
code length function. If we knew the probability distributions p(M), p(D|M), we
could use Bayesian or ML estimation and use appropriate asymptotically com-
pact codes, i.e. Shannon-Fano coding, to generate the code books for L(D|M)
and L(M) (as it is done in Wallace’s Minimum Message Length). As these are
not known a priori, we must make more general assumptions.

1.2 Regularized Linear Regression vs. Compressive Linear
Regression

In linear regression, we assume data is organized in an observation matrix
D ∈ RJ×N where N is the number of observations and J is the number of

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 270–279, 2011.
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features. This matrix may be expanded into a matrix X(D) in two ways: by
adding functions of groups of observations (therefore increasing N), as in kernel
expansion, or adding rows to D, which are functions of the original features:

y = X(D)θ + e, y ∈ RN , θ ∈ RK , (1)

where K = J +p, θ is the vector of linear regression parameters, e is the residual
and y is the vector we call herein the target or output observation. Depending on
our prior knowledge of the probability density function p(e) (i.e. of measurement
errors) there are various ways in which an approximate solution θ̂ may be sought,
by minimizing the appropriate loss function (or log-likelihood). One of the most
common “non-uniformative” assumptions, consistent with a maximal entropy
distribution for finite variance i.i.d sampling, is that the errors are Gaussian and
the corresponding loss function to be minimized is provided by the 2-norm

θ̂ = arg min
θ

(‖y − X(D)θ‖2 + γ ‖θ‖r) (2)

Regularization (γ �= 0) of �2 regression is helpful in avoiding overfit, as well as
in providing a unique rather than infinite solution space in the underdetermined
case. Various regularization norms have been proposed, the most commonly used
being ridge regression and LASSO [14]. The Tikhonov regularization [15] pro-
poses a generalized 2-norm, but commonly the straightforward �2 norm is used
(ridge regression). The LASSO proposes the �1 norm, offering the additional
advantage of a tendency to sparsify θ. Both approaches can be seen, from a
Bayesian perspective, to assume a Gaussian error distribution p(e) and indepen-
dent zero-mean priors with uniform variances over components of θ, of Gaussian
form for ridge regression and double-exponential for the LASSO. Our objective
was to provide for a scale invariant objective function which allows for meaningful
Bayesian interpretation and does not require hyper-parameter tuning. The MDL
formulation of regularized regression requires, first of all, the weak assumption
that the target has finite and uniform measurement precision or quantization
width δ(y) (i.e. y/δ(y) ∈ ZN ). We seek

min
θ#

(
L

(
y

δ(y)
−
⌊

X(D)θ#

δ(y)

⌋)
+ L (θ#)

)
, (3)

where θ# ∈ QK . The difference between equations (2) and (3) is that we are
optimizing over rational-valued vectors θ#, rather than real-valued ones, as both
the parameter prior and the measurement error distributions are now discrete
probabilities rather than probability density functions. Clearly, a direct opti-
mization over rational numbers would be very difficult. This is precisely why we
develop codes, approximations and bounds to make MDL optimization possible
for the model class of linear regression models with nonlinear feature products.
We shall call this method Compressive Linear Regression (CLR).
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2 Methods

The approach we will follow is to compute smooth approximations of description
lengths of regression parameters and residuals for the purpose of optimization:
compact codes for rationals and random integer sequences must be revisited.

2.1 Coding of Integers

Rissanen’s universal prefix-free code for integers [11] provides a Bayesian “non-
uniformative” prior 2−L(i), a principle which can be extended from the integer
set to rational numbers as well, which we will propose in this paper. A universal
code is a prefix-free code which has an expected code length over all integers
that is invariant, within a constant, no matter what the prior probability of the
integers is (assuming that it monotonically decreases). However, Rissanen’s code
is not very compact as defined by the Kraft inequality: Θ =

∑
d∈D 2−L(d) ≤ 1.

Rissanen’s code is not convex, being concave at x1 = 2, x2 = 22 = 4, x3 = 24 =
16, x4 = 216, ..., which can cause problems for some optimization algorithms.
Universal codes are the basic building block for the other codes described, there-
fore we chose to build a smooth, compact and convex universal code Un for
non-negative integers and for signed integers as well via the ordering 0,-1,1,-
2,2,-3 etc. We call the code for the signed integers U . Our code combines two
different coding schemes: For small numbers, a coding scheme F similar to Fi-
bonacci coding [1] switches at a certain point to a coding scheme E producing
code words with the same lengths as Elias-Delta coding [5] for large numbers.

2.2 Coding of Rationals within a Real Line Interval

Any universal integer code can be used to construct a prefix-free code for rational
numbers of specified precision. However, there is no obvious ordering scheme for
rationals in terms of code lengths. Li and Vitányi offer a method to map rationals
into the unit interval [0, 1] ∈ R using the idea of cylinder sets [16]. We implement
a variant of this code and name it α-code:

α : R2 → {0, 1}∗ , α −1: {0, 1}∗ → Q , s.t.
θ# = α−1 (α(θ, δ)) ∈ (θ − δ, θ − δ)) (4)

Fig. 1. Integer codelengths. Left plot, bottom row: Risannen codelengths. Middle row:
codelengths for the F code. Top row: codewords for F . Middle: Codelengths for inde-
pendent elements of e = (e1, e2...)

T using F . Right: Spherical coding of e using F .
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Fig. 2. Left: α code for rational numbers. Code word lengths increase with
|θ| and θ/δ. Right: Smooth approximation function for the α coding func-
tion. ᾱ = c0 · log (τ (θ) · (erf (10 · (1− δ/θ) + 1) · |θ|+ δ)− log δ) + 1. τ (θ) =∣∣c1 ·

(
log

(
log

(
θ2 + c2

)))
− 1

∣∣. erf is the error function and c0, c1 and c2 are numeri-
cally fitted constants of O(1).

where α−1(α(θ, δ)) is the rational number coded by the binary α(θ, δ). Using
the code α, we can recover a rational number close to the real number θ to a
precision of at least δ. We define α = α(θ, δ) = U(θδ)U(θlog), where θ is the
rational number to be encoded, δ the precision to which it should be encoded,
θδ = �θ/δ� and θlog = �log |θ|� − �0.5 log log θδ�. The decimal value of the code
word α(θ, δ) is θ# = θδ · 2�log θδ�+θlog .

As α is a prefix-free code, the code length for a vector of rationals is simply the
length of the concatenation of the codes of its elements: α(θ, δ) =

∑
i α(θi, δi).

We shall use α to store the linear regression parameters. Through numerical tests,
we were able to find a smooth function ᾱ that approximates our α-code lengths,
for which we calculated an approximation mean error of 0.8 bit by sampling 105

evenly spaced points for θ ∈ [2−8; 28] and a relative precision θ/δ ∈ [2−8; 20].
The α code length and its smooth approximation is shown in Figure 2.

2.3 Spherical Coding of a Signed Integer Sequence

We seek a means of coding the part of the data that cannot be explained by
the model, i.e. the residuals e (a sequence of signed integers - see Fig. 1). Since
only model fitting (compression) can determine that the sequence is not random,
we shall build a code assuming that each element is random (incompressible),
independent of each other, and uniform (equivalent to an i.i.d sample). In the case
of a physical measurement, we assume the errors are δ(X) width quantizations of
a stationary ergodic continuous stochastic process. We assume that the likelihood
of a sample e decreases with its 2-norm (i.e. is “spherical”), which as we will
show numerically, is equivalent to assuming a Gaussian error distribution.

The corresponding coding problem becomes one of counting the maximal ex-
pected number of hypercubes with side lengths δ(X) that intersect a hypersphere
of N dimensions ordered spirally outwards from the origin (see Fig. 1).

H : N ↔ ZN , s.t. ‖H(i)‖2 ≤ ‖H(i + 1)‖2 ∀i ∈ N (5)

The spiral counting scheme H(i) guarantees that the 2-norm is monotonically
increasing and therefore, since the universal description length of an integer is
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monotonically increasing with the integer, it follows that under this counting
scheme the description length of an integer vector under H is monotonically
increasing with its 2-norm. This leads us to state that:

‖e/δ(X)‖2 ≤ r ⇒ K(e) ≤ h(r2, N)
h(r2, N) �

∣∣U (
max

(
V N

S (r + 1), 1
))∣∣ (6)

where V N
S (r) denotes the volume of the hyper-sphere of radius r in RN . If we

know that the 2-norm of an integer vector e is bounded by r, then its description
length is less than the universal code length of the number hyper-cubes contained
by the sphere of radius r + 1. We can establish a connection between h and the
Shannon entropy hsh(x). It is the shortest average coding length for a random
variable x of dimension N . For gaussian data x with variance σ2,

hsh(x) = N/2 · log(2πe) + N · log(σ) (7)

To be able to compare hsh and h, we have to consider the case of finite data again:
We cannot simply assume that σ is known, but rather we have to actually encode
it and consider its coding length. We do so using the α-code. The minimum
number of bits that we need to store σ can be found by minimizing over the
precision Δσ. We call the resulting applied Shannon coding length hap:

hap(σ, Δσ) = N/2 · log(2πe) + min
Δσ

(N · log(σ + Δσ) + α(σ, Δσ)) (8)

Figure 3 shows that the applied Shannon coding length is approximated by
the spherical code length function for large N . Shannon-Fano or Huffman code
lengths/entropies for a given distribution are only valid asymptotically, i.e. N
very large and only if the standard deviation is known.

Fig. 3. Spherical counting scheme and approximations: A) surface plot of the exact
count h. White indicates the region in which computation time of h was prohibitive.
B) volume of an N-dimensional sphere of radius r, V N

S (r). In the lower right region
this approximation diverges from the exact count h, because here the total volume of
all hypercubes intersecting the sphere is much larger than the volume of the actual
sphere. C) Shannon message length for a gaussian source with distribution N (0, r).
This approximation is consistent with h within order of 1, except in the white region.

D) the approximation function h̄(s2
M (e)) = log

(
π

N
2

Γ( N
2 +1)

)
+ N

2
log

(
s2

M (θ#,X)

δ(X)2

)
.
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2.4 MDL for Linear Regression

The complete (loss-less) code length approximation λM of the data to be min-
imized is the sum of two terms: the length of the code for the parameters: the
rational code length ᾱ(·, ·) of a rational valued vector and the spherical code
length h̄(·, ·) of the vector of residuals bounded by the radius s2

M (·, ·):

λM (θ, δ, X) = ᾱ(θ, δ) + h̄(s2
M (θ#, X), N), (9)

where θ# = α−1(α(θ, δ)). Bars on α and h denote smooth approximations.
Note that this equation requires the function sM (·), which relates the size of the
residual 2-norm to the parameters and their storage precision, for some model
M which specifies how the parameters encode y. This principle can be applied
to any type of regression fit: we shall do so for linear regression.

Finding an analytical function which is a close approximation of h̄ is a difficult
mathematical problem. For combinations of large enough r (> 5) and low enough
N (< 106) (see previous section) the approximation based on the unit sphere
volume (and shown in Figure 2) is O(1) accurate. The α code has a rather
nice property: the numerical value of the decoding α−1(α(θi, δi)) = θi + δ(θi) is
uniformly distributed on the interval [θi − δi, θi + δi] with pi(δ) = (2δi)−1, over
all possible pairs of θ and δ: as Monte-Carlo simulations have confirmed. This
allows us to take the expected value of the increase in the bound of the norm of
the residual as the effect of random, independent perturbations δ(θi) of each θi

with the uniform probability pi(δ):

s2(α−1(α(θ, δ)), X) = (y − X · (θ + δ(θ)))T · (y − X · (θ + δ(θ)))

We choose θ =
(
XT X

)−1
XT y to minimize the 2-norm of the residual eT e, (or

any exact solution in the underdetermined case) so the gradient is with respect
to θ zero, meaning that any perturbation from θ results in strictly quadratic
growth: eT e+δ(θ)T XT Xδ(θ) = eT e+δ(θ)T ΣXδ(θ), where ΣX is the covari-
ance of X . Taking the expected value over possible perturbations:

E
[
δ(θi)T (ΣX)i,iδ(θi)

]
=
∫ δi

−δi

p(δ(θi))(ΣX)i,iδ(θi)2dδ(θi) =
1
3

(ΣX)i,iδ
2
i

E
[
δ(θi)T (ΣX)i,jδ(θj)

]
i�=j

=
∫ δj

−δj

∫ δi

−δi

(ΣX)i,jδ(θi)δ(θj)dδ(θi)dδ(θj) = 0

E
[
δ(θ)T ΣXδ(θ)

]
= E

⎡⎣∑
i,j

δ(θi)T (ΣX)i,jδ(θj)

⎤⎦ =
1
3

∑
i

(ΣX)i,iδ
2
i

A differentiable CLR objective function for linear regression can now be written.

min
θ

(
Eδ(θ) [λM (θ, δ, X)]

)
= min

θ
(ᾱ(θ, δ)+ Eδ(θ)h̄(s2

M + δ(X)T ΣX,Mδ(X), N)
)

≈ min
θ

(∑
i

ᾱ(θi, δi) + h̄(s2
M +

1
3

∑
i

(ΣX)i,iδ
2
i , N)

)
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The approximation E[h(a+x)] = E[h(a)+h′(a)x+...] = h(a)+h′(a)E[x]+... ∼=
h(a + E[x]) is valid if h(a) is locally linear - being O(log(a)) that assumption
is reasonable. The resulting objective function is smooth in optimization pa-
rameters (2K such parameters: θ and δ) but is non-convex. A useful unbiased
heuristic we have found was to use simplex optimization (code was written in
Matlab, Mathworks, Inc.) with starting value for θ at the usual 2-norm solu-
tion and δi = |θi|/2. After each downhill optimization, all parameters for which
δi > |θi| were discarded and the entire procedure repeated (with reduced X)
until no further parameters were thus ‘culled’.

3 Results

Simulated data allows us to gauge the relative ability of CLR to accurately
recover the sparsity structure in the case in which it is known. We produced
the same synthetic data sets as did Tibshirani in his seminal LASSO paper
[14]. For the first 3 example sets (TIB1, 2 and 3), we simulated 50 instances
consisting of N=20 observations from the model y = θT x + σε, where ε is stan-
dard Gaussian. The correlation between xi and xj was ρ|i−j| with ρ = 0.5.
The dataset parameters for TIB1 were β = (3, 1.5, 0, 0, 2, 0, 0, 0)T and σ =
3, for TIB2 βj = 0.85, ∀j and σ = 3 and for TIB3 β = (5, 0, 0, 0, 0, 0, 0, 0)
and σ = 2. In a fourth example TIB4, we simulated 50 data sets consist-
ing of 100 observations, with xij = zij + zi where zij and zi are indepen-
dent Gaussian variates, β = (0, 0, ..., 0, 2, 2, ..., 2, 0, 0, ..., 0, 2, 2..., 2) there being

Fig. 4. Results for the datasets TIB1-4 described in [14] as functions of the number of
examples. Top row: Mean Spearman correlation coefficient of prediction to test data.
Bottom row: Mean Spearman’s correlation of sparsity structure (0 if θi=0, 1 otherwise).
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10 repeats in each block, and y = βT x + 15ε, where ε was standard nor-
mal. In addition to these datasets, which are exactly as in Tibshirani’s orig-
inal paper, the same stochastic processes were simulated for 500, 1000, 5000
and 10000 data points in order to gage sparsity structure recovery. In [14]
LASSO performed favorably compared to other methods such as ridge regres-
sion and therefore only LASSO was used for comparison (see Figure 4). Our
LASSO implementation used bootstrapping (n=128) for LASSO statistic esti-
mation and 10-fold CV for model selection. We used a LASSO implementa-
tion (www.mathworks.com/matlabcentral/fileexchange) written by M. Dunham
and which is an implementation of BOLASSO [3] with LARS as the workhorse
LASSO routine. Other LASSO implementations, namely largest common region
model selection and non-bootstrapped CV LASSO performed worse and are not
included. The average number of parameters returned for each set, with target
value being {2,8,1,20} was, for LASSO, {5.06,3.63,2.76, 16.4} and for CLR {4.37,
3.04, 3.31, 5.76} (the bias value is not included). CLR used simplex minimization
with random multistart (no. of threads on the order of number of parameters).
We tested generalization performance on a dataset from the UCI ML repository
(http://www.ics.uci.edu/˜mlearn/MLRepository.html). We used random splits
with equal training / test set sizes, averaged over 350 runs. For triazines (N=186,
K=61), the test error correlations were 0.2984 (REG), 0.2890 (CLR) and 0.3519
(LASSO), with sparsity ratios of 0.105 (CLR) and 0.251 (LASSO).

4 Conclusion

The numerical results of CLR vs. LASSO, can be summarized briefly: while both
methods sparsify, CLR showed underfit for low numbers of examples relative to
LASSO, but was more accurate in recovering sparsity structure (‘sparsistency’)
with increasing number of examples. For moderate number of examples, BOTH
LASSO and CLR were comparable in both test error and sparsistency, although
they provided different answers for individual examples. Explanations may be
found in the nature of the two approaches, The LASSO is not, as sometimes
mistakenly assumed, a convex method. Cross-validated objective functions are
in fact highly nonconvex in one crucial parameter: the hyperparameter λ in Eqn.
(2). With a fixed λ LASSO is both convex and asymptotically consistent: but
rarely is it fixed a priori. While progress has recently been made in providing
algorithms such as the LASSO with a quicker and more robust choice of λ
[2], the BOLASSO method, originally introduced by Tibshirani, still chooses
the hyperparameter with the lowest expected generalization error thus placing
sparsistency as secondary priority. Had we introduced a tunable hyperparameter
in CLR, Eqn. (9) the results would have changed favorably in terms of test error
at all data lengths. However, this would be contrary to the MDL principle and our
aim to provide a consistent and unambiguous principle for learning in regression.

Feature selection is decidedly NP hard (7), and while tractability and speed
are important, there is no universal principle which compels belief in low 1-
norms of regressors, or in the Bayesian prior they imply. Since all features are
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dimensional, a 1-norm of the regressor is scale variant, a problem which feature
normalization would only partially resolve, since feature scale is not guaran-
teed to generalize. Similar ambiguities apply to other more explicit Bayesian ap-
proaches [4] data-adaptive methods [6] and mixed Tikhonov/LASSO approaches.
Instead, our approach relies on a principled, scale invariant but non-convex, cost
function: the approximated description length. The coding methods can be used
to actually compress data, but that is not the main point. The feature selection
method we have employed was both forward selection (variable ranking) and
backward elimination [8], by which parameters whose approximation interval
includes 0 are eliminated. CLR’s behaviour in regards to sparsification is dif-
ferent to BOLASSO: at low numbers of examples or small amount information
in the predicted variable (e.g. binary targets) the increase in parameter storage
is not balanced by residual storage requirements, but as N increases the situa-
tion reverses. The running time was similar between LASSO and CLR (for large
number of points CLR was faster, otherwise not): (BO)LASSO spends compu-
tational resources on CV/bootstraping and CLR on nonconvex optimization: a
direct comparison would depend on implementation efficiency and platform.

In terms of generalization error, the simulated data sets were more appropriate
for sparsistency evaluation due to the limited number of features relative to
examples which precludes the possibility of overfit (in fact, regular L2 regression
performed best for simulated data even though it did not sparsify). A convincing
test of over-fit avoidance would have to be performed on a large variety of real
datasets, in which the learning problem would presumably be nonlinear and in
which the number of features is large compared to the number of examples, such
as TRIAZINES, for which CLR works best (while using fewest features). In other
UCI datasets with non-binary targets regularization was not necessary.

Our work is a beginning which points to the possibility of fully automatic ma-
chine learning. The model types upon which MDL framework and the regression
regularization proposed apply are not restricted to linear regression or Gaussian
errors (application to other model types is a matter of adapting codes and for
parameters and residuals), but the optimization problem nonlinear models entail
can be even more challenging. Future work is needed to provide nearly optimal
solutions to compression problems in affordable polynomial time, paralleling the
abundant work on the Traveling Salesman Problem, in which Euclidean distance
is an analogy for description length of data.
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Abstract. We evaluate the extent to which a dissimilarity space differs
from a metric space by introducing the notion of metric point and metric-
ity in a dissimilarity space. The effect of triangular inequality violations
on medoid-based clustering of objects in a dissimilarity space is exam-
ined and the notion of rectifier is introduced to transform a dissimilarity
space into a metric space.

Keywords: dissimilarity, metric, triangular inequality, medoid,
clustering.

1 Introduction

Clustering is the process of partitioning sets of objects into mutually exclusive
subsets (clusters), so that objects in one cluster are similar to each other and
dissimilar to members of other clusters.

The input data of a clustering technique is the dissimilarity measure between
objects. Often, clustering algorithms are applied to dissimilarities that violate
the usual triangular inequality (TI) and therefore, fail to be metrics. As we shall
see, this compromises the quality of the resulting clustering.

The role of the triangular inequality in designing efficient clustering algorithms
has been noted in [1], where it is used to accelerate significantly the k-means
algorithm, and in [3], where it is used to improve the efficiency of searching
the neighborhood space in the TI-DBSCAN variant of DBSCAN. Another area
where violations of the triangular inequality are relevant is the estimation of
delays between Internet hosts without direct measurements [4,5]. These viola-
tions, caused by routing policies or path inflation impact the accuracy of Internet
coordinate systems.

The role of compliance with the triangular inequality in improving the per-
formance of vector quantization has been observed in [7]. Finally, the triangular
inequality plays a fundamental role in the anchors hierarchy, a data structure
that allows fast data localization and generates an efficient algorithm for data
clustering [6].

If a triplet {x, y, z} violates the triangular inequality, e.g., we have d(x, y) >
d(x, z) + d(z, y), which means that it is possible to have two objects x, y that
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are similar to a third object z, yet very dissimilar to each other. If x and y are
placed in a cluster C whose centroid is z (because of the similarity of x and y
with z), the cohesion of C may be seriously impacted by the large dissimilarity
between x and y.

The effect of TI violations is studied in the context of medoid-based algo-
rithms. We experiment with PAM (Partition Around Medoids), as described
in [2]. This algorithm consists of two phases. In the first phase, BUILD, a collec-
tion of k objects (where k is the prescribed number of clusters) called medoids
that are centrally located in clusters are selected. In the second phase, SWAP, the
algorithm tries to improve the quality of the clustering by exchanging medoids
with non-medoid objects. We selected PAM over k-means, since it works with
a dissimilarity matrix without having the actual coordinates of the points. This
allows us to generate dissimilarities in our experiments without having the actual
objects at hand.

In Section 2 we introduce dissimilarity spaces and evaluate the extent a dis-
similarity is distinct from a metric by using the number of TI violations of a
dissimilarity space. The notion of rectifier is introduced in Section 3 as a device
for transforming a dissimilarity into a metric such that the relative order of ob-
ject dissimilarities is preserved. A specific measure for quantifying the impact of
TI violations of a dissimilarity on clustering is discussed in Section 4. A measure
of quality or coherence of clusters is the topic of Section 5. Finally, we present
the results of our experiments in Section 6.

2 Dissimilarity Spaces and Metricity

A dissimilarity space is a pair S = (S, d), where S is a set and d : S×S −→ R≥0

is a function such that d(x, x) = 0 and d(x, y) = d(y, x) for all x, y ∈ S.
If d(x, y) = 0 implies x = y, then we say that d is a definite dissimilarity. If

T ⊆ S, then the pair (T, dT ) is a subspace of (S, d), where dT is the restriction
of d to T × T . To simplify notations we refer to the subspace (T, dT ) simply as
T and we denote the restriction dT by d.

If a dissimilarity satisfies the triangular inequality d(x, y) ≤ d(x, z) + d(z, y)
for all x, y, z ∈ S, then we say that d is a semi-metric. A definite semi-metric is
said to be a metric and the pair (S, d) is referred to as a metric space.

All dissimilarity spaces considered are finite and all dissimilarities are definite.
The range of the dissimilarity d of a dissimilarity space S = (S, d) is the finite
set R(d) = {d(x, y) | x ∈ S, y ∈ S}. Clustering is often applied to dissimilarity
spaces rather than to metric spaces. As mentioned in the introduction, we aim
to analyze the impact on the quality of the clustering when using dissimilarities
rather than metrics.

Let (S, d) be a dissimilarity space and let z ∈ S. The set of metric pairs
in z is M(z) = {(x, y) ∈ (S × S) | x, y, z are pairwise distinct and d(x, y) ≤
d(x, z) + d(z, y)}. The metricity of z is the number μ(z) = |M(z)|

(|S|−1)(|S|−2) . An
object z is metric if μ(z) = 1 and is anti-metric if μ(z) = 0.



282 S. Baraty, D.A. Simovici, and C. Zara

There exists dissimilarity spaces without any metric point. Indeed, consider
S0 = ({x1, . . . , xn}, d), where n ≥ 4 and d(xi, xj) = 0 if i = j, d(xi, xj) = 1
if |i − j| ∈ {1, n − 1}, and d(xi, xj) = 3, otherwise. Then, every point xi is
anti-metric because we have d(xi−1, xi) = d(xi, xi+1) = 1 and d(xi−1, xi+1) = 3
(here xn+1 = x1 and x0 = xn).

On the other hand, we can construct dissimilarity spaces with a prescribed
proportion of metric points. Consider the set Spq = {x1, . . . , xp, y1, . . . , yq},
where q ≥ 2 and the dissimilarity

dpq(u, v) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 if u = v,

a if u �= v and u, v ∈ {x1, . . . , xp}
b if u �= v and u, v ∈ {y1, . . . , yq}
c if u ∈ {x1, . . . , xp}, v ∈ {y1, . . . , yq},

where u, v ∈ Spq. If b > 2c ≥ a, then every xi is non-metric and every yk is metric.
Indeed, any xi is non-metric because b = dpq(yj , yh) > dpq(yj , xi)+dpq(xi, yh) =
2c if j �= h. In the same time, every yk is metric because for any choice of u and
v we have d(u, v) ≤ d(u, yk) + d(yk, v), as it can be easily seen.

A triangle in a dissimilarity space (S, d) is a subset T of S such that |T | = 3.
A triangle T = {xi, xj , xk} is said to be metric if d(xp1 , xp2) ≤ d(xp1 , xp3) +
d(xp3 , xp2) for every permutation (p1, p2, p3) of the set {i, j, k}. Thus, a triangle
{xi, xj , xk} is metric if the subspace {xi, xj , xk} is metric. The collection of non-
metric triangles of the dissimilarity space S is denoted by NMT(S).

Observe that for every triangle T of a dissimilarity space (S, d) there is at most
one TI violation. Indeed, suppose that T = {x, y, z} is a triangle and there are
two violations of the TI involving the elements of T , say d(x, y) > d(x, z)+d(z, y)
and d(y, z) > d(y, x)+d(x, z). Adding these inequalities and taking into account
the symmetry of d we obtain d(x, z) < 0, which is a contradiction. A non-metric
triangle {x, y, z} such that d(x, z) > d(x, y) + d(y, z) is denoted by T(y,{x,z}).

Theorem 1. Let (S, d) be a dissimilarity space such that |S| = n. The number
of TI violations has a tight upper bound of

(
n
3

)
.

Proof: For a collection of n distinct points we have
(
n
3

)
distinct triangles and,

by the observation that precedes this theorem, there is at most one TI violation
associated with each triangle which establishes the upper bound. To prove that
the upper bound is tight, we need to show that there exists a dissimilarity d such
that the number of TI violations is exactly

(
n
3

)
. That is, each distinct triangle

has one TI violation. The dissimilarity d is constructed inductively.
For n = 3, S = {x, y, z} and we choose d(x, y), d(x, z) and d(y, z) such that

there is a TI violation. For example, this can be achieved by defining d(y, z) =
d(x, y) + d(x, z) + 1.

Let S be a collection of n points with
(
n
3

)
TI violations. Let S′ = S ∪ {u}

such that u �∈ S and define d(u, x) = d(x, u) = min(y,z∈S,y �=z) d(y,z)

2+ε for every
x ∈ S, where ε > 0. For each newly added triangle {u, y, z} we have d(y, z) >
d(y, u)+d(u, z), so the number of TI violations in (S′, d) is

(
n
3

)
+
(
n
2

)
=
(
n+1

3

)
. ��
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3 Rectifiers

We introduce the notion of rectifier as an instrument for modifying non-metric
dissimilarities into metrics, with the preservation of the relative order of the
dissimilarities between objects.

Definition 1. A rectifier is a function f : R≥0 × U −→ R≥0 that satisfies the
following conditions:

(i) U ⊆ R>0 and inf U = 0;
(ii) limα→0+ f(t, α) = y0 for every t > 0, where y0 > 0;
(iii) f(0, α) = 0 for every α ∈ U ;
(iv) f is strictly increasing in its first argument;
(v) f is sub-additive in its first argument, that is f(t1+t2, α) ≤ f(t1, α)+f(t2, α)

for t1, t2 ∈ R≥0 and α ∈ U .

The fourth condition of the previous definition is needed to preserve the relative
order of the dissimilarities.

Example 1. Let f(t, α) = tα for t ∈ R≥0 and α ∈ (0, 1]. The function f is a
rectifier. Indeed, we have limα→0+ tα = 1 for every t > 0 and f(0, α) = 0 for
every α ∈ (0, 1].

For a fixed α the function f is obviously strictly increasing in its first argu-
ment. Furthermore, for any t1, t2 > 0 the function ϕ(α) =

(
t1

t1+t2

)α

+
(

t2
t1+t2

)α

is decreasing on [0, 1] and ϕ(1) = 1. Therefore,
(

t1
t1+t2

)α

+
(

t2
t1+t2

)α

≥ 1, which
yields the sub-additivity.

Example 2. Let g(t, α) = 1 − e−
t
α for t ∈ R≥0 and α ∈ (0,∞). We claim that g

is a rectifier.
Indeed, we have limα→0+ g(t, α) = 1 for every t > 0. Also, g(0, α) = 0 and g

is obviously strictly increasing in t. The sub-additivity of g in its first argument
amounts to

1 − e−
(t1+t2)

α ≤ 2 − e−
t1
α − e−

t2
α , (1)

or equivalently 1 − u − v + uv ≥ 0, where u = e−
t1
α and v = e−

t2
α . In turn,

this is equivalent to (1 − u)(1 − v) ≥ 0. Since t ≥ 0, u, v ≤ 1 which proves the
sub-additivity of g.

Note that for a rectifier f(t, α) and a metric d, the function dα : S×S −→ R≥0

defined by dα(x, y) = f(d(x, y), α) is also a metric on S. Indeed, d(x, y) ≤
d(x, z) + d(z, y) implies dα(x, y) = f(d(x, y), α) ≤ f(d(x, z) + d(z, y), α) because
f is increasing and f(d(x, z) + d(z, y), α) ≤ f(d(x, z), α) + f(d(z, y), α) because
f is sub-additive. Together, they yield the triangular inequality. However, our
interest in the notion of rectifier stems mainly from the following result.

Theorem 2. Let d : S × S −→ R≥0 be a (in)definite dissimilarity and let f be
a rectifier. There exists δ > 0 such that the function dα is a (semi-)metric on S
if α < δ. Furthermore, if d(s1, s

′
1) ≤ d(s2, s

′
2), then dα(s1, s

′
1) ≤ dα(s2, s

′
2) for

s1, s
′
1, s2, s

′
2 ∈ S.
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Proof: Note that dα(x, x) = f(d(x, x), α) = f(0, α) = 0 due to the third prop-
erty of f . Also, it is immediate that dα(x, y) = dα(y, x), so we need to show only
that there exists δ with the desired properties.

Since limα→0+ f(t, α) = y0 for any t > 0, it follows that for every ε > 0
there is δ(ε, t) > 0 such that α < δ(ε, t) implies y0 − ε < f(t, α) < y0 + ε for
every t > 0. If we choose δ0(ε) = min{δ(ε, t) | t ∈ R(d)}, then α < δ0(ε)
implies dα(x, y) = f(d(x, y), α) < y0 + ε and dα(x, z) +dα(z, y) = f(d(x, z), α) +
f(d(z, y), α) > 2y0−2ε. If ε is sufficiently small we have y0 + ε < 2y0−2ε, which
implies dα(x, y) ≤ dα(x, z)+dα(z, y), which concludes the argument for the first
part of the statement. The second part follows immediately. ��

Theorem 2 shows that by using a rectifier we can transform a dissimilarity
into a semi-metric. In some instances we can avoid computing δ0(ε) using the
technique shown in the next example.

Example 3. Let f(t, α) = tα be the rectifier considered in Example 1. Suppose
that T(w,{u,v}) ∈ NMT(S) that is, d(u, v) > d(u, w) + d(w, v).

Since d(u, v)0 ≤ d(u, w)0 + d(w, v)0, the set

Eu,v,w = {α ∈ R≥0 | d(u, v)α ≤ d(u, w)α + d(w, v)α}

is non-empty, so sup Eu,v,w ≥ 0. If αS = inf{sup Eu,v,w | u, v, w ∈ S} > 0, then
dαS is a non-trivial semi-metric on S.

Thus, we need to solve the inequality 1 ≤ aα + bα, where

a =
d(u, w)
d(u, v)

and b =
d(w, v)
d(u, v)

.

Because of the assumption made about (u, v, w) we have a + b < 1, so we have
a, b < 1.

The solution of this inequality cannot be expressed using elementary functions.
However, a lower bound of the set of solution can be obtained as follows.

Let f : R≥0 −→ R≥0 be the function defined by f(x) = ax + bx. It is clear
that f(0) = 2 and that f is a decreasing function because both a and b belong
to [0, 1). The tangent to the graph of f in (0, 2) is located under the curve and
its equation is

y − 2 = x ln ab.

Therefore, an upper bound of the solution of the equation 1 = ax+bx is obtained
by intersecting the tangent with y = 1, which yields

x = − 1
ln ab

=
(

ln
d2(u, v)

d(u, w)d(w, v)

)−1

.

Thus, if

α ≤ inf

{(
ln

d2(u, v)
d(u, w)d(w, v)

)−1 ∣∣∣T(w,{u,v}) ∈ NMT(S)

}
,

we can transform d into semi-metric dα.
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Example 4. It is easy to see that for the dissimilarity space (Spq, dpq) introduced
in Section 2, the function f(t, α) = tα is a rectifier. If α ≤ 1

2 ln b
c

this function
can be used for transforming (Spq, dpq) to a metric space.

4 Impact of TI Violations on Clustering

We evaluate the impact of using a triangular inequality violating dissimilarity d
on clustering. Let S = (X, d) be a dissimilarity space, where X = {x1, . . . , xn}.
Without loss of generality, we may assume that the range of a dissimilarity
has the form R(d) ⊆ {n ∈ N | 0 ≤ n ≤ m}, where m ∈ N is the maximum
value for dissimilarity d. This is a safe assumption, since we can multiply all
the dissimilarities among a finite set of objects by a positive constant without
affecting their ratios. Define,

AVG(d) =
∑

1≤i<j≤n

2d(xi, xj)
n2 − n

.

Then, if d(xi, xj) ≤ AVG(d) we say that xi, xj are almost-similar, otherwise
they are almost-dissimilar.

In a non-metric triangle T(xj,{xi,xk}) the objects xi, xk may be similar to xj

but very dissimilar to each other. Clearly, this fact impacts negatively the quality
of the clustering. Yet, the degree of impact differs depending on which of the
following cases may occur:

1. If xi, xk are almost-similar, that is, d(xi, xk) ≤ AVG(d), then d(xi, xj) ≤
AVG(d) and d(xj , xk) ≤ AVG(d). Thus, all three objects are almost-similar
to each other and the clustering algorithm will likely place all three objects in
one cluster which limits the negative impact of this instance of TI violation.

2. If d(xi, xj) > AVG(d) and d(xj , xk) > AVG(d). then d(xi, xk) > AVG(d).
No pair of objects are almost-similar and the clustering algorithm will likely
place each object in a separate cluster, which cancels the effects of this
triangular inequality violation.

3. If d(xi, xk) > AVG(d), d(xi, xj) > AVG(d) and d(xj , xk) ≤ AVG(d), then
xi is almost-dissimilar from the two other objects. The clustering algorithm
will likely put the two similar objects xj and xk in one cluster and xi in
another. This diminishes the negative influence of this triangular inequality
violation.

4. The last case occurs when d(xi, xk) > AVG(d), d(xi, xj) ≤ AVG(d) and
d(xj , xk) ≤ AVG(d). In this situation, if the clustering algorithm assigns all
three objects to one cluster, we end up with two almost-dissimilar objects
xi and xk inside a cluster which is not desirable. On the other hand, if the
clustering algorithm puts the two dissimilar objects xi and xk in two different
clusters and xj in one of the two clusters, for instance in the cluster which
contains xk then, two almost-similar objects xi and xj are in two different
clusters which is also undesirable. Thus, in this case the impact of triangular
violation is substantial.
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We penalize the dissimilarity for any triangular inequality violation, but this
penalty must be heavier on instances of the last case. Define the number

θijk = AVG(d) · max
(

d(xi, xk) − AVG(d)
d(xi, xj) + d(xj , xk)

, 0
)

.

Let T(xj ,{xi,xk}) be a non-metric triangle. If the TI violation falls in to the first
category, then θijk = 0. If the violation falls into second and third categories
θijk will be a positive number. For the last case, θijk will be a larger positive
number which exhibits the negative impact of this violation on clustering. To
make the magnitude of θijk consistent across different values of m we introduce
its normalized version

θ̂ijk =
2θijk

AVG(d)(m − AVG(d))

= max
(

2 d(xi, xj) − 2 AVG(d)
(d(xi, xq) + d(xj , xq))(m − AVG(d))

, 0
)

.

The total score for the impact of TI violations of d on clustering is defined as
Φ(X, d) =

∑
{θ̂ijk | T(xj ,{xi,xk}) ∈ NMT(S)}.

Φ(X, d) is normalized by dividing it by the maximum possible number of trian-
gular inequality violations in order to make the magnitude of measure consistent
across different values of n, the number of objects: Φ̂(X, d) = 6Φ(X,d)

n(n−1)(n−2) .

5 A Quality Measure for Clusterings

Let C = {C1, C2, · · · , Ck} be a clustering of the set of objects S and assume
that mi is the medoid of the cluster Ci for 1 ≤ i ≤ k. To assess the quality of
the clustering C we define a measure which we refer as coherence degree of the
clustering and is denoted by γ(C). This measure is computed from a k×k matrix
I referred to as the incoherence matrix defined as follows:

Iij =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
maxv∈Ci

∑
u∈Ci

d(u,v)∑
u∈Ci

d(u,mi)
if i = j and |Ci| > 1,

1 if i = j and |Ci| = 1,∑
v∈Cj

d(mi,v)

minu∈Ci

∑
v∈Cj

d(u,v) otherwise.

In a “good” clustering, objects within a cluster are similar to each other, and
objects that belong to distinct clusters are dissimilar. We construct clusters
based on the similarity of objects to medoids. Thus, a clustering is considered as
coherent if the average dissimilarity between an object and the other members
of the cluster is about the same as the average dissimilarity between the medoid
of the cluster and the non-medoid objects of the cluster. The diagonal elements
of I measure the lack of this coherence property of clusters. Also, the sum of
dissimilarities between an object u ∈ Ci and all objects v ∈ Cj should be about
the same as the sum of dissimilarities of mi from all objects v ∈ Cj . The off-
diagonal elements of I measure the absence of this coherence quality.
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This allows us to define the coherence degree of a clustering C, γ(C), as

γ(C) =
(

trace(I)
2k

+

∑
i�=j Iij

2(k2 − k)

)−1

.

The measure γ(C) is biased in favor of clusterings with large number of clusters
because when k is large, the clustering algorithm has more freedom to cover up
the impact of TI violations.

6 Experimental Results

We performed two series of experiments. In the first series we randomly generated
symmetric n×n dissimilarity matrices with the maximum dissimilarity value m.
For such a matrix M the corresponding dissimilarity is denoted by dM. In the
next step, we applied the PAM clustering algorithm to partition the set of n
objects into k clusters using dM. We computed the coherence degree γ(CM) for
the resulting clustering CM and Φ̂(X, dM) for dissimilarity dM.

This process was repeated 200 times for randomly generated dissimilarity ma-
trices such that the number Φ̂(X, dM) lies within a given subinterval.
Figure 1 shows the results of this experiment. The x-coordinate of each point
is the Φ̂(X, dM) average over dissimilarities and the y-coordinate is the average
coherence degrees γ(CM) for the clusterings of the form CM. A clear descending
trend in the coherence degree of resultant clusterings (indicating a deterioration
of the quality of these clusterings) occurs as the TI violations measure Φ̂(X, dM)
for underlying dissimilarities dM increases. In the second experiment, we used
the family of dissimilarities dpq described in Section 2, where p specifies the
number of non-metric points and q = n − p the number of metric points. The
parameters a, b and c were set to 1, 7 and 3, respectively, and we varied the
values of p. Then, we rectified the dissimilarities dpq by applying the rectifier de-
scribed in Example 4 resulting in the rectified dissimilarities dr

pq. Then, we used

Fig. 1. k = 7, n = 60 and m = 100
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Fig. 2. Plot of γ(Cpq) to p for n = 100

Fig. 3. Plot of γ(Cr
pq)− γ(Cpq) to p for n = 100

PAM to generate the clusterings Cpq and Cr
pq based on these two dissimilarities,

respectively and we calculated the coherence measures γ(Cpq) and γ(Cr
pq).

Figure 2 shows the decrease in the coherence measure γ(Cpq) as we increase p
for various k and n. That is, the coherence degree of the clustering is decreasing
as the number of triangular inequality violations of our dissimilarity increases.
Note that we chose numbers for parameters a, b and c such that the fractions
b
a and b

c are small. The decrease in coherence of clusters would have more ac-
centuated with an increase in p, if we would have chosen parameters such that
the above fractions were larger. Figure 3 shows the difference γ(Cr

pq) − γ(Cpq)
as p varies. Observe that not only using rectified dissimilarity yields a clustering
with better quality according to coherence measure, but also this improvement
in the coherence of the clustering due to rectification process increases as the
number of non-metric points increases.
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7 Conclusions and Future Work

We investigated the impact of using non-metric dissimilarities in medoid-based
clustering algorithms on the quality of clusterings and demonstrated the impact
that TI violations have on clustering quality.

In principle, several rectifiers may exists for a dissimilarity space. By quan-
tifying the goodness of a rectifier, a comparative study of classes of rectifiers
should be developed.

A similar study will be carried out on several variations of the k-means al-
gorithm, which is centroid-based, as well as on density-based clusterings such
as DBSCAN. In the later type of algorithms the notion of density is closely
tied with the idea of ε-neighborhood of an object. Clearly, objects x and z
are in the max[d(x, y), d(y, z)]-neighborhood of y and we expect x and z be in
(d(x, y) + d(y, z))-neighborhood of each other, which may not be the case in a
TI violating triangle T(y,{x,z}).
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Abstract. This paper presents a new framework for dealing with two
main types of concept drift: sudden and gradual drift in labelled data
with decision attribute. The learning examples are processed in batches
of the same size. This new framework, called Batch Weighted Ensem-
ble, is based on incorporating drift detector into the evolving ensemble.
Its performance was evaluated experimentaly on data sets with different
types of concept drift and compared with the performance of a standard
Accuracy Weighted Ensemble classifier. The results show that BWE im-
proves evaluation measures like processing time, memory used and obtain
competitive total accuracy.

1 Introduction

Most of the existing classifiers extract knowledge from static data. Those classi-
fiers fail to answer modern challenges in classification like processing streaming
data. Data streams are characterized by large size of data, probably infinite [6].
I assume that the learning data are labelled with true decision class value and
they arrive in batches of the same size. In real life situations true decision label
may not be known immediately, but may be delayed in time. There exists other
approaches that process labelled and unlabelled data streams like [13]. One of
the problem with processing data streams is that the environment and classi-
fication problem may change in time. The concepts of interest may depend on
some hidden context [11]. One of the common examples is detecting and filter-
ing out spam e-mail. The description of assignment to different groups of e-mails
changes in time. They depend on user preferences and active spammers, who are
inventing new solutions to trick the up-to-date classifier. Changes in the hidden
context can induce more or less radical changes in target concepts, producing
what is known as concept drift [9].

The term of concept drift was introduced by Schlimmer and Granger in [8].
It means that the statistical properties of the decision class change over time
in unforeseen ways. This causes problems because the predictions become less
accurate with time. There exists two main types of change: sudden (abrupt)
and gradual (incremental) [9]. For example John was listening to pop music
his whole teenage life but when he graduated from the university he changed
his preferences and started to listen only to classical music. This is example of
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sudden drift. Gradual drift would occur if John would start to listen to classical
music while he was still enjoying pop music but the interest in pop decreases
with time.

Mining data streams in presence of concept drift is a rather new discipline in
machine learning world but there exist some algorithms that solve this problem.
They can be divided into two main groups: trigger based and evolving. Trig-
ger based model contains a change detector, which indicates a need for model
change. The change-detection process is separate from the classification. Stan-
dard actions of classifiers, equiped with a detector, are as following: the classifier
predicts a label for recived instance x; then the true label and the predicted
label are submitted to the change detector; if change is detected the classifier is
re-trained [7]. Evolving methods operate in a different way. They try to build the
most accurate classifiers at each moment of time without explicit information
about occurrence of change. The most popular evolving technique for handling
concept drift is an ensemble of classifiers [12]. They are naturally adjusted to
processing data in blocks.

According to Wang et al. a simple ensemble might be easier to use in changing
environments than a single adaptive classifier. They proposed an ensemble of
classifiers called Accuracy Weighted Ensemble (AWE). Their study showed that
AWE combines advantages of a set of experts and adjusts quite well to the
underlying concept drift [10]. One of the main disadvantage of evolving ensemble
of classifiers is that it builds a new base classifier for every batch of new data.
This results in high usage of memory. Tests conducted by Brzezinski [3] showed
that AWE has problems with well adjusting to gradual drift and for strong
sudden drift it deletes all of the base classifiers and starts building ensemble
from scratch.

In my opinion those are undesirable features and they should be improved.
In order to do that I propose to introduce a change detector into an evolving
ensemble of classifier. Change detectors are naturally suitable for the data where
sudden drift is expected. Ensembles, on the other hand, are more flexible in
terms of change type, while they can be slower in reaction in case of sudden
drift [12]. Thanks to combination of the two abovementioned components we
can obtain ensemble, which is well adjusted to both main types of changes.
Moreover this ensemble would not build a new classifier for each batch of the
data when the concepts are stable. Next adavantage of such a cooperation is that
direct indication of the type of change can cause better reaction of ensemble.

The main aim of this paper is to present the new framework for dealing with
two main types of concept drift: sudden and gradual drift. This new frame-
work is based on incorporating a drift detector into an evolving ensemble. Its
performance was evaluated experimentaly on data sets with different types of
concept drift and compared with performance of the standard AWE classifier.
Evaluation criteria, on which ensembles will be compared, are: total accuracy of
classification, use of memory and processing time.

This paper is organized as following. The next section presents related works
in detecting concept drift and creating evolving ensembles. In section 3 a new
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framework for building Batch Weighted Ensemble is presented. In section 4 I
present experimental evaluation of the proposed framework. Section 5 concludes
this paper.

2 Related Works

In this section I will concentrate on methods that are most related to my study
(for reviews of other approaches see [5,6,7,9,12]). As it was said in the introduc-
tion, methods that deal with problem of concept drift can be divided into two
main groups: trigger based and evolving.

One of the most popular drift detection method is DDM proposed by Gama
et al. in [4]. This approach detects changes in the probability distribution of
examples. The main idea of this method is to monitor the error-rate produced
by a classifier. Statistical theory affirm that error decreases if the distribution is
stable [4]. When the error increases, it signifies that the distribution has changed.
DDM operates on labelled data that arrive one at a time. For each example, the
predicted class value can be True or False, so at each moment of time t, the error-
rate is the probability of observing False pt, with standard deviation st resulting
from the Binominal distribution. A significant increase in the error suggests a
change in the source distribution, which implies that current classifier is out-
of-date. DDM manages two records: pmin and smin. Those values are updated
whenever the actual value of pt + st is lower than pmin + smin. DDM signals
two levels of change: warning and drift. Warning level is used to define the
optimal size of current concept window with learning examples. The warning
level is reached if pt + st ≥ pmin + 2 ∗ smin. A new current concept window
is declared starting in example when warning level was achived tw. Learning
examples are remembered until drift level is reached. The drift level is achived
when pt + st ≥ pmin + 3 ∗ smin. A new model is updated with examples starting
in tw till td. It is possible to observe warning level, followed by a decrease in error
rate. This situation is treated as a false alarm and the model is not refined. This
method is independent from the learning algorithm and can be easily extended
to processing data in batches.

Processing batches of data is the natural environment for evolving ensembles
of classifiers. An example of such an ensemble is Accuracy Weighted Ensem-
ble (AWE) proposed by Wang et al. in [10]. It builds a new base classifier for
each incoming batch of data and uses that data to evaluate all the existing
ensemble members to select the best component classifiers. The best base clas-
sifiers are chosen according to weights calculated for each classifier. Classifiers
are weighted by their expected classification accuracy on the test data. To prop-
erly weight the component classifiers we need to know the actual function being
learned, which is unavailable. Therefore the authors propose to compute val-
ues of classifiers’ weights by estimating the error rate on the most recent data
chunk. Each weight wi is calculated with formula wi = MSEr − MSEi, where
MSEr is mean square error of random classifier ans MSEi is mean square error
of classifier i. The MSEr can be expressed by MSEr =

∑
c p(c) ∗ (1 − p(c))2,
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where p(c) is distribution of class c. The MSEi can be expressed by MSEi =
1

|Sn|
∑

(x,c)∈Sn
(1 − f i

c(x))2, where f i
c(x) is the probability given by classifier i

that x is an instance of class c. AWE is sensitive to the defined size of a batch.
The pseudo-code for the Accuracy Weighted Ensemble is shown in Algorithm 1.

Algorithm 1. Accuracy Weighted Ensemble
Input : S: a data stream of examples; bs: size of the data batch; k: the total

number of classifiers; C: a set of k previously trained classifiers
Output: C: a set of classifiers with updated weights

foreach data block bi ∈ S do
train classifier C′ on bi;
compute error rate of C′ via cross validation on bi;
derive weight w′ for C′ using formula w′ = MSEr −MSEi;
foreach classifiers Ci ∈ C do

apply Ci on bi to derive MSEi;
compute wi using formula wi = MSEr −MSEi;

C ← k of the top weighted classifiers in C ∪ C′;
Return C

3 Batch Weighted Ensemble Framework

In my framework I propose to introduce a change detector into an evolving
ensemble of classifier. Change detectors are naturally suitable for the data with
sudden drift. Ensembles, on the other hand, easily adapt to gradual change
but can be slower in reaction in case of sudden drift. Thanks to combination
of the two abovementioned components we can obtain ensemble, which is well
adjusted to both main types of changes. Moreover this ensemble would not build
new classifiers for batches with stable concepts. This will result in lower usage
of memory.

Proposed Batch Weighted Ensemble (shortly called BWE) contains drift de-
tection method operating on batches of data. This detector, called Batch Drift
Detection Method (BDDM), is presented as Algorithm 2. At first BDDM is build-
ing a table with values of accumulated classification accuracy for each learning
example. Then a regression model is build on the previously calculated values. I
use a simple linear regression in order to find a trend in the data. This simplifica-
tion will not find ideal adjustment to the data, it only estimates a tendency in the
data. Thanks to the use of regression, BDDM will not process every batch but
only those with decreasing trend. Next advantage is that regression more clearly
shows direction of change. Statistics without regression may be more sensitive
to the outliers. The second step of BDDM is to discover level of change. BDDM
detects two levels of change: warning and drift, according to the formulas given
in BDDM’s pseudo-code.

Batch Drift Detection Method is embedded into Batch Weighted Ensemble.
When the ensemble is empty, BWE builds a new base classifier on current batch
of data. In the opposite case, BWE launches BDDM to find trend in the current
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Algorithm 2. Batch Drift Detection Method
Input : B: a batch of examples; C: an ensemble of classifiers
Output: signal: flag indicating type of discovered signal

foreach example bi ∈ B do
calculate accumulated accuracy with C;

create regression function on accumulated accuracy;
if a<0 then ⇐= test regression gradient parameter a

if (average.accuracy − standard.deviation <
maxaccuracy − 2 ∗ standard.deviation) then

signal = warning;
if (average.accuracy − standard.deviation <
maxaccuracy − 3 ∗ standard.deviation) then

signal = drift;
Return signal

batch of learning examples. If BDDM signals warning level, a new classifier is
build on the batch and added to the ensemble. If detector signals drift, again a
new classifier is build on the batch and added to the ensemble. Next, weights for
each component classifier are established. In the end, BWE removes every base
classifier if its weight equals 0. If ensemble deletes all components, a classifier
on last batch of the data is added. Expanded version of BWE framework, in
case of zero size of the ensemble, builds 10 base classifiers on bootstrap samples
created from the last batch of the data. A simple version of BWE is presented
as Algorithm 3.

4 Experiments

The main aim of my experiments was to evaluate efficiency of proposed frame-
work on measures like processing time, memory used and accuracy of classifica-
tion. Thus, I compared the performance of base BWE algorithm and BWE with
bootstrapping to the performance of the standard AWE ensemble.

All base classifiers were constructed using C4.5 (J48 from WEKA) – as an
algorithm of induction of decision trees. Algorithms were run without prunning
in order to get more precise description of current batch of data. Ensemble al-
gorithms were implemented in Java and were embedded into Massive Online
Analysis framework. MOA is a framework for data stream mining. It contains
a collection of machine learning algorithms, data generators and tools for eval-
uation. More about this project can be found in literature [1,2] and on MOA
project website 1. MOA can be easily extended with new mining algorithms, but
also with new stream generators or evaluation measures. In my experiments I
used extentions for processing and evaluation batches of data implemented by
Brzezinski. Full description of this extention is available in [3].

1 see: http://moa.cs.waikato.ac.nz/
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Algorithm 3. Batch Weighted Ensemble
Input : S: a data stream of examples; b: size of the data batch; C: a set of

previously trained classifiers
Output: C: an updated set of classifiers

foreach data chunk bi ∈ S do
if size of ensemble = 0 then

train classifier C′ on bi;
C ← C′;

else
BDDM (C, bi); {build Batch Drift Detection Method on batch bi of data}
if signal=warning then

if memory buffer is full then
remove classifier with the lowest weight;

train classifier C′ on bi;
C ← C ∪ C′;

else if signal=drift then
if memory buffer is full then

remove classifier with the lowest weight;
train classifier C′ on bi;
C ← C ∪ C′;
foreach classifiers Ci ∈ C do

compute wi using a formula: wi = MSEr −MSEi;
if wi = 0 then

remove classifier Ci;
if size of ensemble = 0 then

train classifier C′ on bi;
C ← C′;

Return C

All experiments were carried out on 3 different data sets: elec2, hyperplane
and STAGGER. Electricity is a real data set containing energy prices from the
electricity market in the Australian state of New South Wales. These prices were
affected by market demand, supply, season, weather and time of day. From the
original data set I selected only a time period with no missing values. Hyperplane
is a popular generator that creates streams with gradual concept drift by rotating
the decision boundary for each concept. STAGGER is a data generator that
creates streams with sudden concept drift. In my data set sudden drift occurs
every 10000 examples. Full description of STAGGER problem can be found in
[8]. Detailed characteristics of this datasets are given in Table 1. I chose them
also because they were often used by other researchers working with concept
drift.

Ensembles were run with standard parameters. For AWE number of the best
classifiers was set to 15 and the memory buffer was restricted to 20 classifiers.
BWE memory buffer was set to the same value for better comparison. I tested
three different sizes of batch of data: 500, 1000 and 1500. Unfortunately be-



296 M. Deckert

Table 1. Characteristics of data sets

Data set Objects Attributes Classes
elec2 27552 6 2
hyperplane 30000 10 2
STAGGER 30000 3 2

Table 2. Average total accuracy

Data set Classifier
AWE BWE BWE + bootstrapping

elec2 65.92 70.02 68.75
hyperplane 65.36 70.80 72.08
STAGGER 88.97 91.66 91.66

cause of lack of space I present summary of average total accuracy for different
classifiers and data sets in Table 2.

I tested effectiveness of ensembles after every batch of data. Besides total
accuracy I recorded also values of accumulated processing time from the begining
of learning phase and size of current model. Results of processing time, memory
used and total accuracy for elec2 data set are presented on Figures: 1(a), 2(a)
and 3(a). Total accuracy for hyperplane and STAGGER data sets are presented
in Figures: 1(c) and 1(d). I do not present results of processing time and memory
on hyperplane and STAGGER data sets because they are similar to the results
obtained on elec2 data. I analyze changes that occure with time, that is why
results presented on figures are more comprehensive than in tables. Because of
lack of space I present figures for batch size = 1000. Results for other sizes of
batch obtained on memory and processing time are analogical. However value
of total accuracy varies with size of the batch. For elec2 and STAGGER dataset
smaller batch size implies better accuracy. For hyperplane dataset results are

Table 3. Hits statistics for BWE algorithms

Data set Hit type
Classifier

regression no regression
BWE BWE + bootstrapping BWE BWE + bootstrapping

elec2
warning 1 1 2 3

drift 15 9 24 23
processed 16 10 26 26

hyperplane
warning 0 0 1 1

drift 21 21 26 26
processed 21 21 29 29

STAGGER
warning 0 0 0 0

drift 2 2 2 2
processed 2 2 29 29
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Fig. 1. Results for accuracy of classification
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Fig. 2. Results for memory usage

slightly better for larger size of the batch. This behaviour derives from the type
of the drift. Smaller batch size is more appropriate for sudden concept drift,
because it allows faster reaction to the change. On the other hand, larger batch
size is more adequate for gradual drift. Thanks to more examples in the batch,
regression model can better adjust to incremental change, which will reflect in
higher accuracy.

For better insight into BWE framework I present statistics from Batch Drift
Detection Method. In Table 3 are presented statistics on numbers of detected
warning or drift signals and numbers of processed batches for batch size = 1000.
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Fig. 3. Results for processing time

Use of regression decreases number of batches processed by BDDM. Number of
processed batches depends on the type of change, that occurs in the dataset.
The number for sudden drift is significantly smaller than for gradual drift. I
also tested influence of the linear regression on interesting measures. Results
showed that the regression helps to decrease size of used memory and processing
time, while accuracy of classification is kept on similar level. Sample results of
regression usage comparison are presented on figures: 1(b), 2(b) and 3(b).

5 Discussion of Results and Final Remarks

In this paper I presented a new framework for dealing with two main types of
concept drift: sudden and gradual drift in labelled data. The learning examples
are processed in batches of the same size with a framework called Batch Weighted
Ensemble. It is based on incorporating drift detector into the evolving ensemble.

After comparing exact results of BWE to AWE on memory usage one can
notice that AWE uses always more memory. The reason of this behaviour is
that AWE builds a new base classifier on every batch of the data. Of course the
number of components is limited to buffer size, but results showed that size of the
model is still growing. BWE thanks to embedded drift detector does not build a
base classifier for every batch. This can be seen in the number of detected warning
and drift signals. The drift detector does not fire for every chunk of the data, so
a new component is not created every time. For STAGGER data set BWE found
two drifts. This is correct behaviour, because concept has changed suddenly two
times. After every 10000 examples the total accuracy starts decreasing and then
the method discovers drift. Comparison of the two versions of BWE showed that
they build models of similar size.

Results achived on processing time are similar to those obtained on memory
usage. Both BWE ensembles are much faster than AWE classifier.

Comparison of total accuracy showed that, for gradual drift in hyperplane
data set, BWE can achive better results than AWE framework. On STAGGER
data set, in which sudden drift occurs every 10000 examples, AWE learns faster
for first change but in the end BWE achives higher value of total accuracy.
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To sum up, the experimental evaluation on 3 data sets with different types
of drift showed that BWE improves evaluation measures like processing time,
memory used and obtain competitive total accuracy.

My future research in processing data with concept drift covers improvement
in the drift detector. It reacts slower for the first change in STAGGER data set.
This can be enhanced. Next topic of my work is an algorithm that can also deal
with reoccuring concepts. It should also recognize some unwanted events like
noise or blips. This is the subject of my on-going research.
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Campus Côte de Nacre, F-14032 Caen Cedex, France

{Forename.Surname}@info.unicaen.fr

Abstract. The aim of this paper is to model and mine patterns com-
bining several local patterns (n-ary patterns). First, the user expresses
his/her query under constraints involving n-ary patterns. Second, a con-
straint solver generates the correct and complete set of solutions. This
approach enables to model in a flexible way sets of constraints combining
several local patterns and it leads to discover patterns of higher level.
Experiments show the feasibility and the interest of our approach.

1 Introduction

Knowledge Discovery in Databases involves different challenges, such as the dis-
covery of patterns of a potential user’s interest. The constraint paradigm brings
useful techniques to express such an interest. If mining local patterns under con-
straints is now a rather well-mastered domain including generic approaches [1],
these methods do not take into account the interest of a pattern with respect
to the other patterns which are mined. In practice, a lot of patterns which are
expected by the data analyst (cf. Section 2.2) require to consider simultaneously
and to combine several patterns. In the following, such patterns are called n-ary
patterns, and a query involving n-ary patterns is called a n-ary query.

There are very few attempts on mining n-ary patterns and the existing meth-
ods tackle particular cases by using devoted techniques [8,9]. One explanation
of the lack of generic methods is likely the difficulty of the task. Mining n-ary
patterns requires to compare the solutions satisfying each pattern involved in
the constraint, it is drastically harder than mining local patterns. The lack of
generic methods restrains the discovery of useful patterns because the user has
to develop a new method each time he wants to extract a new kind of patterns.

In this paper, we propose a generic approach for modeling and mining n-ary
patterns using Constraint Programming (CP). Our approach proceeds in two
steps. First, the user specifies the set of constraints which has to be satisfied.
Such constraints handle set operations and also numeric properties such as the
frequency or the length of patterns. Then, a constraint solver generates the
correct and complete set of solutions. The great advantage of this modeling
is its flexibility, it enables us to define a large set of n-ary queries leading to
discover patterns of higher level. It is no longer necessary to develop algorithms
from scratch to mine new types of patterns.

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 300–305, 2011.
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2 Definitions and First Examples

2.1 Local Patterns

Let I be a set of distinct literals called items, an itemset (or pattern) is a
non-null subset of I. The language of itemsets corresponds to LI = 2I\∅. A
transactional dataset r is a multi-set of itemsets of LI . Each itemset, usually
called a transaction or object, is a database entry. Constraint-based mining task
selects all the itemsets of LI present in r and satisfying a predicate which is
named constraint. Local patterns are regularities that hold for a particular part
of the data (i.e., checking whether a pattern satisfies or not a constraint can be
performed independently of the other patterns holding in the data).

Example. Let X be a local pattern. The well-known frequency constraint focuses
on patterns occurring in the database a number of times exceeding a given
minimal threshold: freq(X) ≥ minfr. There are many other constraints [7] to
evaluate the relevance of patterns, like the area (area(X) is the product of its
frequency times its length: area(X) = freq(X) × length(X)).

2.2 N-ary Patterns

In practice, the data analyst is often interested in discovering richer patterns
than local patterns. The definitions relevant to such more complex patterns rely
on properties involving several local patterns and are formalized by the notions
of n-ary constraint and n-ary pattern leading to n-ary queries.
Definition 1 (n-ary pattern). A n-ary pattern is defined by a query involving
several patterns.
Definition 2 (n-ary query). A n-ary query is a set of constraints over n-ary
patterns.

2.3 Motivating Example

N-ary queries straightforwardly enable us to design rich patterns requested by
the users such as the discovery of pairs of exception rules without domain-specific
information [9]. An exception rule is defined as a pattern combining a strong rule
and a deviational pattern to the strong rule, the interest of a rule of the pattern
is highlighted by the comparison with the other rule. The comparison between
rules means that these exception rules are not local patterns. More formally, an
exception rule is defined within the context of a pair of rules as follows (I is an
item, for instance a class value, X and Y are local patterns):

e(X → ¬I) ≡
{

true if ∃Y ∈ LI such that Y ⊂ X, one have (X\Y → I) ∧ (X → ¬I)
false otherwise

Such a pair of rules is composed of a common sense rule X\Y → I and an
exception rule X → ¬I since usually if X\Y then I. The exception rule isolates
surprising information. This definition assumes that the common sense rule has
a high frequency and a rather high confidence and the exception rule has a
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low frequency and a very high confidence (the confidence of a rule X → Y is
freq(X ∪ Y )/freq(X)). Suzuki proposes a method based on sound pruning and
probabilistic estimation [9] to extract the exception rules, but this method is
devoted to this kind of patterns.

2.4 Related Work

There are a lot of works to discover local patterns under constraints [7] but there
are not so many methods to combine local patterns: pattern teams [6], constraint-
based pattern set mining [3] to name a few. Even if these approaches explicitly
compare patterns between them, they are mainly based on the reduction of the
redundancy or specific aims such as classification processes. Our work is in the
new trend on investigations of relationships between data mining and constraint
programming [2,4].

3 Modeling and Mining n-ary Queries Using CP

3.1 Examples of n-ary Queries

Exception Rules. (see Section 2.3). Let X and Y be two patterns. Let I
and ¬I ∈ I. Let minfr, maxfr, δ1, δ2 ∈ N. The exception rule n-ary query is
formulated as it follows:

– X\Y → I is expressed by the conjunction: freq((X \ Y )�1 I) ≥ minfr ∧
(freq(X \ Y ) − freq((X \ Y ) � I)) ≤ δ1 (X\Y → I is a frequent rule having
a high confidence value).

– X → ¬I is expressed by the conjunction: freq(X�¬I) ≤ maxfr ∧(freq(X)−
freq(X � ¬I)) ≤ δ2 (X → ¬I is a rare rule having a high confidence value).

exception(X,Y, I) ≡

⎧⎪⎪⎨⎪⎪⎩
freq((X \ Y ) � I) ≥ minfr ∧
freq(X \ Y )− freq((X \ Y ) � I) ≤ δ1 ∧
freq(X � ¬I) ≤ maxfr ∧
freq(X)− freq(X � ¬I) ≤ δ2

Unexpected Rules. Another example of n-ary queries is the unexpected rule
X → Y with respect to a belief U → V where U and V are patterns [8]. Basically,
an unexpected rule means that Y and V logically contradict each other. It is
defined more formally as: (1) Y ∧ V � False, (2) X ∧ U holds (it means XU
frequent), (3) XU → Y holds (XU → Y frequent and has a sufficient confidence
value), (4) XU → V does not hold (XU → V not frequent or XU → V has a
low confidence value). Given a a belief U → V , an unexpected rule un.(X, Y ) is
modeled by the following n-ary query:

1 The symbol � denotes the disjoint union operator. It states that for a rule, patterns
representing respectively premises and conclusion must be disjoint.
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un.(X, Y ) ≡

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
freq(Y ∪ V ) = 0 ∧
freq(X ∪ U) ≥ minfr1 ∧
freq(X ∪ U ∪ Y ) ≥ minfr2 ∧
freq(X ∪ U ∪ Y )/freq(X ∪ U) ≥ minconf∧
(freq(X ∪ U ∪ V )<maxfr ∨freq(X∪U∪V )/freq(X∪U)<maxconf)

Classification Conflicts. Classification based on associations [11] is an other
area where n-ary queries enable us to combine local patterns to help to design
classifiers. Let C and C′ be the items denoting the class values. The following
example detects classification conflicts, here a pair of frequent classification rules
X → C and Y → C′ having confidences greater than a minimal threshold
minconf . The rules have a large overlapping between their premises that may
introduce classification conflicts on unseen examples.

classif. conflict(X, Y ) ≡

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
freq(X) ≥ minfr ∧
freq(Y ) ≥ minfr ∧
freq(X � {C})/freq(X) ≥ minconf ∧
freq(Y � {C′})/freq(Y ) ≥ minconf ∧
2× length(X ∩ Y ) ≥ (length(X) + length(Y ))/2

3.2 Soving n-ary Queries Using CP

After having formulated n-ary queries in a high level modeling as a set of numeric
and set constraints as previously seen, these constraints are solved by a CP
solver (the Gecode system2). Our method has 3 steps. Firstly, the dataset and
the patterns involved in the n-ary query are linked. Then, unknown patterns
are modeled using variables. Finally, numeric constraints and set constraints are
reformulated in a low level way (for more details, see [5]). As the resolution
performed by the CP solver is sound and complete, our approach is able to mine
the correct and complete set of patterns satisfying n-ary queries.

4 Experiments

Experiments were performed on several datasets from the UCI repository3 and a
real-world dataset Meningitis coming from the Grenoble Central Hospital (329
transactions described by 84 items). Experiments were conducted with several
kinds of n-ary queries: exception rules, unexpected rules and classification con-
flicts. We use a PC having a 2.83 GHz Intel Core 2 Duo processor and 4 GB of
RAM, running Ubuntu Linux.

Highlighting Useful Patterns. Exception rules are a particular case of rare
rules. Even when rare rules can be extracted [10], it is impossible to pick the
exception rules among the set of all the rare rules. It is a pity because most of
the rare rules are unreliable and it is much more interesting to get the excep-
tions rules. Fig. 1 quantifies the number of exception rules on the Meningitis

2 http://www.gecode.org
3 http://www.ics.uci.edu/~mlearn/MLRepository.html

http://www.gecode.org
http://www.ics.uci.edu/~mlearn/MLRepository.html
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Fig. 1. Number of pairs of exception rules versus number of rare rules (Meningitis)

Fig. 2. Runtimes

dataset versus the number of rare rules (the number of rare rules depends on
maxfr and corresponds to the line at the top of the figure). Looking for ex-
ception rules reduces on several orders of magnitude the number of outputted
patterns. Unexpected rules may also reveal useful information. For example, still
on Meningitis, such a rule has a premise made of a high percentage of immature
band cells and the absence of neurological deficiency and its conclusion is a nor-
mal value of the polynuclear neutrophil level. This rule is unexpected with the
belief that high values of the white cells count and the polynuclear percentage
lead to a bacterial etiological type.

Computational Efficiency. These experiments quantify runtimes and the
scalability of our approach. Runtimes vary according to the size of the datasets
but also the tightness of constraints4. On Meningitis and Australian, the set
of all solutions is computed in a few seconds (less than one second in most of
the cases). On Mushroom, runtimes vary from few seconds for tight constraints
to about an hour for low frequency and confidence thresholds. These results
suggest to conduct further experiments on this dataset to better evaluate the
runtimes. Fig. 2 details the runtime of our method on Mushroom according to
different thresholds of confidence and frequency. We observe that the tighter the

4 A constraint is said tight if its number of solutions is low compared to the cardinality
of the cartesian product of the variable domains, such as constraints defined by high
frequency and confidence thresholds
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constraint is, the smaller the runtime is. Indeed, tight constraints enable a better
filtering of the domains and then a more efficient pruning of the search tree.

Obviously, our generic n-ary approach can be used for mining local patterns.
We obtain on this task the same runtimes as [2] which were competitive with
state of the art miners. With exception rules, we cannot compare runtimes be-
cause they are not indicated in [9].

5 Conclusion and Future Works

In this paper, we have presented a correct and complete approach to model and
mine n-ary patterns. The examples described in Section 3.1 illustrate the gen-
erality and the flexibility of our approach. Experiments show its relevance and
its feasibility in spite of its generic scope. For CSPs, all variables are existen-
tially quantified. Further work is to introduce the universal quantification: this
quantifier would be precious to model important queries such as the peak query5.
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Abstract. Discovering clusters of arbitrary shape with variable densities is an
interesting challenge in many fields of science and technology. There are few
clustering methods, which can detect clusters of arbitrary shape and different den-
sities. However, these methods are very sensitive with parameter settings and are
not scalable with large datasets. In this paper, we propose a clustering method,
which detects clusters of arbitrary shapes, sizes and different densities. We in-
troduce a parameter termed Nearest Neighbor Factor (NNF ) to determine
relative position of an object in its neighborhood region. Based on relative po-
sition of a point, proposed method expands a cluster recursively or declares the
point as outlier. Proposed method outperforms a classical method DBSCAN and
recently proposed TI-k-Neighborhood-Index supported NBC method.

1 Introduction

Clustering problem appears in many different fields like data mining, pattern recogni-
tion, statistical data analysis, bio-informatics, etc. Clustering problem can be defined
as follows. Let D = {x1, x2, x3, . . . , xn} be a set of n patterns, where each xi is N -
dimensional vector in the given feature space. Clustering activity is to find groups of
patterns, called clusters in D, in such a way that patterns in a cluster are more similar to
each other than patterns in distinct clusters. Many clustering methods have been devel-
oped over the years [1,2,3]. Clustering methods are mainly divided into two categories
based on the criteria used to produce results viz., distance based and density based.

Distance based methods optimize a global criteria based on the distance between
patterns. Clustering methods like k-means, CLARA, CLARANS are few examples of
distance based method. Density based clustering methods optimize local criteria based
on density distribution of the patterns.The advantage of density based clustering meth-
ods is that it can find clusters of arbitrary shapes and sizes in data.

DBSCAN (A Density-Based Algorithm for Discovering Clusters in Large Spatial
Databases with Noise) is a classical density based clustering method which can find
clusters of arbitrary shapes and sizes in data [4]. However, DBSCAN is very sensitive
to parameters (radius of neighborhood and minimum number of points in the neighbor-
hood). It cannot find clusters of variable densities in data.

S.Zhou [5] proposed a neighborhood based clustering (NBC) method, which can
discover clusters of arbitrary shape, size and variable densities. The core idea of NBC

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 306–315, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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is Neighborhood Density Factor (NDF) which measures local density of a point. NDF
of a point is ratio of the number of reverse K nearest neighbors to the number of K
nearest neighbors. Based on value of NDF, a point is considered as a genuine cluster
point (an inlier) or an outlier point. NBC proceeds by expanding a cluster from an
arbitrary inlier point in the cluster. However, NBC does not consider relative position of
a point in its neighborhood for computing NDF of the point. As a result, NBC may not
detect border points correctly and the method is sensitive to K values. M.Kryszkiewicz
et al. [6] showed that this method could not work well with high dimensional large
datasets. They proposed an indexing method called TI-k-Neighborhood-Index to speed
up the NBC method.

In this paper, we propose a clustering method referred to as Nearest Neighbor Factor
based Clustering (NNFC), which is less sensitive to parameter settings and suitable for
large datasets. We introduce a parameter termed as Nearest Neighbor Factor (NNF) to
determine relative position of an object in its neighborhood region. The NNF of a point
with respect to a neighbor is the ratio of the distance between the point and the neighbor,
and the average neighborhood distance of the neighbor. Unlike NDF, NNF accounts
closeness (distance between a point and its neighbor) as well as neighborhood density
of the neighbor. Based on average NNF value of a point, proposed method either
expands a cluster recursively or declares it as outlierpoint. NNFC is tested with synthetic
and real world datasets and it is found that NNFC outperforms TI-k-Neighborhood-
Index supported NBC in clustering quality as well as execution time. Further, clustering
produced by NNFC is close to natural clustering of dataset (as per Purity measure).

Rest of the paper is organized as follows. Section 2 describes proposed clustering
method, with experimental results and discussion in section 3. Finally, section 4 con-
cludes the paper.

2 Proposed Clustering Method

In this section, a formal definition for Nearest Neighbor Factor (NNF ) is given.
Subsequently proposed clustering method NNFC is discussed in details.

NNFC uses K nearest neighbors statistics of each point to determine its position in
its neighborhood region. To make this article more convenient to reader, we start with
definition of K nearest neighbors , average K nearest neighbor distance and followed
by Nearest Neighbor Factor (NNF ), key concept of this paper. Let D and d be a
dataset and a distance function, respectively.

Definition 1 (K Nearest Neighbor (KNN) Set). : Let x be a point in D. For a nat-
ural number K, a set NNK(x) = {q ∈ D|d(x, q) ≤ d(x, q

′
), q

′ ∈ D} is called KNN
of x if the following two conditions hold.
(i) |NNK(x)| > K if q

′
is not unique in D or |NNK | = K, otherwise.

(ii) |NNK(x) \ N (q
′
)| = K − 1, where N (q

′
) is the set of all q

′
point(s).

The KNN Set(x) ⊂ D is a set of K nearest points from x in D. KNN Set(x)
includes all Kth nearest points if Kth nearest point is not unique.The KNN Set of x
is also called neighborhood of x. In this article, we use it interchangeably.
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Average knn distance (x)

NN4(x) = {q1, q2, q3, q4, q5}

q5
x

q4

q3

q1q2

NNk(q2)

Fig. 1. The K nearest neighbor of x with k = 4

Definition 2 (Average KNN distance). : Let NNK(x) be the KNN set of a point
x ∈ D. Average KNN distance of x is average of distances between x and q ∈

NNK(x), i.e. Average KNN distance (x) =

∑
q d(x, q | q ∈ NNK(x))

|NNK(x)|
Average KNN distance of a point x is average of distances between x and its K
neighbors (Fig. 1). If Average KNN distance of x is less compared to other point y,
it indicates that x’s neighborhood region is more densed compared to the region where
y resides.

Using information of K nearest neighbors and Average KNN distance, we define
a new parameter called Nearest Neighbor Factor (NNF ), which is the key idea of
the proposed method.

Definition 3 (Nearest Neighbor Factor (NNF )). : Let x be a point in D and NNK

(x) be the KNN of x. The NNF of x with respect to q ∈ NNK(x) is the ratio of
d(x, q) and Average KNN distance of q.

NNF (x, q) = d(x, q)/Average KNN distance(q)

The NNF of x with respect to a neighbor q is the ratio of distance between x and q,
and Average KNN distance of q. NNF (x, q) indicates x’s relative position with re-
spect to q’s neighborhood. Based on values of NNF, our method NNFC can identify
regions with variable densities, outlier points and inlier points (cluster point). NNF
values of a point x ∈ D w.r.t. to all its neighbors are close to 1 indicates that neighbor-
hood regions of all neighbors belong to a cluster and x is an inlier point of the cluster.
If NNF values of x varies significantly with respect to its neighbors, then neighbor-
hood regions of x’s neighbors may belong to different clusters. We consider average
of NNF values of a point instead of individual values. Average of NNF values of x
termed NNFavg(x) is calculated using Eq.(1).

NNFavg(x) =

∑
q NNF (x, q | q ∈ NNK(x))

|NNK(x)| (1)

The value of NNFavg(x) indicates x’s relative position with respect to its neighbors.
It can be shown that for uniformly distributed points, value of NNFavg of each point
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is 1. However, value of NNFavg varies in real world datasets and it can be less than or
more than 1 depending upon density of the region where point resides.

It is trivial to mention that NNFavg(x) = 1 indicates that x and all its neighbors
are in a cluster. Whereas, in case of NNFavg(x) ≈ 1, point x may club with a cluster
of its neighbors. Otherwise, x can be noise point or another cluster point. Considering
these points, we define following positions of a point x ∈ D with respect to a cluster.
The parameter δ is used to define closeness of a point to a cluster.

Definition 4 (Border Point of a Cluster (BP)). : Point x is called a border point
of a cluster if NNFavg(x) < 1 − δ and there exists a point y such that 1 − δ ≤
NNFavg(y) ≤ 1 + δ and y ∈ NNK(x).

Definition 5 (Core Point or Cluster Point (CP)). : Point x is a Core Point or Cluster
Point (CP) if 1 − δ ≤ NNFavg(x) ≤ 1 + δ.

Core point resides inside in a cluster, whereas border point at boundary region of a
cluster. A border point may be at the boundaries of more than one clusters. However,
our method considers it in a cluster whose core point discovers it first.

Definition 6 (Outlier Point(OP)). : Let x be a point in D. The point x is a Outlier
(OP) if NNFavg(x) > 1 + δ and there is no CP in its KNN set.

It may be noted that definition of outlier given here is in the line with Chandola et al. [7].
Using the above classifications of the data points in the similar line of DBSCAN, we
establish following relationships between any two arbitrary points x, y in D and exploit
them in the proposed method using only K neighborhood information.

Definition 7 (Directly Reachable). : Let NNK(x) be KNN set of x. The point y is
directly reachable from x if x is a CP and y ∈ NNK(x).

In general, directly reachable is an asymmetric relation. However, if y is a core point,
then directly reachable is symmetric one.

Definition 8 (Reachable). : A point y is reachable from x if there is a sequence of
points p1 = x, p2, . . . , pm = y ∈ D such that pi+1 is directly reachable from pi, where
i = 1..(m − 1)

Reachable is a transitive relation and it is a symmetric if y is a core point. Otherwise,it
is asymmetric. Starting from a core point of a cluster, we can visit all points of a cluster
using reachable relation. It may be noted that reachable relation is formed surrounding
a core point. However, two border points of a cluster can also be related through a core
point of the cluster. This relation called neighborhood connected is defined as follows.

Definition 9 (Neighborhood Connected). : Two points x and y are called neighbor-
hood connected if any one of the following conditions holds.
(i) y is reachable from x or vice-versa.
(ii) x and y are reachable from a core point in the dataset.

Obviously, two core points in a cluster are neighborhood connected. Now, we can define
Nearest Neighbor Factor based cluster and outlier points as follow.
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Definition 10 (Neareat NeighborFactor based Cluster(NNFC)). : Let D be a
dataset. C ⊂ D is a NNFC cluster such that
(i) if x, y ∈ C, x and y are neighborhood connected and (ii) if x ∈ C, y ∈ D and y is
reachable from x, then y also belongs to NNFC cluster C.

Definition 11 (NNFC based Outlier). : Let C1, C2, . . . , Cm be NNFC clusters of
dataset D. The NNFC based outliers set is defined as O = {p ∈ D | p /∈ C = ∪m

i=1Ci}

Algorithm 1. NNFC(D, K ,δ)
/* D is a dataset, K is the value of K nearest neighbor, δ is variation parameter */
for each pattern x ∈ D do

Calculate NNK(x).
Calculate NNFavg(x).

end for
Each point is marked as ‘undiscovered‘.
clusterid = 0;
for each pattern x ∈ D do

if x is not marked as ‘discovered’ then
Mark x as ‘discovered’.
if NNFavg(x) < 1− δ and NNFavg(x) > 1 + δ then

Mark x as ‘noise’.
else

/* x is a CP and start expanding a new cluster with id clusterid + 1 */
clusterid = clusterid + 1; QUEUE = ∅.
for each p ∈ NNK(x) do

if p is ‘undiscovered’ or marked as ‘noise’ then
Mark p with ‘discovered’ and cluster number clusterid

end if
if p is a core point then

QUEUE = QUEUE ∪ {p}.
end if

end for
while QUEUE is not empty do

Take a pattern y from QUEUE.
for each q ∈ NNK(y) do

if q is ‘undiscovered’ or marked as ‘noise’ then
Mark q with ‘discovered’ and cluster number clusterid

end if
if q is a core point then

QUEUE = QUEUE ∪ {q}.
end if

end for
Remove y from QUEUE.

end while
end if

end if
end for
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Proposed clustering method, NNFC has two major steps as shown in Algorithm 1.
In first step, it searches K nearest neighbors and computes NNFavg of each pattern
in the dataset. To speed up the searching process, we use TI-k-Neighborhood-Index [6]
for finding K nearest neighbors. This indexing scheme avoids a large number of dis-
tance computations using triangle inequality property. Due to space limitation, we avoid
detailed discussion of TI-k-Neighborhood-Index.

All points are marked as ‘undiscovered’ in the beginning of second phase. NNFC
picks an ‘undiscovered’ point (say, x) and marks x as ‘noise’ and ‘discovered’, if x is
not a core point (CP). Otherwise, if x is a CP, it starts expanding a new cluster by finding
all reachable points from x. A reachable point which is either ‘undiscovered’ or ‘noise’
is included into the new cluster. Each point in the cluster is marked with cluster id + 1
(initialized with cluster id = 0) and ‘discovered’. It may be noted that a point ear-
lier marked as ‘noise’ is included as a border point of the current cluster. Similarly,
a reachable point which was earlier included as a border point of other cluster is not
considered for the current cluster. This process continues until all points are marked as
‘discovered’. Finally, points which are marked as ‘noise’ are declared as outlier set and
points which are marked with cluster id as cluster points. Needless to mention that
NNFC finds arbitrary shaped clusters in the data.

We analyze time and space complexity of NNFC. Time complexity of the first step
of NNFC is same as the complexity of TI-k-Neighborhood-Index, i.e. O(n2). In the
second step, NNFC walks on each data points and expands a point if necessary. Time
complexity of this step is O(nK) = O(n). Overall time complexity of NNFC is O(n2).
Space complexity is O(nN), where N is the dimension of dataset.

3 Performance Evaluations

To evaluate effectiveness, NNFC is implemented using C language on Intel(R) Core
2 Duo CPU (3.0 GHz) Desktop PC with 4 GB RAM. The method is tested with two
synthetic and two real world datasets. Comparisons with DBSCAN and TI-k-Neighbor-
Index supported NBC [6] are reported in this section.

Rand-Index [8] and Purity [9] quality measures are used for comparison purpose.
Let P be the set of all clusterings of D. Rand Index (RI) is defined as follows.
RI : P × P → [0, 1]. For π1, π2 ∈ P ,

RI(π1, π2) = (a + e)/(a + b + c + e)

where, a is the number of pairs of patterns belonging to a same cluster in π1 and to a
same cluster in π2, b is the number of pairs belonging to a same cluster in π1 but to
different clusters in π2, c is number of pairs belonging to different clusters in π1 but
to a same cluster in π2, and e is the number of pairs of patterns belonging to different
clusters in π1 and to different clusters in π2. Similarly, Purity is defined as follows.

Purity(π1, π2) =
1
|D|

|π2|∑
i=1

max
j

| C
(2)
i ∪ C

(1)
j |, where C

(2)
i ∈ π2, C

(1)
j ∈ π1.
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Fig. 3. Clustering results with Variable density dataset [5]

Detailed description of experimental results and datasets used are given below. In our
experiments, we consider the value of δ = 0.25. However, slight change in value of δ
does not affect on clustering results.

3.1 Synthetic Datasets

Variable Density Dataset [5]: We use a synthetic dataset (Fig.2) which is similar to a
dataset in [5]. This dataset consists of five clusters with variable densities. DBSCAN
cannot find all five clusters with all possible values of parameters. With high density
setting, DBSCAN can find only three clusters and treats other two as noise (Fig. 3(a)).
However, NNFC finds all five clusters as does TI-k-Neighbor-Index supported NBC
(Fig. 3(b), 3(c)).

Spiral Dataset: This dataset has two spiral (arbitrary) shaped clusters with 3356 pat-
terns as shown in Fig. 4. From results of NNFC and TI-k-Neighbor-Indexed NBC with
Spiral dataset, it is found that NNFC remains less sensitive to K values compared to
TI-k-Neighbor-Indexed NBC method. Proposed method works well with a wide range
of values (K = 10 to K = 30). It can detect two genuine clusters correctly with
K = 10 to K = 30 (Fig. 5). With K = 10, TI-k-Neighbor-Index supported NBC
finds four clusters splitting each of the genuine clusters into two (Fig. 6(a)). With
K = 15, K = 17 and K = 20, it declares genuine cluster points as noise points
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Fig. 4. Spiral Dataset
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with K = 10 to K = 30
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Fig. 6. Clustering By NBC/TI-k-Indexed NBC with different K values

(Fig6(b), 6(c), 6(d)). Clustering results and execution time of NNFC and TI-k-Indexed
NBC are reported with δ = 0.25 in Table 1.

3.2 Real World Datasets

Shuttle Dataset: This dataset has 9 integer valued attributes of 58, 000 patterns dis-
tributed over 7 classes (after merging training and test sets). Class labels are eliminated
from the all patterns. Clustering quality and time taken by the NNFC and TI-k-Index
supported NBC method with different values of K are reported in Table 2. Execution
time of TI-k-Index supported NBC method and NNFC methods are reported (Table 2).
From results, it can be observed that Rand Index of NNFC method (RI = 0.854) is

Table 1. Experimental Results with Spiral Dataset

Value of K Method Time Purity Rand Index #Cluster
(in Seconds)

10 TI-k-Indexed NBC 0.91 0.951 0.899 4
NNFC 0.41 0.999 0.999 2

15 TI-k-Indexed NBC 1.19 0.976 0.964 3
NNFC 0.43 0.999 0.999 2

20 TI-k-Indexed NBC 1.48 0.998 0.998 3
NNFC 0.48 0.999 0.999 2

25 TI-k-Indexed NBC 1.76 0.998 0.998 3
NNFC 0.55 0.998 0.998 2
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Fig. 7. Execution Time of NNFC and TI-k-Indexed NBC Methods with Shuttle Data

Table 2. Results with Real World Datasets (UCI Machine Learning Repository)

Dataset Value of K Method Time Purity Rand Index Number of
Used (in Seconds) Clusters

30 TI-k-Indexed NBC 1121.94 0.913 0.585 28
Shuttle NNFC 241.46 0.921 0.854 11

35 TI-k-Indexed NBC 1225.92 0.914 0.674 18
NNFC 245.76 0.921 0.855 9

40 TI-k-Indexed NBC 1290.71 0.914 0.799 15
NNFC 250.25 0.915 0.812 8

50 TI-k-Indexed NBC 1467.50 0.913 0.801 13
NNFC 265.10 0.918 0.844 7

Page 15 TI-k-Indexed NBC 2.73 0.924 0.747 13
NNFC 0.77 0.931 0.831 6

25 TI-k-Indexed NBC 3.41 0.925 0.779 9
NNFC 0.88 0.930 0.850 9

better than the TI-k-Index supported NBC method (RI = 0.585) for the value of
K = 30. The number of clusters produced by NNFC is consistently better than TI-
k-Index supported NBC method with different values of K = 30, 35, 40, 50 and num-
ber of clusters (8) produced by NNFC is close to the number of actual clusters (7) of
the dataset for K = 50. Execution time of NNFC is more than five times faster than
TI-k-Index supported NBC method for Shuttle dataset.

Fig. 7 shows execution time of the NNFC and TI-k-Index supported NBC methods
as data size varies from 5000 to 58000 for Shuttle dataset with δ = 0.25. It may be
noted that NNFC consumes significantly less time as dataset size increases.

Page: This dataset has 5473 patterns distributed across five classes. A pattern corre-
sponds to a page block of 54 documents. From experimental results, it can be noted that
NNFC produces better clustering (Purity=0.931, 0.930 and Rand Index=0.831, 0.850)
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than TI-k-Index supported NBC method (Purity = 0.924, 0.925 and Rand Index=
0.747, 0.779). The NNFC takes less time compared to TI-k-Index supported NBC
method (Table 2). With K = 25, both the methods produce equal number of clus-
ters (10) for this dataset. However, clustering result (RI = 0.850) of NNFC is better
than result (RI = 0.779) produced by the TI-k-Index supported NBC.

4 Conclusions

NNFC is a neighborhood based clustering method, which can find arbitrary shaped
clusters in a dataset with variable densities. The NNFC calculates Nearest Neighbor
Factor to locate relative position of a point in dataset. Based on position, a point
is declared as a cluster point or noise point. Experimental results demonstrate that it
outperforms TI-k-Index supported NBC in both clustering results and execution time.
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Abstract. Sequential pattern mining is an important data mining task
with applications in basket analysis, world wide web, medicine and
telecommunication. This task is challenging because sequence databases
are usually large with many and long sequences and the number of pos-
sible sequential patterns to mine can be exponential. We proposed a new
sequential pattern mining algorithm called FAST which employs a rep-
resentation of the dataset with indexed sparse id-lists to fast counting
the support of sequential patterns. We also use a lexicographic tree to
improve the efficiency of candidates generation. FAST mines the com-
plete set of patterns by greatly reducing the effort for support counting
and candidate sequences generation. Experimental results on artificial
and real data show that our method outperforms existing methods in
literature up to an order of magnitude or two for large datasets.

Keywords: Data Mining, Sequential Pattern Discovery, Sparse Id-List.

1 Introduction

Finding sequential patterns in large transactional databases is an important
data mining task which has applications in many different areas. Many sequen-
tial pattern mining algorithms have been proposed in literature [1,2,4,5,9,3,6].
The main limits of current algorithms are: 1) the need of multiple scans of the
database; 2) the generation of a potentially huge set of candidate sequences; 3)
the inefficiency in handling very long sequential patterns.

The most demanding phases of a sequence mining process are candidate gen-
eration and support counting. Candidate generation is usually based on the
Apriori property [1] according to which super-patterns of an infrequent pattern
cannot be frequent. This property helps to prune candidates and to reduce the
search space. Basing on this heuristic GSP [2] and SPADE [4] methods have been
proposed. Since the set of candidate sequences includes all the possible permu-
tations of the frequent elements and repetition of items in a sequence, A-priori
based methods still generate a really large set of candidate sequences. The sup-
port counting phase requires multiple database scans each time the candidate
sequence length grows, which is prohibitively expensive for very long sequences.

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 316–325, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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To deal with these issues, Pei et al. developed [3] a new approach for efficient
mining of sequential pattern in large sequence database. Prefixspan adopts a
depth-first search and a pattern growth principle. The general idea is to consider
only the sequences prefix and project their corresponding postfix into projected
databases. This way the search space is reduced in each step because projected
databases are smaller than the original database. Sequential patterns are grown
by exploring only the items local to each projected database. The drawback of
Prefixspan is that for long sequences it needs to do many database projections.

Lately in 2002 Jay Ayres et al. present a faster algorithm, SPAM [5] which
outperforms the previous works up to an order of magnitude for large databases.
SPAM combines an efficient support counting mechanism and a new search strat-
egy to generate candidates. The support counting is based on a data vertical
representation in bitmaps and it does not require database scans. The drawback
of SPAM is that it uses too much memory to store the bitmaps.

Another algorithm based on bitmap representation is HVSM [6]. HVSM is
slightly faster than SPAM because it uses a different search strategy. At the
beginning it generates all the frequent items or itemsets which constitute the
first tree level. On these nodes it performs only sequence-extensions to generate
sequences, by taking brother nodes as child nodes. This way HSVM is faster
than SPAM because it discovers all the frequent itemsets at the first step.

To mine large databases of long sequences, we propose a new method FAST
(Fast sequence mining Algorithm based on Sparse id-lisTs), which prevents mul-
tiple database scans to compute pattern support by indexing the original set
of sequences with specific data structures called sparse id-lists. The database is
read once and loaded in the main memory in an indexed form, such that each
item is associated with the lists of all the sequence ids in which it appears in the
database, preserving the transaction ordering. The support is directly computed
from the data structures associated to each sequence without requiring database
scans. Our proposed method uses the same lexicographical tree of HSVM so it
gains advantage from the idea to mine all the frequent itemsets as first step.

2 Problem Definition

The problem of mining sequential patterns can be stated as follow. Let I =
{i1, i2, ..., in} be a set of different items. An itemset is a non-empty unordered
subset of items (or a single item) denoted as (i1, i2, ..., ik) where ij is an item
for 1 < j < k. A sequence is an ordered list of itemsets denoted as 〈s1 → s2 →
... → sm〉 where si is an itemset i.e. si ⊂ I for 1 < j < m. An item can occur
at most once in an sequence itemset, but multiple times in different itemsets
of a sequence. The number of items in a sequence is called the length of the
sequence. A sequence of length k is called a k-sequence. A sequence α = 〈a1 →
a2 → ...→ an〉 is said a subsequence of another sequence β = 〈b1 → b2 → ...→
bm〉 and β a super sequence of α, denoted as α � β, if there exist integers
1 ≤ j1 ≤ j2 ≤ ... ≤ jn ≤ m such that a1 ⊂ bj1, a2 ⊂ bj2 and an ⊂ bjn, i.e.,
the sequence A → BC is a subsequence of the sequence AB → E → BCD,
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while AC → AD is not a subsequence of A→ C → AD. A sequence database
D is a set of tuples 〈sid, S〉, where sid is a sequence id and S is a sequence.
A transaction is formally an itemset. Each sequence has associated a list of
transactions, each with a time stamp. We assume that no sequence has more
than one transaction with the same time stamp, so that the transaction time
can be the transaction id and we can also sort the transactions in the sequence
according to the transaction time. A tuple 〈sid, S〉 is said to contain a sequence
α if α is a subsequence of S, i.e. α ⊂ S. The support or frequency of a sequence
α in a database D, denoted as σ(α), is the number of tuples which contain α, i.e.
σ(α) = {〈 sid, S 〉 | (〈 sid, S 〉 ε D) ∧ (α ⊂ S)}. Given a user defined threshold
δ called minimum support, denoted min sup, a sequence α is said frequent
in a database D if at least δ sequences in D contain α, i.e. σ(α) ≥ δ. A frequent
sequence is also called sequential pattern. A sequential pattern of length k is
called an k-pattern. Given a sequence database D and a min sup threshold δ,
the problem of sequential pattern mining consist in finding the complete set of
sequential patterns in the database D.

Example 1: Let D in Table 1 be a sequence database. Fixed δ = 2. We omit
the arrows in the sequences for brevity. The sequence a(abc)(ac)d(cf) has 5
itemsets (transactions): a,(abc),(ac),d,(cf). Its length is 9, item a appears three
times in the sequence so it contribute 3 to its length but the whole sequence
contributes only 1 to the support of a. Sequence α = a(bc) is a subsequence
of the sequences a(abc)(ac)d(cf) and (ad)c(bc)(ae), so σ(α) = 2 and α is a
sequential pattern.

Table 1. An example of sequence database D

Sequence ID Sequence

10 a (abc) (ac) d (cf)

20 (ad) c (bc) (ae)

30 (ef) (ab) (df) c b

40 e g (af) c b c

3 Algorithm

In this section we describe the algorithm, the lexicographic tree and the new
data structure called sparse id-list upon which our algorithm is based.

Lexicographic Tree: Suppose we have a lexicographic ordering ≤ on the items
I in the database. This ordering can be extended to sequences, by defining a ≤ b
if sequence a is a subsequence of b. All sequences can be arranged in a lexico-
graphic tree in which a node labeled with a is left brother of a node labeled
with b if item a appears before item b in the lexicographic ordering. A node a is
father of a node b if sequence in node a is a subsequence of sequence in node b.
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A sequence can be extended with either a sequence/itemset-extension. A
sequence-extended sequence is a sequence generated by adding a new trans-
action of a single item to the end of the sequence. An itemset-extended sequence
is generated by adding an item to the last itemset of the sequence.

First Step: Itemset Extension. With a first database scan we compute the
set I of all the frequent 1-items. Then we build a lexicographic itemset tree to
compute all the frequent itemsets starting from I. The itemset tree has as root’s
children all the frequent 1-items and on these nodes we perform only itemset-
extensions. Each node is iteratively expanded by taking its right brother nodes
as child nodes. If the itemset obtained concatenating the labels of the two nodes
is frequent, the candidate child node is added in the tree, otherwise it is pruned
and that path no more expanded. After the itemset-extension all and only the
frequent items and itemsets are contained in the lexicographic itemset tree. These
are used as input to generate another lexicographic tree, the sequence tree, to
mine all the frequent sequences.

Second Step: Sequence Extension. The first level of the sequence tree con-
tains all the frequent items and itemsets generated in the first step. For sequences
discovery, each node is iteratively expanded by taking all its brother nodes as
child nodes, included itself. If the obtained sequence is frequent, then the new
candidate child node is added in the tree, otherwise it is pruned and that path
is not expanded. At the end of this process, the lexicographic sequence tree will
contain all the sequential patterns.

4 Data Structure: Sparse Id-List

The support counting method of FAST is based on a novel data structure that we
called sparse id-list (SIL). The concept of id-list is not new in literature, it was
first introduced by SPADE [4]. SPADE id-list is a list of all the customer-id and
transaction-id pair containing the element in the database. Its size is variable.
Itemset/sequence-extensions are executed by joining the id-lists. This operation
for long id-list is very expensive in time. Differently from SPADE, our SIL gives
a horizontal representation of the database.

Definition 1. Let D be a sequence database, |D| the size of the D, j∈(0,. . . ,|D|)
be a sequence, as defined in section 2. For each frequent item/itemset i a sparse
id-lists SILi can be defined as a vector of lists, where:

– the size of the vector of SILi is |D|,
– SILi[j] is a list and contains the occurrences of i in the sequence j,
– if sequence j does not contains i, its list in position SILi[j] has value null.

The vector of SILi has as many rows as are the database sequences, its size is
fixed and depends on |D|. Each position of the vector corresponds to a database
sequence, and is a list which contains all the transaction ids of the sequence.
We associate a sparse id-list to each item i in the sense that in the list of the j-
th sequence there will be only the ids of transactions which contain item i in
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sequence j, therefore the list size is not fixed. In the case an item appears in all
the transactions of sequence j, the j-th list size will be equal to the j-th sequence
length in the database, but in general it is shorter, that’s why we named this
data structure sparse id-lists. If an item does not appears in any transaction of
a sequence, the list corresponding to that sequence in the vector will be null.

4.1 Support Counting for Item and Itemset Based on Sparse Id-List

A SIL is associated to each frequent item and itemset in the database and stored
in memory. SILs for 1-items are incrementally built during the first database
scan. SILs for itemsets are built during the itemset-estension from SILs of single
items verifying the condition that the single items of itemset appear in the same
transaction of the same sequence. The support is efficiently computed by just
counting the number of lists in the SIL which are not null. This is done during
the construction of the SILs itself without requiring a scan of the whole SILs.

Example 2: Consider the sequence database in Table 1 with σ = 2. With the
first database scan FAST builds the SILs (Fig. 1(a) . . . 2(a)) for all the 1-items,
computes the supports and prunes all the SILs of unfrequent items. Item g is
infrequent so its SIL has been removed. Now we perform an itemset-extension
and build the SIL for itemset (ab) (Fig. 2(b)). To do this we have to scan all the
rows in the SILs of a (Fig. 1(a)) and b (Fig. 1(b)) and for each row j we have
to scan the list in it and report in the new SIL only the transaction ids which
are equal between a and b. In this case at the first row the first transaction-id
which is equal between a and b is 2, in the second row there isn’t so we store
null, at the third row it is 2, while in the fourth there isn’t. SIL for itemset (ab)
is now stored in memory along with SILs of frequent 1-items and it will be used
in itemset-extension to compute the support for longer itemset ((abc) i.e.).

4.2 Support Counting for Sequence Based on Sparse Id-List

The support for sequences is computed from a derivative of SIL that we called
vertical-id-list (VIL). It is a vector having the same size of the SIL. Each position
of the vector refers to a particular sequence in the database, as for the SIL,

(a) (b) (c) (d) (e)

Fig. 1. From left to right, the sparse id-lists for items: a support σ = 4; b support
σ = 4; c support σ = 4; d support σ = 3; e support σ = 3; f support σ = 3
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(a) (b) (c) (d) (e)

Fig. 2. From left to right: sparse id-list for itemset (ab) with support σ(ab) = 2; vertical
id-list for itemset (ab), item c and sequence (ab) → c

and stores only the first transaction id in which the element we are trying to
concatenate in the sequence occurs, plus a reference to the SIL in which that
transaction id is stored. During the sequence extension FAST stores in each
node of the first level of the sequence tree a VIL for all the frequent items and
itemsets computed in the first step. To generate the sequence a→ b a new VIL is
generated, verifying the condition that item b appears in the same sequence but
in a transaction after items a. If this condition is not true we use the reference
at the SIL stored in the VIL of b to move to the next transaction id greater
than the transaction id of a. This transaction id will be stored in the new VIL
of sequence a → b or null if it does not exist. The support of the sequence
corresponds to the number of elements different than null in the VIL and, as for
the SIL, it is computed during the construction of the VIL without requiring
its scan. If the sequence a → b is frequent its VIL will be stored in the node
a→ b in the sequence tree and it will be used in the next sequence extension to
compute the support of the super sequences of a→ b. The reader can notice that
we only compute one scan of the database at the beginning of the algorithm to
generate all the frequent 1-items and their corresponding SILs. Then the support
for itemsets and sequences is directly computing by just counting the number of
rows different than null in the SIL or VIL.

Example 3: Let us consider SIL for itemset (ab) in Fig. 2(b) and for item c in
Fig. 1(c). Suppose we want to compute sequence (ab)→ c. We first have to get
the VILs for elements (ab) and c from their SILs and stored in the corresponding
nodes in the sequence tree. The VILs are showed in Figs. 2(c) and 2(d). For each
position of the VIL of c, we search for a transaction id which is greater than the
transaction id of the VIL of (ab) in the same position. If this condition is false
we move to the next element using the reference at the SIL stored in the VIL.
In this case the first transaction id in the VIL of c is 2 which is not greater
than transaction id in the VIL of (ab), so we move to the next transaction id
in the SIL of c (Fig. 1(c)) which is 3. The second transaction id is again 2 but
since the transaction id in (ab) is null we have to skip to the following position.
The next transaction id is 4 which is greater than the transaction id in (ab) 2
so it is stored in the new VIL. Finally the last transaction-id is 4 but since the
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transaction id in (ab) is null the condition is not verified. The VIL for sequence
(ab)→ c is showed in Fig. 2(e).

5 Experiments

We report the performances of FAST against PrefixSpan [3] and SPAM [5] by
varying different database parameters. We did not compare FAST against
SPADE [4] because authors in [5] demonstrate that SPAM always outperforms
SPADE and against HSVM because the differences of performance between
SPAM and HSVM are minimal as shown in [6]. We implemented FAST in
java. The java codes/executables for PrefixSpan and SPAM were obtained from
Philippe Fournier-Viger’s [11] and Joshua Ho’s websites [8]. The experiments
were performed on a 2.4GHz Intel Xeon server with 10 GBs of RAM, running
Linux.

Datasets: The synthetic datasets we used were generated using the IBM data
generator [1], that mimics real-world transactions where people buy sets of items.
We compared the performances by varying several factors which can be speci-
fied as input parameters to the data generator, with different minimum support
values on small and large databases. These parameters are: D the number of
customers in the dataset; C the average number of transactions per customer;
T the average number of items (transaction size) per transaction; S the aver-
age size of maximal potentially large sequences; I the average size of itemset
in maximal potentially large sequences and N the number of different items.
We also compared the algorithms on a real dataset Pumsb-star, taken from
the FIMI repository [10] which is dense and has 49046 long sequences of single
items.

5.1 Performance Comparison

Figures 3(a)- 3(b) show performance comparison on small datasets. The datasets
are identical, except that 3(a) has 100 distinct items (N=0.1k), whereas 3(b) has
1000 (N=1k). Figures 3(c), 3(d) and 4(a) show performance comparison on large
datasets, with 100000 sequences (D=100k) with longer sequences (C=20, 35, 40).
Experimental results shows that FAST has the best performance. It outperforms
SPAM of one order of magnitude in the small and large datasets, and PrefixSpan
till to two orders of magnitude on large datasets. For the support values where
SPAM can run, it is generally in the second spot. It fails to run for lower support
values because it needs huge memory to store the bitmaps. In all the experiments
PrefixSpan turns out to be very slow compared to the other two algorithms. For
long sequences it fails because it needs to do too many database projections.
FAST instead can run faster also in presence of longer sequences with large
datasets. Finally, Fig. 4(b) shows the performance comparison on Pumsb-star
real dataset and on this dataset FAST is an order of magnitude faster than
SPAM and two orders faster than PrefixSpan.



FAST Sequence Mining Based on Sparse Id-Lists 323

(a) C10T20S4I4N0.1KD10K dataset (b) C10T60S4I4N1KD10K dataset

(c) C20T20S20I10N0.1KD100K dataset (d) C40T40S20I20N1KD1K dataset

Fig. 3. Performance comparison varying minimum support on different datasets

To show that experimental results are not dependent on the language imple-
mentation, we compare our java version of FAST with the original C++ imple-
mentation of PrefixSpan [12]. Results in Fig. 5 show that FAST is still faster
than PrefixSpan and starting from support 0.92 it is an order of magnitude faster
than PrefixSpan.

5.2 Memory Usage

In Fig. 6 we presented graphics for the average memory consumption of the three
algorithms on other synthetic datasets. We can quickly see as SPAM requires
really much memory compared to FAST and PrefixSpan, up to one order of
magnitude. SPAM is inefficient in space because even when an item is not present
in a transaction it needs to store a zero in the bitmap to represent this fact.
The trend of SPAM and FAST is comparable even if PrefixSpan requires less
memory than FAST, because at each run it reduces the database size of one
length avoiding to store sequence prefix in the database. FAST requires more
memory than PrefixSpan because it needs to store in memory the sparse id-lists
for all the frequent 1-items and itemsets. However, the memory usage of FAST
is comparable to the one of PrefixSpan.

In Fig. 6(b) we present another kind of graphic which shows the total memory
consumption of the three algorithms during the whole mining process, on the
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(a) C35T40S20I20N1KD1K (b) pumsb-star

Fig. 4. Performance comparison on C35T40S20I20N1KD1K (a) and Pumsb-star (b)

Fig. 5. Fast in Java vs. PrefixSpan in C++ on dataset C40T40S20I20N1KD1K

(a) D=5 C=15 T=10 S=10 I=10 (b) D=5 C=15 T=10 S=10 I=10

Fig. 6. Memory comparison on medium datasets

same datasets. It is interesting to notice that the total memory used by FAST is
lower than the one used by SPAM and Prefixspan. This happens because FAST
is faster than the other two algorithms in all the experiments that we performed
and in this way it occupies less memory during the whole computation. We
believe that even if the average memory consumption of FAST is slightly upper
than PrefixSpan, the memory consumption of FAST is not a big issue as for
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example in SPAM because the total memory that FAST uses is comparable and
in some cases less than PrefixSpan.

6 Conclusions

We presented a new sequence mining algorithm FAST that quickly mines the
complete set of patterns in a sequence database, greatly reducing the effort for
support counting and candidate sequences generation phases. It employs a new
data representation of the dataset based on sparse id-lists and indexed vertical
id-lists, which allows to quickly access an element and count its support without
database scans. Future work will consist of mining all the closed and maximal
frequent sequences, as well as pushing constraints within the mining process to
make the method suitable for domain specific sequence mining task.
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Abstract. We present the UFC (Unconnected From Connected) algo-
rithm which discovers both connected and disconnected frequent graphs.
It discovers connected frequent graphs by means of any existing graph
mining algorithm and then joins these graphs with each other creat-
ing unconnected frequent graphs with increasing number of connected
components. We compare our method with previously proposed UGM
algorithm and a gSpan variation.
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1 Introduction

The purpose of frequent graphs mining is to find all graphs which are subgraph
isomorphic with large number of graphs in the given database. In recent years
several algorithms were proposed including gSpan [11], MoFa [2], Gaston [8],
FFSM [3], SPIN [4], FSG [7], AGM [5], AcGM [6]. Most of algorithms discover
only connected frequent graphs. Unconnected frequent graphs are sometimes
more useful than connected ones as was shown in [10] on the example of con-
trast patterns. In [9] we proposed the UGM algorithm which discovers both
connected and unconnected frequent graphs in one phase and experimentally
showed that it was orders of magnitude faster than two-phase methods which
depend on preliminary frequent connected graphs discovery. Further research
showed that two-phase methods are still feasible and lead to algorithm which
outperforms UGM . We propose the UFC algorithm (Unconnected From Con-
nected) which uses any algorithm to discover connected frequent graphs and then
joins them pairwise creating unconnected candidates. Filtering these candidates
with frequent graphs lattice and using optimizations proposed for UGM makes
the UFC faster than the UGM .
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2 Basic Notions

Definition 1. (graph) Undirected labeled graph G (called graph later on) is a
tuple G=(V,E, lbl, L) where V is a set of vertices, E={{v1, v2} : v1 �= v2 ∈ V }
is a set of edges, lbl : V ∪ E → L is a labeling function, L is a set of labels.
Definition 2. (connected and unconnected graph) Graph is connected, if there
is a path between every pair of its vertices. Otherwise, graph is unconnected.
Definition 3. (graph isomorphism) G=(V,E, lbl, L) and G′=(V ′, E′, lbl′, L′)
are isomorphic iff there exists bijective function φ : V → V ′ such that:
∀e = {v1, v2} ∈ E : {φ(v1), φ(v2)} ∈ E′ and
∀v ∈ V : lbl(v) = lbl′(φ(v)) and
∀e ∈ E : lbl(e) = lbl′(φ(e)).

Definition 4. (subgraph and supergraph) Graph G′ = (V ′, E′, lbl′, L′) is a sub-
graph of G = (V,E, lbl, L) (G is a supergraph of G′) iff

V ′ ⊆ V and
E′ ⊆ E and
L′ ⊆ L and
∀x ∈ V ′ ∪E′ : lbl′(x) = lbl(x).

Definition 5. (connected component) Graph CG is a connected component of
graph G, if CG is connected and CG is a maximal subgraph of graph G.

Definition 6. (subgraph isomorphism) Graph G′ is subgraph isomorphic to
graph G if it is isomorphic to some subgraph of G.

Definition 7. (support) Let D be a set of graphs. Support of a graph G, sup(G),
is defined as the number of graphs in D which G is subgraph isomorphic with.

Definition 8. (frequent graph) The graph G is called frequent in a set D if its
support is greater than or equal to some user-defined threshold minSup.

Definition 9. (edge descriptor) Edge descriptor of the edge e = {v1, v2} ∈ E
is a pair ({lbl(v1), lbl(v2)}, lbl(e)).

Definition 10. (edge set) Edge set of G, ES(G), is multiset of edge descriptors
of edges from G. If G′ is subgraph isomorphic to G then ES(G′) ⊆ ES(G).

3 From Connected to Unconnected

The proposed algorithm is based on the following property.

Property 1. If unconnected graph is frequent then each of its connected compo-
nents is also frequent.

This property comes from the fact that each subgraph of the frequent graph is
frequent as well. The core idea of UFC is to first find frequent connected graphs
and then use them to generate unconnected candidates. The proposed method
is similar to Apriori [1] algorithm, that is generating two-components candidates
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form one-components frequent graphs, generating three-components candidates
from two-components frequent graphs and so on. We use the following notation.

Fk list of k-components frequent graphs,
Kk list of k-components candidates,
G = (C1, C2, . . . Ck) k-components graph,

Ci is a i− th component of the G graph

We will also use small letters a, b, c, . . . to denote connected components and
strings of these letters to denote unconnected graphs containing these compo-
nents. Therefore aabd is a four-components unconnected graph containing two
a components, b component and d component. The letters in the graph string
come in alphabetic order.

The F0 list contains empty graph on 0 nodes, if and only if |D| ≥ minSup.
The F1 list contains all one-components frequent graphs or all connected frequent
graphs in other words. The F1 list can be filled by any frequent graphs mining
algorithm which is Gaston[8] in our case. Let’s assume that F1 = {a, b, c, d, e}.
The two-components candidates come from joining frequent components from
F1 with each other: K2=(aa, ab, ac, ad, ae, bb, bc, bd, be, cc, cd, ce, dd, de, ee). The
support of every candidate C is calculated with subgraphs isomorphism tests
over intersection of supporting sets of components which were used to create C,
e.g. support of ab is calculated in the a.suppSet∩b.suppSet set. Please note that
unlike sets, graphs do not hold the property that if i ∈ D supports both a and
b than it supports also ab which is presented in fig. 1.

Let’s assume that after support calculation of all K2 candidates we got F2 =
(aa, ab, ae, bb, bd, cd, ce, de). The three-components candidates come from joining
all pairs of graphs from F2 which have the same first components. Therefore:
K3 = (aaa, aab, aae, abb, abe, bbb, bbd, bdd, cdd, cde, cee, dee). The general rule for
generating k-components candidates from k-1-components frequent graphs is fol-
lowing.
The Kk list contains graphs which come from joining all pairs of graphs Gi,
Gj from Fk−1, which contains the same first k-2 components. The result of join-
ing graph Gi=(C1, C2, . . . Ck−2, Ck−1) with graph Gj=(C1, C2, . . . Ck−2, C

′
k−1) is

graph G=(C1, C2, . . . Ck−2, Ck−1, C
′
k−1). In example, the result of joining abbcd

with abbcf is abbcdf .

4 Filtering Based on Connected Frequent Graphs Lattice

There is partially ordering relation of subgraph isomorphism in the set of con-
nected frequent graphs F1. This relation creates lattice which can be used to
filter candidate lists Ki before time consuming support calculation. Filtering is
based on the following property:

Property 2. If the process of joining graph G=(C1, . . . Cn) with the graph (C1,. . .
Cn−1, Cn+1) results in infrequent graph, then every joining of the graph G with
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Fig. 1. Graph G supports both a and b, but it does not support ab

the graph (C1, . . . Cn−1, C) such that Cn+1 is subgraph isomorphic with C (C is
above Cn+1 in the lattice) results in infrequent graph.

Example 1. Let’s assume that in above property G = abc. We can now say that
if joining of the graph abc with the graph abd results in infrequent abcd graph,
then joining of the graph abc with the abx such that d is subgraph isomorphic
with x, results in infrequent graph abcx.

We use this property to filter candidate list. Let’s assume that a given frequent
graph G1 is going to be subsequently joined with frequent graphs G1, . . . , Gn

(these graphs contains all but last the same components). For this series of
joins we prepare the NEG set which will contain last components of graphs
G1, . . . , Gn such that joining of graph G1 with these graphs results in infrequent
graphs. Before each join of G1 with Gi, i=2 . . . n we will check whether NEG
contains a graph which is subgraph isomorphic with the last component of Gi. If
it contains we do not have to perform join because it would result in infrequent
graph. If not - we join G1 with Gi, calculate support of the result and if it is not
frequent we add the last component of Gi to the NEG set.

One can notice that efficiency of this method depends on the joining order.
The given graph should be in first place joined with graphs which last component
is subgraph isomorphic with last components of graphs joined later. Therefore
we propose to order the F1 list descending on the f(C) key, where f(C) is a
number of graphs from F1 the C is subgraph isomorphic with.

5 The UFC Algorithm

The UFC algorithm (algorithm 1) begins with discovery of all connected fre-
quent graphs by means of any algorithm of this purpose. The discovered graphs
are then descendingly ordered by the f key, which was mentioned in the previ-
ous section. This creates the F1 list - the list of frequent one-components graphs.
The F0 list contains the empty graph on 0 nodes iff |D| ≥ minSup. Graphs from
F0 and F1 are in the result list R as well. The F2 list is created from F1 list



330 �L. Skonieczny

with GenerateKComponentsFrequentGraphs and subsequently - Fk+1 is cre-
ated from Fk if Fk is not empty. Graph from all Fi lists are added to the result
list R.

Algorithm 1. UFC(D,minSup)
if |D| ≥ minSup then

F0 ← {null graph on 0 vertices};
F1 ← ConnectedGraphMiner(D, minSup)− {null graph on 0 vertices};
Sort F1 descendingly on the f key;
R ← F0 ∪ F1; i ← 1;
while Fi �= ∅ do

i← i + 1; Fi ← GenerateKComponentsFrequentGraphs(Fi−1, i); R ← R ∪ Fi;
return R;

The GenerateKComponentsFrequentGraphs(Fk−1, k) method returns all k-
components frequent graphs, based on Fk−1 list (k-1 components frequent
graphs). The method is consisted of two nested loops: outer loop iterates over
graphs G1 from Fk−1, and inner loop iterates over those graphs G2 from Fk−1

which can be joined with G1 - such graphs are always directly next to each other
in Fk−1 list. For each G1, right before entering the inner loop, we initialize the
NEG set. When the joining of G1 and G2 results in infrequent graph, the last
component of G2 is added to the NEG set. Before the each joining of G1 and
G2 we test the condition presented in property 2, that is: if the last component
of G2 contains a subgraph isomorphic to any graph from NEG set, then the
joining of G1 with G2 is not frequent. The algorithm does not perform the join-
ing of such graphs. Otherwise, the joining of G1 and G2 is performed, creating
G graph which contains all components of G1 and last component of G2. The
isFrequent method checks if G is frequent, and if it is - it is added to Fk list.
Otherwise, the last component of G s added to NEG set.

The isFrequent method checks if the G is supported by at least minSup
graphs from the D set which is the intersection of supporting sets of G1 and G2.
If |D| < minSup the method returns with false value. Otherwise the support
value of G is calculated by executing subgraph isomorphism tests of G with each
graph from D set.

6 Reuse of UGM Optimizations

In [9] we proposed four methods to optimize UGM algorithm. Three of them
can be used to optimize UFC algorithm. These are:
- maximal edge sets check : The edge set of frequent graph (definition 10) must
be a subset of some maximal frequent edgeset. Before support calculation of
a candidate we check if its multiset of edge descriptor holds this condition. If
not we can be sure that it is infrequent and skip the time consuming support
calculation phase.
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Algorithm 2. GenerateKComponentsFrequentGraphs(F, k)
for i ← 1 to |F | do

NEG← ∅;
innerLoop:
for j ← i to |F | do

G1 ← F [i]; G2 ← F [j]; /*G1 = (C1
1 , C1

2 , . . . C1
k−1), G2 = (C2

1 , C2
2 , . . . C2

k−1)*/
if G1 and G2 are identical disregarding last connected-component then

for all Gneg ∈ NEG do
if Gneg is subgraph isomorphic to C2

k−1 then
continue innerLoop;

G← (C1
1 , C1

2 , . . . C1
k−1, C

2
k−1);

if isFrequent(G, minSup, G1.supportingSet∩G2.supportingSet) then
R ← R ∪ {G};

else
NEG← {C2

k−1};
else

break;
return R;

- negative border : The supergraph of infrequent graph is infrequent. Graphs
which are found infrequent during support calculation are added to negative
border set GN. Before support calculation of a candidate we check if it contains
subgraph which is isomorphic to any graph from GN. If so - it is infrequent.
- break in support calculation: The exact support value of infrequent graph is
unnecessary. If during support calculation of the candidate we can infer that it
is not frequent, then we can break this process. The support of a candidate C is
calculated with subsequent subgraph isomorphism test over graphs from D set,
which is the intersection of supporting sets of graphs that created C. When the
number of negative tests exceeds |D|-minSup, then the support of C is less than
minSup, so we can break the process.

In order to include these optimizations to the UFC algorithm it is suffi-
cient to modify the isFrequent method only. We will call this modified method
isFrequentEx.

Algorithm 3. isFrequent(G,minSup,D)
if |D| < minSup then

return false;
sup ← 0;
for all Gi ∈ D do

if G is subgraph isomorphic with Gi then
sup ← sup + 1;

return sup ≥ minSup;
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Algorithm 4. isFrequentEx(G,minSup,D)
if |D| < minSup then

return false;
if ES(G) is not subset of any maximal frequent multisets then

return false;
if any graph from GN is subgraph isomorphic with G then

return false;
sup ← 0; falseResults = 0;
for all Gi ∈ D do

if G is subgraph isomorphic with Gi then
sup ← sup + 1;

else
falseResults← falseResults + 1;
if falseResults > |D| −minSup then

return false;
if sup < minSup then

GN ← GN ∪ {G};
return false;

else
return true;

7 Experiments

Experiments were run on ParMol1 framework. We used chemical datasets com-
ing from NCI2, PTC3 and MUTAG4 collections. We compared the UFC algo-
rithm with two algorithms: UGM and the gSpanUnconnected which was briefly
proposed in [12].

Table 1 presents execution time for different values of minSup. One can notice
that: (1) execution time grows extremely fast with the lowering of minSup; (2)
the UGM is about 50% slower than the UFC and the gSpanUnconnected is
order of magnitude slower than the UFC; (3) the lower value of minSup the
bigger is the advantage of UGM and UFC over gSpanUnconnected.

Figure 2 presents execution time of five versions of UFC algorithm. The
following versions have been tested:

– UFC - the algorithm with all optimizations enabled,
– UFC 0 - the algorithm with all optimizations disabled,
– UFC negative - the algorithm with the negative border optimization enabled,
– UFC break - the break in support calculation optimization enabled,
– UFC edgeset - the maximal edge sets check optimization enabled,

1 http://www2.informatik.uni-erlangen.de/Forschung/Projekte/ParMol/
2 http://cactus.nci.nih.gov/ncidb2/download.html
3 http://www.predictive-toxicology.org/ptc/
4 ftp://ftp.ics.uci.edu/pub/baldig/learning/mutag/INFO.txt
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Table 1. Execution time UGM , UFC and gSpanUnconnected in graph sets from
PTC, NCI and MUTAG collections

execution time [s]
ugm ufc gspan unconnected

minSup [%] minSup [%] minSup [%]
10 5 4 3 2 10 5 4 3 2 10 5 4

ptc FM 5 28 62 510 7158 5 24 43 237 14603 52 366
ptc FR 6 29 89 417 5 24 59 200 52 379
ptc MM 4 24 77 444 5743 5 19 51 197 4757 46 337
ptc MR 6 31 76 726 5 26 52 446 57 414

minSup [%] minSup [%] minSup [%]
30 25 20 15 10 30 25 20 15 10 30 25 20

nci 786 0 19 35 83 310 4135 19 35 73 250 2679 132 301 768
nci A498 19 37 88 340 5080 19 36 76 265 3310 149 333 841
nci A549 ATCC 20 36 85 323 4523 19 35 77 259 2992 137 311 806
nci ACHN 18 35 82 297 18 35 73 235 139 306 770
nci BT 549 16 31 72 297 4741 15 29 61 219 2766 120 274 663
nci CAKI 1 18 36 87 343 18 36 77 265 133 319 848
nci CCRF CEM 20 47 89 361 5995 21 34 76 282 3980 131 307 796
nci COLO 205 19 38 89 356 19 36 79 281 137 330 843
nci DLD 1 12 22 79 961 8 31 52 594 64 181 733
nci DMS 114 11 23 87 1097 8 16 55 647 70 189 786
nci DMS 273 9 23 99 1346 8 16 62 827 69 208 889
nci DU 145 19 34 78 293 18 31 64 217 126 294 715
nci EKVX 19 37 88 336 19 36 79 272 139 326 838
nci HCC 2998 18 36 95 477 11032 16 34 77 344 6618 128 320 858
nci HCT 116 18 35 86 326 4451 18 36 78 259 3014 136 317 807
nci HCT 15 19 36 86 325 4331 18 36 78 256 2875 138 323 821
nci HL 60 TB 18 34 84 349 16 33 72 258 128 301 790
nci HOP 18 9 24 90 1182 7 16 59 689 69 201 855
nci HOP 62 18 32 73 274 3588 18 35 74 232 2548 130 302 759
nci HOP 92 19 37 90 357 5569 18 36 79 280 3580 137 333 851
nci HS 578T 16 31 69 256 3248 16 31 64 203 2097 126 292 700
nci HT29 19 36 89 334 19 37 79 266 141 323 841
nci IGROV1 19 37 87 337 18 36 78 265 139 325 811
nci KM12 21 40 87 339 5090 19 37 78 266 3203 140 336 830
nci KM20L2 10 24 96 1298 8 17 61 798 72 208 873
nci K 562 18 35 82 301 4152 18 35 74 236 2645 133 310 768
nci LOX IMVI 19 36 84 326 4871 18 35 74 252 3197 137 312 808
nci LXFL 529 8 17 58 6 12 35 57 158
nci M14 19 35 83 305 3815 18 36 74 235 2354 138 319 1350
nci M19 MEL 10 24 92 1126 8 17 59 694 71 204 1666
nci MALME 3M 17 33 78 295 4350 16 32 71 230 2844 121 274 1308

minSup [%] minSup [%] minSup [%]
50 40 30 50 40 30 50 40 30

mutag 188 16 21 481 19 27 465 242 335
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Fig. 2. Execution time of UFC with and without optimizations run on Chemical 340
dataset form NCI collection

The figure 2 shows that: (1) all optimization give significant boost to the UFC
algorithm; (2) the UFC algorithm is about ten times faster than the UFC 0;
(3) the negative border optimization is the most efficient.

8 Conclusions

We have proposed a new algorithm called UFC for finding both connected and
unconnected frequent graphs. It makes use of frequent connected graphs which
are discovered by any algorithm for this purpose and then joins these connected
graphs in Apriori-like method to create frequent unconnected graphs. Such ap-
proach was said to be inefficient in [9] but with the aid of UGM optimiza-
tions and proposed candidate filtering we made it faster than the UGM and
gSpanUnconnected algorithms.
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Abstract. Distributed and collaborative data stream mining in a mobile
computing environment is referred to as Pocket Data Mining PDM. Large
amounts of available data streams to which smart phones can subscribe
to or sense, coupled with the increasing computational power of handheld
devices motivates the development of PDM as a decision making system.
This emerging area of study has shown to be feasible in an earlier study
using technological enablers of mobile software agents and stream min-
ing techniques [1]. A typical PDM process would start by having mobile
agents roam the network to discover relevant data streams and resources.
Then other (mobile) agents encapsulating stream mining techniques visit
the relevant nodes in the network in order to build evolving data mining
models. Finally, a third type of mobile agents roam the network consult-
ing the mining agents for a final collaborative decision, when required
by one or more users. In this paper, we propose the use of distributed
Hoeffding trees and Naive Bayes classifiers in the PDM framework over
vertically partitioned data streams. Mobile policing, health monitoring
and stock market analysis are among the possible applications of PDM.
An extensive experimental study is reported showing the effectiveness of
the collaborative data mining with the two classifiers.

1 Introduction

Recent and continuous advances in smart mobile devices have opened the door
for running applications that were difficult or impossible to run in the past in
such resource-constrained environments. The clear trend is to have more appli-
cations running locally on these devices given their computational and sensing
capabilities. Recent important applications in the area of activity recognition
[9,14] have stimulated our recent research activities. Therefore, we have pro-
posed the new area of pocket data mining in [1].

Pocket data mining has been first coined in [1] to describe the process of
mining data streams collaboratively in a mobile computing environment. The
PDM framework supports the process from resource discovery to the learning
and usage phases. The core of the framework is the set of data stream mining

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 336–345, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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techniques that work together to synthesize a global outcome. The mining tech-
niques are assigned to the mobile devices and are encapsulated as mobile software
agents that are able to move and be cloned. This assignment is done based on
the availability of resources and features of the data available to the mobile de-
vice. We have proved in [1] the computational feasibility of the PDM framework.
However, we have not employed any stream mining technique in our previous
implementation. Thus, in this paper, we propose the use of two data stream clas-
sification techniques. We have chosen Hoeffding trees and Naive Bayes classifiers
due to the following reasons. First, Hoeffding trees classifiers have proved their
efficiency as the state-of-the-art data stream classification technique as reported
in [3]. Second, Naive Bayes is a lightweight naturally incremental classifier.

The paper is organised as follows. Section 2 enumerates the related work. The
architecture of the PDM framework including the details of the used algorithms
is given in Section 3. Extensive experimental study is presented in Section 4.
Ongoing work and concluding remarks and be found in Section 5.

2 Related Work

Distributed data mining techniques have been thoroughly reviewed by Park and
Kargupta in [16]. On the other hand, the field of data stream mining has been
concisely reviewed in [11]. More recently, the utilisation of smart phones’ sensing
capabilities to be used to learn about the user’s activities have been explored
in [13,9]. It has to be noted that none of the above techniques has explored
the great potential of collaborative mining of data streams in the mobile ad
hoc computing environments, including the work proposed by Miller et el [15],
that only focused on recommender systems for any type of connected devices.
Our work rather attempts to exploit data stream mining techniques for ad hoc
analysis using smartphones in critical applications.

3 PDM: The Pocket Data Mining Architecture

The architecture of the PDM framework is highlighted in Figure 1. The basic
scenario of PDM displayed in Figure 1 involves the following generic (mobile)
software agents [1]: (a) (Mobile) Agent Miners (AM) are distributed over the
network and located on the local mobile devices, they implement data mining
algorithms; (b) Mobile Agent Ressource Discoverers are used to explore the
network and locate computational ressources, data sources and AMs; (c) Mobile
Agent Decision Makers roam the network consulting AMs in order to retrieve
information or partial results for the data mining task. It has to be noted that
we use the terms PDM architecture and PDM framework interchangeably. Any
smart phone in the network can own any kind of PDM agents. The smart phone
from which a data mining task is initiated is called the task initiator. The AMs
in PDM can implement any data mining algorithm such as Hoeffding Decision
Trees (HT), Naive Bayes (NB) or K Nearest Neighbours (K-NN). As the left hand
side of Figure 1 shows, these data mining algorithms are embedded in AMs which
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run on-board a users smart phone. The smart phone may be subscribed to a data
stream. The data mining model that is generated by the AMs is continuously
updated in order to cope with possible concept drifts of the data stream. AMs
may be stationary agents already installed for the use by the owner of the smart
phone but may also be mobile agents distributed at the beginning of the data
mining task. The right hand side of Figure 1 shows the pseudo code of the basic
PDM workflow.

Fig. 1. PDM Architecture

For example in the context of classification, if the task initiator at any point
in time decides to use the models of remotely located AMs to classify a set
of unlabelled data instances, an MADM and an MRD can be used. The MRD
is roaming the network to discover available AMs and data streams onboard
the smart phones. The MADM then loads the unlabelled instances and visits
relevant AMs, as determined by the MRD, in order to collect their predictions
for the correct class labels. While the MADM agent visits different nodes in the
network, it might decide to terminate its itinerary based on a stopping criterion
such as confidence level of the already collected predictions, or a time limit.

The current implementation, which is evaluated in the paper, has two dif-
ferent AMs for classification tasks, namely Hoeffding Tree [3] and Naive Bayes
classifiers. However, the PDM framework allows the use of any classification
technique. The Hoeffding tree classifier from the MOA tool as illustrated by
Bifet and Kirkby in [2] is shown in Figure 2. Hoeffding tree classifiers have been
designed for high speed data streams. On the other hand, the Naive Bayes clas-
sifier has been developed for batch learning, however it is naturally incremental.
The current implementation of PDM uses the Naive Bayes classifier from the
MOA tool [2] which is based on the Bayes Theorem [14] stating that if P (C) is the
probability that event C occurs and P (C|X) is the conditional probability that
event C occurs under the premise that X occurs then P (C|X) = P (X|C)P (C)

P (X) .
According to the Bayes Theorem, the Naive Bayes algorithm assigns a data in-
stance to the class it belongs to with the highest probability. As Naive Bayes
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Fig. 2. Hoeffding Tree Algorithm

generally performs well [10,12] and is naturally incremental, it is suitable for
classifying data streams.

4 Implementation and Evaluation

As this paper examines PDM’s applicability to classification rule induction on
data streams, both Hoeffding tree and Naive Bayes classifiers have been thor-
oughly tested.

4.1 Experimental Setup

We use the implementation of both classifiers in MOA toolkit [2] which is based
on the WEKA library [4]. We compare two PDM configurations, one where
all AMs are based on Hoeffding trees and the other where all AMs are based
on Naive Bayes. Owners of different AMs may have subscribed to overlapping
subsets of the feature space of the same data stream, as there may be features
that are particularly interesting for the owner of a local AM. However, the current
subscription may be insufficient for classifying new data instances. Subscribing to
more features may not be desirable for many reasons, such as that it may lead to
higher subscription fees or confidentiality constraints. However the owner of the
local AM sends an MADM that visits and consults further AMs that belong to
different owners. The visited AMs are potentially subscribed to different features
and the MADM consults the AMs to classify the unlabelled data instances.
The classification results and accompanying information from the local AMs
are collected and used by the MADM to decide for a final classification. The
accompanying information of the AMs is an estimate of the AM’s own confidence
which is referred to as ‘weight’ in this paper. In PDM, each AM takes with a
previously defined probability a labelled streamed data instance as training or
as test instance. In the current setup the probability that an instance is selected
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as test instance is 20% and as training instance is 80%. The test instances are
used by the local AM to estimate its local classification accuracy/confidence or
‘weight’. Concept drifts are also taken into account when the weight is calculated.
This is done by defining a maximum number of test instances at the startup of an
AM by the owner. For example, if the maximum number of test instances is 20,
and already 20 test instances have been selected then the oldest test instance is
replaced by the next newly selected test instance and the ‘weight’ is recalculated.

The MADM hops with the instances to be classified to each available AM,
requesting to classify the instances and also retrieves the AM’s weight. After
the MADM’s schedule is processed, the MADM derives the final classification
for each data instance by ‘weighted majority voting’. For example, if there are
three AMs A, B and C and one data instance to classify, AM A predicts class
X with a ‘weight’ of 0.55, AM B predicts class X with a ‘weight’ of 0.2 and AM
C predicts class Y with a ‘weight’ of 0.8, then MADM’s ‘weighted’ prediction
would be for class X 0.55 + 0.2 = 0.75 and for class Y 0.8 and as Y yielded the
highest vote, the MADM would label the instance with class Y.

For the implementation of PDM the well known JADE framework has been
used [5], with the reasoning that there exist a version of JADE, JADE-LEAP
(Java Agent Development Environment-Lightweight Extensible Agent Platform),
that is designed for the implementation of agents on mobile devices and can be
retrieved from the JADE project website as an ‘add on’ [6]. As JADE works on
standard PCs as well as on mobile devices, it is possible to develop and evaluate
the PDM framework on a test LAN. The LAN consists of 8 PCs with different
hardware configurations, which are connected using a standard CISCO System
switch of the catalyst 2950 series. In our experimental setup, we used 8 AMs each
running a Hoeffding tree induction algorithm or Naive Bayes, and one MADM
collecting classification results. The AMs in the current implementation can be
configured so that they only take specific features into account or a particular
percentage of randomly selected features out of the total number of features. The
latter configuration is for our experimental purposes as in the real application
we may not know which features a certain AM is subscribed to.

Table 1. Evaluation Datasets

Test Number Dataset Number of Attributes

1 kn-vs-kr 36
2 spambase 57
3 waveform-500 40
4 mushroom 22
5 infobiotics 1 20
6 infobiotics 2 30

The data streams were simulated using the datasets described in Table 1.
Datasets for tests, 1, 2, 3 and 4 were retrieved from the UCI data repository
[7] and datasets for tests 5 and 6 were retrieved from the Infobiotics benchmark
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data repository [8]. The simulated data stream takes a random data instance
from the dataset and feeds it to the AM. Instances might be selected more than
once by the data stream, however if a data instance has been used as a test
instance it will be removed from the stream and never selected again, in order to
avoid overfitting of the AM’s model and calculate the ‘weight’ on test instances.

4.2 Distributed Hoeffding Trees

The fact that the datasets in Table 1 are batch files allows us to compare PDM’s
accuracy with Hoeffding trees to batch learning classification algorithms, in par-
ticular PDM’s accuracy is compared to accuracy of C4.5 and the accuracy of
Naive Bayes. Both batch implementations were retrieved from WEKA [4]. The
choice of C4.5 is based on its wide acceptance and use; and to the fact that the
Hoeffding tree algorithm is based on C4.5. The choice of Naive Bayes is based
on the fact that it is naturally incremental, computationally efficient and also
widely accepted.

In general, the more features an AM has available and the more AMs visited,
the more likely it is to have a better accuracy of the global classification. How-
ever, some features may not be relevant to the classification task and introduce
unnecessary noise. For all experiments in this section, 30% of the data is taken
as test instances for the MADM and the remaining 70% for training the AMs.
All experiments have been conducted 5 times and the achieved local accuracies
on the AMs and the achieved accuracy of the MADM has been recorded and
averaged.

The left hand side of Figure 3 shows the accuracy of PDM plotted versus the
number of AMs visited by the MADM. The experiments have been conducted for
AM’s holding a percentage of features from the total feature space, in particular
20%, 30% and 40% of the total feature space. The features an AM holds have
been randomly selected for these experiments, however it is possible that different
AMs may have selected the same or partially the same features. Looking at the
left hand side of Figure 3, it can be seen that the batch versions of C4.5 and Naive
Bayes achieve a comparable accuracy on all datasets. The largest discrepancy
between both algorithms is for Test 2 where Naive Bayes’s accuracy was 80%
and C4.5 91%. Regarding PDM’s classification accuracy, it can be seen that
in all cases the achieved accuracy is no less than 50%. In general, it can be
observed that for configurations of PDM that use AMs with only 20% of the
attributes, PDM’s classification accuracy is low compared with configurations
that use 30% or 40% of the attributes. Also there does not seem to be a large
discrepancy between configurations that use 30% or 40% of the attributes, which
may be due to the fact that it is more likely with 40% attributes that irrelevant
attributes have already been selected. In general, it can be seen that in many
cases PDM’s classification accuracy is close to the batch classification accuracy of
C4.5 and Naive Bayes, especially for tests 3 and 5, however also for the remaining
tests PDM often achieves close accuracies compared to those achieved from the
batch learning algorithms. In general PDM with Hoeffding Trees achieves an
acceptable classification accuracy. The right hand side of Figure 3 shows the
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Fig. 3. The left hand side of the figure shows PDM’s classification accuracy based
on Hoeffding Trees and the right hand side of the figure the average accuracy of the
MADM (using ‘weighted’ majority voting) versus the average accuracy of the AMs
based on PDM with Hoeffding Trees

accuracy achieved by the MADM (using ‘weighted’ majority voting) and the
average of the local accuracies achieved by the AMs versus the number of AMs
that have been visited. Each row of plots on the right hand side in Figure 3
corresponds to one of the datastets listed in Table 1 and each column of plots
corresponds to a different percentage of features subscribed to by the AMs. The
darker lines in the plots correspond to the average accuracy of the AMs and
the lighter lines correspond to the accuracy the MADM derived using the local
AM’s ‘weights’ and classifications. It can be observed that in most cases the
‘weighted’ majority voting either achieves a similar or better accuracy compared
with simply taking the average of the predictions from all AMs.

4.3 Distributed Naive Bayes

Similarly, PDM using Naive Bayes has been evaluated the same way as Hoeffding
Trees described in Section 4.2. Similar results compared with Section 4.2 are
expected with PDM using Naive Bayes classifiers.

Figure 4 illustrates the data obtained with PDM using Naive Bayes the same
way as in Figure 3. The left hand side of Figure 4 shows the total accuracy of PDM
plotted versus the number of AMs visited by the MADM. Regarding PDM ’s clas-
sification accuracy, again it can be seen that in all cases the achieved accuracy is
not less than 50%. In general, it can be observed that for configurations of PDM
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Fig. 4. The left hand side of the figure shows PDM’s classification accuracy based on
Naive Bayes and the right hand side of the figure shows the average accuracy of the
MADM (using ‘weighted’ majority voting) versus the average accuracy of the AMs
based on PDM with Naive Bayes

that use AMs with only 20% of the attributes PDM’s classification accuracy is low
compared with configurations that use 30% or 40% of the attributes. In general,
it can be seen that in most cases that PDM’s classification accuracy is close to
the batch classification accuracy of C4.5 and Naive Bayes, especially for tests 3,
4, 5 and 6, however also for the remaining tests PDM often achieves acceptable
accuracies. The achieved accuracies are close compared with those achieved by
the batch learning algorithms which have the advantage over PDM of having all
the features available. In general PDM with Naive Bayes AMs achieves an accept-
able classification accuracy. The right hand side of Figure 4 shows the accuracy
achieved by the MADM (using ‘weighted’ majority voting) and the average of the
local accuracies achieved by the AMs versus the number of AMs that have been
visited. Each row of plots in Figure 4 corresponds to one of the datasets listed in
Table 1 and each column of plots corresponds to a different percentage of features
subscribed to by each AM. The darker lines in the plots correspond to the average
accuracy of the AMs and the lighter lines correspond to the accuracy the MADM
derived using the local AM’s ‘weights’ and classifications. Similar to the Hoeffding
tree results, It can be observed that in most cases the ‘weighted’ majority voting
either achieves a similar or better accuracy compared with simply taking the av-
erage of the predictions from all AMs.

The bar charts in Figure 5 show for each number of used AMs the accuracies of
PDM in the following order from left to right: Total accuracy of PDM with Hoeffd-
ing Trees with 20% attributes; total accuracy of PDM with Hoeffding Trees with
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Fig. 5. Classification Accuracies achieved by both, PDM with Hoeffding Trees and
PDM with Naive Bayes

30% attributes; total accuracy of PDM with Hoeffding Trees with 40% attributes;
total accuracy of PDM with Naive Bayes with 20% attributes; total accuracy of
PDM with Naive Bayes with 30% attributes; total accuracy of PDM with Naive
Bayes with 40% attributes; accuracy for batch learning of Naive Bayes with all
attributes; and finally accuracy for batch learning of C4.5 with all attributes. For
tests 3 and 5, PDM with Naive Bayes AMs and PDM with Hoeffding tree AMs
seem to achieve an equal performance concerning the classification accuracy. In
the remaining tests 1, 2, 4 and 6, there seems to be no general bias towards one
of the two approaches, sometimes PDM with Hoeffding tree AMs is slightly bet-
ter than PDM with Naive Bayes AMs and vice versa. The fact that there doesn’t
seem to be a bias towards one of the approaches suggest that heterogeneous PDM
configurations with some AMs implementing Naive Bayes and some implement-
ing Hoeffding trees would generate a similar performance compared with PDM
systems solely based on Naive Bayes or Hoeffding trees.

5 Conclusions

This paper outlines the Pocked Data Mining (PDM) architecture, a framework
for collaborative data mining on data streams in a mobile environment. PDM
uses mobile agents technology in order to facilitate mining of data streams col-
laboratively. PDM has been evaluated concerning its achieved classification ac-
curacy for two different configurations, one with Hoeffding Tree AMs and one
with Naive Bayes AMs. It has been observed that both configurations achieve
an acceptable classification accuracy. Often PDM even achieves close accuracies
compared to the ideal case, where all instances and attributes are available in
a batch file, so that a batch learning algorithm such as C4.5 or Naive Bayes
can be applied. Also it does not seem that in PDM, one of the used classifiers
(Hoeffding Tree or Naive Bayes) is superior to the other, both setups achieve
very similar results. Also it has been observed that PDM’s weighted majority
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voting achieves a better classification accuracy compared with simply the taking
the local average accuracies of all AMs.

PDM opens a powerful yet so far widely unexplored distributed data mining
niche. The particular PDM implementation outlined in this paper for classifi-
cation just scratches the surface of possibilities of collaborative data mining on
mobile devices.
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Abstract. The goal of clustering is to form groups of similar elements.
Quality criteria for clusterings, as well as the notion of similarity, depend
strongly on the application domain, which explains the existence of many
different clustering algorithms and similarity measures. In this paper we
focus on the problem of clustering annotated nodes in a graph, when the
similarity between nodes depends on both their annotations and their
context in the graph (“hybrid” similarity), using k-means-like clustering
algorithms. We show that, for the similarity measure we focus on, k-
means itself cannot trivially be applied. We propose three alternatives,
and evaluate them empirically on the Cora dataset. We find that using
these alternative clustering algorithms with the hybrid similarity can be
advantageous over using standard k-means with a purely annotation-
based similarity.

Keywords: clustering, graph mining, similarity measure, k-means.

1 Introduction

1.1 Clustering

Clustering is a common data mining task. It can be defined as: given a set of
data elements, partition it into subsets (“clusters”) such that elements within
a subset are highly similar to each other, and elements in different subsets are
highly dissimilar. This is a very broad definition: first, one needs to specify the
notion of similarity; second, even if this is clearly defined, there is the question
of exactly how to measure the quality of the clustering. As a result, many differ-
ent clustering methods have been proposed, each with their own strengths and
weaknesses.

Within clustering, we can distinguish the clustering of elements of a set (where
each element has its own independent description, and “similarity” refers to
the similarity of these descriptions) and clustering of nodes in a graph (where
“similarity” refers to their topological closeness or connectedness in the graph).
We call the first setting standard clustering, the second graph clustering.

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 346–357, 2011.
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(We use the latter term to be consistent with some of the literature, even if it
could be misunderstood as clustering graphs rather than nodes in a graph - we
do mean the latter.)

A setting in between these two is where each node in a graph has its own
description (here called annotation), in addition to being connected to other
nodes. We call this setting annotated graph clustering. While there has been
much research on standard and graph clustering, this mixed setting has only
recently started to receive attention, despite its obvious application potential in
web mining, systems biology, etc. It is clear that neither standard clustering, nor
graph clustering, is optimal in this setting, as each exploits only one part of the
available information. We will call any method that exploits both the information
in the annotations and in the graph structure a hybrid clustering method. It
has been shown before that hybrid methods can yield better clustering results
[15,16].

In this paper we build on earlier work by Witsenburg and Blockeel [15], who
proposed a hybrid similarity measure and showed that it can be used successfully
for agglomerative clustering. We investigate to what extent the same similarity
measure can be used in k-means-like clustering approaches. It turns out that k-
means cannot be used as is with this measure, because no suitable center measure
can be defined. We propose three alternatives: one is the use of k-medoids instead
of k-means, the other two are new variants of k-means. An empirical evaluation
shows that these variants can yield a better clustering than plain k-means with
a standard similarity measure.

In the following section, we provide some more background and discuss related
work. In Section 3, we discuss the hybrid similarity measure we will use, and the
k-means algorithm. In Section 4, we discuss the problem with using the hybrid
similarity with k-means, which boils down to the lack of a good center measure,
and we present three ways in which this problem can be solved. In Section 5
we present experiments showing that the proposed algorithms, with the hybrid
measure, can indeed yield better clusters. We conclude in Section 6.

2 Related Work

Standard clustering methods include bottom-up hierarchical clustering methods,
the well-known k-means algorithm [9], and many more methods and variants;
for an overview, see, e.g., Hartigan [5]. In graph clustering, too, a variety of
methods exist (e.g., [1,14,3]); many of these handle weighted edges and construct
minimal cuts [2], i.e., the quality criterion for a clustering is that the total weight
of connections between clusters should be minimal.

Hybrid methods have not received much attention. One thread of approaches
can be found in inductive logic programming, where methods for relational clus-
tering have been proposed [13]. These methods usually consider objects that
are assumed to be independent but have an internal structure that is relational.
They are typically not set in the context of clustering nodes in a graph. Neville
et al. [12] were among the first to explicitly discuss the need for incorporating
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node content information into graph clustering. More specifically, they consider
graph clustering algorithms that can work with weighted edges, and define the
weights according to the similarity of the nodes connected by the edge. Thus,
they map the hybrid clustering problem to a graph clustering problem, after
which any graph clustering method can be used.

More recently, Zhou et al. [16] proposed a method that inserts nodes in the
graph for every attribute value in the annotations. Then, edges connect the orig-
inal nodes with these attribute nodes when this attribute value is in the annota-
tion of this original node. This approach is somewhat more flexible with respect
to trading off the different goals of standard clustering and graph clustering sim-
ilarity; for instance, two nodes that originally did not have a path between them
could still be in the same cluster, since they can be connected through one or
more attribute nodes. This is not the case for most graph clustering methods.

While the above mentioned approaches reduce the hybrid clustering problem
to a graph clustering problem, Witsenburg and Blockeel [15] did the opposite:
they incorporated graph information into a standard clustering approach. They
proposed a similarity measure that combines similarity of annotations with con-
text information from the graph, and showed that bottom-up hierarchical clus-
tering methods can be made to produce better results by using this new similarity
measure, instead of a pure annotation-based one. One advantage of translating
to standard clustering is that a plethora of clustering methods become available,
more than for the translation to graph clustering.

However, not all of those may be as readily available as it may seem. For
instance, k-means clustering does not only require a similarity measure, but also
a center measure (sometimes referred to as centroid or prototype definition) that
is compatible with it. For Witsenburg and Blockeel’s hybrid similarity measure,
it is not obvious what that center measure should be. Hence, the hybrid similarity
cannot simply be plugged in into k-means. In this paper we discuss and compare
three ways around this problem.

3 Background Definitions

We here recall Witsenburg and Blockeel’s similarity measures [15] and the k-
means algorithm [9].

Content-based, Contextual and Combined Similarity. Consider the data
set that needs to be clustered to be an annotated graph, then this data set
D can be defined as D = (V,E, λ) where V = {v1, v2, . . . , vn} is a set of n
vertices or elements, E ⊆ V × V is the set of edges, and λ : V → A a function
that assigns to any element v of V an “annotation”; this annotation λ(v) is
considered to be the content of vertex v. The graph is undirected and an edge
cannot loop back to the same vertex, so with two elements v, w ∈ V this means
that (v, w) ∈ E ⇔ (w, v) ∈ E and (v, v) /∈ E.

The space of possible annotations is left open; it can be a set of symbols from,
or strings over, a finite alphabet; the set of reals; an n-dimensional Euclidean
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space; a powerset of one of the sets just mentioned; etc. The only constraint onA
is that it must be possible to define a similarity measure Scontent : A×A→ R as a
function that assigns a value to any pair of annotations expressing the similarity
between these annotations. Since this similarity is entirely based on the content
of the vertices, it will be called the content-based similarity. Normally the value
of this similarity is in the range [0, 1] where 0 stands for no similarity at all and
1 means that they are considered to be identical.

Now let φ : V × V → {0, 1} be a function that assigns a value to a pair of
elements in the data set such that φ(v, w) = 1 if (v, w) ∈ E and 0 otherwise. We
define the neighbor similarity Sneighbor : V ×V → R between two elements v and
w from V as the average content-based similarity between v and all neighbors
of w:

Sneighbor(v, w) =
∑

u∈V Scontent(λ(v), λ(u)) · φ(u,w)∑
u∈V φ(u,w)

(1)

This similarity is not symmetric, but we can easily symmetrize it, leading to the
contextual similarity Scontext : V × V → R:

Scontext(v, w) =
Sneighbor(v, w) + Sneighbor(w, v)

2
(2)

The motivation behind defining this similarity measure is that, if similar nodes
tend to be linked together, then the neighbors of w in general are similar to w.
Hence, if similarity is transitive, a high similarity between v and many neighbors
of w increases the reasons to believe that v is similar to w, even if there is little
evidence of such similarity when comparing v and w directly (for instance, due
to noise or missing information in the annotation of w).

This contextual similarity measure is complementary to the content-based
one; it does not use the content-based similarity between v and w at all. Since in
practical settings it may be good not to ignore this similarity entirely, Witsenburg
and Blockeel also introduced the combined similarity Scombined : V × V → R:

Scombined(v, w) = c · Scontent(v, w) + (1− c) · Scontext(v, w) (3)

with 0 ≤ c ≤ 1. c determines the weight of the content-based similarity in the
combined similarity. As Witsenburg and Blockeel [15] found no strong effect of
using different values for c, from now on we consider only the combined similarity
with c = 1

2 .
Both the contextual and the combined similarity measures are hybrid simi-

larity measures, since they use both content-based and graph information. The
contextual similarity measure between two nodes v and w does take the contents
of v and w into account, it just does not use the direct similarity between these
contents.

Note that any standard clustering method that can cluster nodes based on
(only) their content similarity, can also cluster nodes based on the contextual or
combined similarity, and in the latter case it implicitly takes the graph structure
into account; the method itself need not know that these data come from a
graph.
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The k-means algorithm. k-means [9] is a clustering algorithm that works as
follows. Data set elements are assumed to be vectors in an n-dimensional space,
and similarity is expressed by Euclidean distance (the smaller the distance, the
greater the similarity). The number of clusters k is a parameter of the algorithm.
k-means proceeds as follows:

1. Choose randomly k different points Mi (i = 1, . . . , k) in the data space; each
Mi will serve as a prototype for a cluster Ci.

2. Assign each data element to the cluster with the closest prototype.
3. Recalculate each Mi as the mean of all elements of Ci.
4. Repeat steps 2 and 3 until the Mi and Ci no longer change.

Here step 2 is known as the assignment step and step 3 is known as the update
step.

k-means always converges to a (possibly local) optimum. The proof of this (see,
for instance [10]) involves the fact that the sum of all distances from one element
to its cluster’s prototype can only decrease in each update and assignment step,
and only a finite number of such decrements is possible.

4 K-Means with the Hybrid Similarity Measure

K-means can in principle be used with all sorts of similarity measures; however,
it also needs a center measure (e.g., the mean), and to guarantee convergence
this center measure must be compatible with the similarity measure, that is,
reassigning elements to clusters must lead to a monotonic increase (or decrease)
of some aggregate function of the similarities beween elements and centers (e.g.,
increasing sum of similarities). We will call this aggregate function the overall
similarity.

In our setting, the data elements are annotated vertices in a graph. This raises
the question how to calculate the “prototypical vertex” of a subset of vertices
from an annotated graph. If annotations are vectors, we can easily define the
annotation of prototype Mi as the mean of all annotations λ(v) where v ∈ Ci.
But our hybrid similarity measures are based on Sneighbor : V × V → R, which
also needs the prototype to be connected to nodes in the graph. Since this is not
the case, we cannot compute the contextual similarity between the prototype
and a data element.

We will discuss three ways around this problem. The first one is to use k-
medoids instead of k-means; k-medoids always uses existing data elements as
centers, which solves the above problem. An alternative is to define the center as
an annotation, and define similarity between a node and an annotation, rather
than between two nodes. Our third method will be a more efficient approximation
of the second. We next discuss these three methods.

4.1 K-medoids

K-medoids [7] is similar to k-means, but differs from it in that the prototype of
a cluster (in this case known as the medoid) is always an element from the data
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set: in the beginning (step 1) it is a random data element; and during an update
step (step 3), Mi becomes the element of Ci for which the overall similarity to
all others elements of Ci is maximal.

It is easy to see that the hybrid similarity measure can be applied here without
problems: since the prototype is always an element in the data set (i.e., a node
in the graph), the similarity with other elements can be calculated. To compute
the new prototype, one only needs to compute for each element the sum of the
similarities to all other elements in that cluster, to determine which is the largest.

K-medoids can be a good alternative for k-means. It is known to be better
than k-means when it comes to handling outliers [4], but more limited in its
choice of prototypes [8], and less efficient when handling big data sets [4]. The
latter is due to the fact that to calculate the new prototype of a cluster in k-
medoids one needs to calculate the distance from every node in that cluster to
every other node in that cluster, while for k-means one only needs to calculate
the mean of all nodes in it.

4.2 K-means-NAM: K-means with Neighbor Annotation Means

The second solution we explore, is to define the center as an annotation instead of
a node. Recall that the contextual similarity Scontext is a symmetrized version of
Sneighbor . The definition of the latter (see (1)) uses for the first element (v) only
its annotation λ(v), not its location in the graph. Thus, the neighbor similarity
Sneighbor can be rewritten as a function S′neighbor : A × V → R that is defined
by:

S′neighbor(M, v) =
∑

w∈V Scontent(M,λ(w)) · φ(w, v)∑
w∈V φ(w, v)

(4)

We can use this asymmetric neighbor similarity instead of the contextual simi-
larity as described in (2). Also the combined similarity can then be rewritten as
a function S′combined : A× V → R that is defined by:

S′combined(M, v) = c1 · Scontent(M, v) + c2 · S′neighbor(M, v) (5)

In this case the new mean of a cluster can be calculated as the average of the
annotations of all elements in that cluster, and it is still possible to calculate the
similarity between a mean and an element from the data set.

This approach causes a new problem though: the proposed center measure and
similarity measure are not compatible, and as a result, k-means may no longer
converge. In the update step, the new prototype is the mean of the cluster
element’s annotations, which increases the average content similarity between
M and the nodes, but not necessarily the neighbor similarity between M and
these nodes. Consider an element v from the data set whose annotations of the
neighbors differ a lot from its own annotation. When using contextual similarity,
v will be placed in a cluster with a mean that is close to the annotations of the
neighbors of v, but when updating the new mean for this cluster, this will be done
using the annotation of v; this will pull the mean towards v’s own annotation,
and away from the annotation of its neighbors. The effect could be that the
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new mean will be far from the annotations of v’s neighbors, so the monotonic
increase of the overall similarity is no longer guaranteed, and the algorithm may
not converge.

To ensure convergence, we need to redefine the center measure to be compat-
ible with the similarity measure. As described in Section 3, λ : V → A assigns
an annotation to a vertex. Now let λ′ : V → A be a new function that assigns
another annotation to a vertex:

λ′(v) =
∑

w∈V λ(w) · φ(v, w)∑
w∈V φ(v, w)

(6)

λ′(v) is the mean annotation of all neighbors of v. It is easily seen that calcu-
lating the center as the average of these new annotations is compatible with the
proposed similarity measure.

Following the same reasoning, when using the combined similarity instead of
the contextual one, the annotation function λ′′ : V → A should be used:

λ′′(v) =
λ(v) + λ′(v)

2
(7)

This setup, which we call k-means-NAM (k-means with neighbor annota-
tion means) is the second solution proposed to enable the use of a k-means-like
algorithm with a hybrid similarity measure.

4.3 K-means-NAMA: K-means-NAM Efficiently Approximated

The solution proposed in Section 4.2 is less efficient than the original k-means
algorithm. To calculate the similarity between a mean and an element v, k-means
only needs to calculate one content similarity. k-means-NAM, on the other hand,
needs to calculate the content similarity between the prototype and all neighbors
of v (in order to compute their average), which makes it a number of times slower.

A more efficient alternative to this is to average out the neighbor annotations
themselves, instead of averaging out the similarities. That is, with v1, . . . , vn the
neighbors of v, instead of computing

∑
i Scontent(M,λ(vi))/n, we could compute

Scontent(M,
∑

i λ(vi)/n)) = Scontent(M,λ′(v)). These two are mathematically
different, and generally do not give the same outcome, but they approximate
each other well when the vi are “in the same direction” from a. The advantage
of this additional approximation is that for each v, λ′(v) can be computed once in
advance, and substituted for λ(v), after which the standard k-means algorithm
can be run. In the same way that using λ′ instead of λ allows us to approximate
k-means-NAM with contextual distance, using λ′′ approximates k-means-NAM
with the combined distance. We call this approximation k-means-NAMA.

5 Experimental Results

To evaluate the usefulness of the proposed methods, a few questions need to
be answered experimentally. K-medoids can be used both with contents-based



K-Means Based Approaches to Clustering Nodes in Annotated Graphs 353

Table 1. Characteristics of the five subsets created from the Cora data set

data set classes papers edges density

D1 8 752 2526 3.36

D2 17 1779 6658 3.74

D3 24 2585 10754 4.16

D4 31 4779 19866 4.17

D5 45 8025 41376 5.16

or hybrid similarities; does the use of a hybrid similarity yield better results?
For k-means, we have to choose between standard k-means with the content-
based similarity, or an approximative variant that takes contextual information
into account; does the use of contextual information compensate for a possible
quality loss due to having to use an approximate method? Finally, how do the
three contextual methods compare?

5.1 Experimental Setup

We evaluate the methods on the Cora dataset [11], an often-used benchmark.
This set contains scientific papers divided into 70 categories. A paper can have
multiple classes. For 37,000 of these papers, abstracts are available for keyword
extraction, and the citations between papers are also available. In our context,
papers are nodes in a graph, the abstracts are their annotations, and the citations
between papers form the edges. We cluster the papers based on their annotations
and citations. The quality measure for the clustering will relate to how well
papers in the same cluster belong to the same classes (note that the classes
themselves are not part of the annotation, only the abstracts are).

From Cora, five different subsets have been created. The first subset contains
papers from 8 different classes. For every next subset, papers from several ad-
ditional classes have been added. Only papers that have an abstract and are
connected to (i.e., cite or are cited by) at least one other paper in the subset are
regarded. Table 1 shows some of the characteristics of these subsets.

For every data set D1 through D5, V is defined by all papers in that data
set. For all v, w ∈ V , (v, w) ∈ E when v cites w or vice versa. Let W be the
set of all keywords that can be found in the abstracts of all elements of all data
sets Di, and m the total number of keywords; A ⊆ Rm and λ(v) is the set of
keywords that are in the abstract of v. For the content-based similarity between
two elements v, w ∈ V we use the Jaccard index [6]:

Scontent =
|λ(v) ∩ λ(w)|
|λ(v) ∪ λ(w)| . (8)

The three solutions as proposed in Section 4, have been used to cluster the
elements in the 5 data sets as described in this section. For every combination this
has been done for all three similarities (content-based, contextual and combined).
The value for k was varied from 100 to 2. Keep in mind that k-means-NAM(A),
used with the content-based similarity, is actually the regular k-means algorithm.
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Table 2. Percentual difference in quality of the found clusters by k-means-NAMA
compared to the found clusters by k-means-NAMA

contextual similarity combined similarity

absolute average absolute average

data set difference difference difference difference

D1 2.4% -1.2% 2.7% -1.3%

D2 2.4% +1.0% 1.9% -0.2%

D3 1.6% -0.7% 1.8% +0.7%

D4 0.9% +0.2% 1.3% -0.8%

D5 1.3% +0.4% 2.0% +1.2%

The found clusterings were evaluated by looking at every pair of elements in
a cluster and calculating the Jaccard index of their categories. In the Cora data
set, papers can have multiple categories, hence, the Jaccard index is used to
resolve partial matching. The average of all these Jaccard indices is the quality
of the clustering.

The experiments have been done for k = 100, 95, 90, . . . , 20, 18, 16, . . . , 2. A
set of experiments where a clustering is found once for every k is called a series.
As k-means and k-medoids depend on the random initial choice of prototypes,
every “series” has been done 100 times and 100 experiments with the same k on
the same data set is called a run. Of these runs the average results are reported.

5.2 K-means-NAM vs K-means-NAMA

In Section 4.3 we hypothesized that k-means-NAMA would get similar results
as k-means-NAM, but faster. This can be tested by regarding the percentual
difference in score between the results of the runs with k-means-NAMA and
the same runs with k-means-NAM. A positive percentage means that k-means-
NAMA outperformed k-means-NAM, and a negative percentage the opposite.
Also the absolute value of these percentages are taken into concern. Table 2
shows these results. First, the averages of all runs in a data set for the absolute
value of these percentages are small, indicating there is not a lot of difference in
performance. Second, when the sign of the percentual differences are also taken
into account, the differences are even smaller, indicating that one is not overall
better than the other. These conclusions hold for both the contextual and the
combined similarity.

Table 3 shows the average computation time each method needed to finish
one series of clusterings. With the content-based similarity, there is not much
difference. This is as expected, since here, k-means-NAM boils down to regu-
lar k-means. For the contextual and combined similarities, however, there is a
big difference: the time that it takes k-means-NAMA to complete a series re-
mains about the same, while k-means-NAM needs about 4 times as long for the
contextual similarity and about 5 times as long for the combined similarity.

Since there is no real difference in quality between k-means-NAM and k-
means-NAMA, from now on we only consider the results for k-means-NAMA.
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Table 3. CPU time, in seconds, for k-means-NAM and k-means-NAMA to do one series
as defined in Section 5.1 (on a Intel R© Quad CoreTM2, 2.4GHz with 4 Gb memory),
for the content-based, contextual, and combined similarities

content-based contextual combined

k-means- k-means- k-means- k-means- k-means- k-means-

data set NAM NAMA NAM NAMA NAM NAMA

D1 7.2 · 101 8.6 · 101 3.0 · 102 1.1 · 102 4.0 · 102 1.1 · 102

D2 4.8 · 102 5.9 · 102 1.5 · 103 6.0 · 102 2.1 · 103 5.8 · 102

D3 9.7 · 102 1.2 · 103 4.0 · 103 1.3 · 103 4.9 · 103 1.3 · 103

D4 3.5 · 103 4.2 · 103 1.3 · 104 4.7 · 103 1.7 · 104 4.4 · 103

D5 1.1 · 104 1.3 · 104 4.5 · 104 1.6 · 104 5.4 · 104 1.4 · 104

5.3 Quality Improvement due to the Hybrid Similarity Measures

Figure 1 shows the results for clustering the subsets D1 and D4. The other sub-
sets show similar characteristics. Table 4 shows the average results for all data
sets for k-medoids and k-means-NAMA. On Cora, using the hybrid similarity
measure indeed improves the quality of the found clustering, as compared to
using the content-based similarity, for both k-medoids and k-means. There is no
conclusive evidence, however, which one is best among k-medoids and (approx-
imative) k-means.
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Table 4. Average quality found and percentual improvement with regards to the
content-based similarity, for k-medoids (upper half) and k-means-NAMA (lower half)

k-medoids

content-based contextual combined

data set quality quality improvement quality improvement

D1 0.44 0.57 +29% 0.58 +32%
D2 0.25 0.36 +41% 0.39 +55%
D3 0.19 0.29 +50% 0.33 +71%
D4 0.19 0.25 +33% 0.30 +59%
D5 0.14 0.19 +35% 0.24 +72%

k-means-NAMA

content-based contextual combined

data set quality quality improvement quality improvement

D1 0.32 0.52 +60% 0.49 +51%
D2 0.23 0.42 +79% 0.40 +71%
D3 0.21 0.37 +77% 0.35 +70%
D4 0.22 0.37 +68% 0.34 +55%
D5 0.19 0.36 +74% 0.31 +62%

6 Conclusion

We have discussed how a hybrid similarity for nodes in a graph (taking into
account both contents and context) can be used with k-means-like clustering
methods. K-means cannot be employed in a straightforward way because the
concept of a “mean node” cannot be defined; however, it can be approximated
by k-medoids and by two newly proposed methods. These two methods boil
down to using approximate similarity or center measures so that k-means be-
comes applicable. The main conclusions from this work are that: (1) k-means
clustering can indeed work with hybrid similarities, if adapted appropriately;
(2) the use of a hybrid similarity with (adapted) k-means or k-medoids does
yield better clusters, compared to content-based similarities; (3) the adapted k-
means approaches sometimes work better than k-medoids, so they are a valuable
alternative to it but do not make it redundant.
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tions w.r.t. formulation and writing style. This research is funded by the Dutch
Science Foundation (NWO) through a VIDI grant.
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Abstract. This paper proposes an approach for pairwise constraint
propagation in graph-based semi-supervised clustering. In our approach,
the entire dataset is represented as an edge-weighted graph by mapping
each data instance as a vertex and connecting the instances by edges with
their similarities. Based on the pairwise constraints, the graph is then
modified by contraction in graph theory to reflect must-link constraints,
and graph Laplacian in spectral graph theory to reflect cannot-link con-
straints. However, the latter was not effectively utilized in previous ap-
proaches. We propose to propagate pairwise constraints to other pairs
of instances over the graph by defining a novel label matrix and uti-
lizing it as a regularization term. The proposed approach is evaluated
over several real world datasets, and compared with previous regularized
spectral clustering and other methods. The results are encouraging and
show that it is worthwhile to pursue the proposed approach.

1 Introduction

We have proposed a graph-based approach for semi-supervised clustering [9].
In our approach the entire dataset is represented as an edge-weighted graph
by mapping each data instance as a vertex and connecting the instances by
edges with their similarities. The graph is then modified by contraction in graph
theory [3] to reflect must-link constraints, and graph Laplacian in spectral graph
theory [7] is utilized to reflect cannot-link constraints. However, the latter was
not effectively utilized in previous approach, and performance improvement with
constraints remained rather marginal.

We propose a method to remedy the above problem by propagating pairwise
constraints to other pairs of instances over the graph. We define a novel label
matrix based on the specified constraints and utilizing it as a regularization term.
Although the proposed approach utilizes graph Laplacian [1], it differs since pair-
wise constraints are utilized and propagated to conduct semi-supervised cluster-
ing. The proposed approach is evaluated over several real world datasets, and
compared with previous regularized spectral clustering and other methods. The
results are encouraging and indicate the effectiveness of the proposed approach
to exploit the information available in pairwise constraints.

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 358–364, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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2 Semi-Supervised Clustering

2.1 Preliminaries

We use an italic upper letter to denote a set. For a finite set X, |X| represents
its cardinality. We use a bold italic lower letter to denote a vector, and a bold
normal upper letter to denote a matrix. In this paper, we assume that the edge
weights in a graph is non-negative and can be represented as W.

2.2 Problem Setting

Based on previous work [8,6,5], we consider two kinds of constraints called must-
link constraints and cannot-link constraints. When a pair of instances (i, j) is
included in must-link constraints CML, the instances are to be in the same
cluster; on the other hand, if (i, j) is included in cannot-link constraints CCL,
these are to be in different clusters. Hereafter, these constraints are also called
as must-links and cannot-links, respectively.

3 Pairwise Constraint Propagation over Graph

3.1 Graph-Based Semi-supervised Clustering

We have proposed a graph-based approach for semi-supervised clustering [9]. In
our approach, two kinds of constraints are treated as edge-labels. In our approach
a set of vertices connected by must-links are contracted into a vertex based
on graph contraction in graph theory [3], and weights are re-defined over the
contracted graph. Next, weights on the contracted graph are further modified
based on cannot-links. Finally, a projected representation of the given data is
constructed based on the pairwise relation between instances, and clustering is
conducted over the projected representation.

3.2 Weight Modification via Cannot-Links

In our previous approach [9], weights W
′
on the contracted graph G′ are dis-

counted based on cannot-links, and another graph G′′ is constructed. Weights
W

′′
on G′′ are defined as

W
′′

= (1n′1t
n′ − νCCL)�W

′
(1)

where n′ is the number of vertices in G′, 1n′ = (1,. . .,1)t, CCL is a binary matrix
where only the elements for cannot-links are set to 1, � stands for the Hadamard
product of two matrices, and ν ∈ [0, 1] is a discounting parameter.

However, only the weights on cannot-links are modified in eq.(1). Thus, it
was insufficient to exploit the information available from cannot-links, and the
performance improvement was rather marginal. We propose a method to remedy
this problem in the following section.
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3.3 Regularization via Cannot-Links

When constructing the projected representation, by reflecting cannot-links, we
propose the following objective function based on cannot-links:

J2 = tr(HtLH) + λ tr(HtSH) (2)
s.t. HtDH = I

Here, the matrix L corresponds to the graph Laplacian of the contracted graph
G′. The matrix S is defined based on cannot-links, and explained below. The
real number λ ≥ 0 is a regularization parameter. The second term in eq. (2)
corresponds to a regularization term.

Utilization of pairwise constraints as the regularization term was also pur-
sued [2,4]D In previous approaches, the matrix S was usually defined as:

sij =

⎧⎨⎩−1 if (i, j) ∈ CML

1 if (i, j) ∈ CCL

0 otherwise
(3)

However, only the pairs of instances explicitly specified in pairwise constraints
were considered. Since other pairs of instances are not utilized for regularization,
specified constraints are not effectively utilized for semi-supervised clustering.

To cope with the above problem, we propose to propagate pairwise constraints
to other pairs of instances through the following matrix S. Note that the pro-
posed matrix S is defined based on cannot-links in our approach.

For a pair of vertices (instances) (i, j) ∈ CCL, suppose a vertex k is adjacent
to the vertex j and (i, k) �∈ CCL. In this case, we try to utilize the weights
w′

ik, w
′
jk ∈ [0, 1] on the edges adjacent to the vertex k in the contracted graph

G′, and set sik = (1 − w′
ik)w′

jk. On the other hand, when w′
jk = 0 (i.e., the

vertices j and k are not similar at all in G′), since sik is set to 0, the constraint
on the pair of instances (i, j) is not propagated to the pair (i, k), and the latter
is not utilized for regularization.

We aggregate the influence of multiple constraints by their average and define
the matrix S as follows:

sik =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1

1
mik

{ ∑
(i,j)∈CCL

(1 − w′
ik)w′

jk +
∑

(k,j)∈CCL

(1 − w′
ik)w′

ji

}
0

(4)

where mik represents the number of constraints which are considered for the
summation. The first line in eq. (4) is for when (i,k) ∈ CCL. The second line
in eq. (4) is for when ((i,j) ∈ CCL) ∨ ((k, j) ∈ CCL) for (xi, xj) ∈ CCL. This
corresponds to the propagation of constraints to the neighboring pairs. When
these two conditions are not satisfied, the third line is utilized. By utilizing the
matrix S in eq. (4), cannot-links are propagated to the neighboring pairs of
instances and the propagated ones are also utilized for regularization in eq. (2).



Pairwise Constraint Propagation 361

4 Evaluations

4.1 Experimental Settings

Datasets. Based on previous work [6], we conducted evaluations on 20 News-
group (20NG) 1. These datasets contain documents and their cluster labels. For
20NG, we created three sets of groups. As in [6], 50 documents were sampled
from each group in order to create one dataset, and 10 datasets were created
for each set of groups. For each dataset, we conducted stemming using porter
stemmer and MontyTagger removed stop words, and selected 2,000 words with
large mutual information. We conducted experiments on the TREC datasets,
however, results on other datasets are omitted due to page limit.

Evaluation Measure. For each dataset, cluster assignment was evaluated
w.r.t. the following Normalized Mutual Information (NMI). Let T , T̂ stand for
the random variables over the true and assigned clusters. NMI is defined as
NMI = 2I(T̂ ;T )/(H(T̂ ) + H(T )) where H(T ) is Shannon Entropy. The larger
NMI is, the better the result is. All the methods were implemented with R.

Comparison. We compared the proposed pGBSSC with GBSSC [9], regularized
spectral clustering in eq.(2) with S in eq.(3), SCREEN [6], and PCP [5].

Parameters. The parameters are: 1) the number of constraints, 2) the pairs
of instances specified as constraints. Following [6,5], pairs of instances were ran-
domly sampled from a dataset to generate pairwise constraints. We set the num-
ber of constraints for must-links and cannot-links as equal (i.e., |CML| = |CCL|),
and varied the number of constraints to investigate their effects.

Representation. each data instance x was normalized as xtx = 1, and Eu-
clidian distance was utilized for SCREEN as in [6]. Cosine similarity, which is
widely utilized as the standard similarity measure in document processing, to
define the weights on the graph. The number of dimensions of the subspace was
set to the number of clusters in each dataset. Following the procedure in [5], a
nearest neighbor graph was constructed for PCP in each dataset by setting the
number of neighboring vertices to 10.

Evaluation Procedure. Clustering with the same number of constraints was
repeated 10 times with different initial configuration in clustering. In addition,
the above process was also repeated 10 times for each number of constraints.
Thus, the average of 100 runs is reported in the following section. NMI was
calculated based on the ground-truth label in each dataset.

4.2 Evaluation of Regularization Based on Cannot-Links

The proposed approach utilizes cannot-links as a regularization term (the second
term in eq. (2)), and controls its influence with the parameter λ. We varied
parameter values and investigated their effects. The results are shown in Fig. 1.
The horizontal axis in Fig. 1 corresponds to the value of ν in eq.(1) and λ in

1 http://people.csail.mit.edu/˜jrennie/20Newsgroups/
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Fig. 1. Influence of λ in eq. (2) (from left, 1st for GBSSC [9], 2nd: with matrix S in eq.
(3), 3rd and 4th: with S in eq. (4). 1st to 3rd for Multi15, 4th for Multi10. )

eq.(2). The number in the legend is the number of constraints (i.e., |CCL|). In
Fig. 1, from left, the 1st figure corresponds to our previous method GBSSC [9],
2nd to the previous regularized spectral clustering with the matrix S in eq. (3),
and 3rd and 4th to our proposal (S in eq. (4)). The 1st to 3rd figures are the
results for Multi15, and 4th is for Multi10.

As shown in Fig. 1, in our previous GBSSC (1st figure), the value of ν does
not matter. Thus, it could not exploit the information contained in cannot-links
effectively. In the previous regularized spectral clustering with the matrix S in eq.
(3), almost no difference was observed with respect to the number of constraints
and the value of λ (2nd figure in Fig. 1). On the other hand, the proposed
approach showed the improvement of NMI with respect to the value of λ (3rd
and 4th figures in Fig. 1).

A cannot-link on a pair of instances contributes to separating two clusters to
which the instances are assigned, but the possible number of combinations of
clusters depend on the number of clusters. Thus, contribution of each cannot-
link can be relatively small when the number of possible combinations is large.
In the following experiments, the parameter λ was set as λ = λ0 · kC2 (here,
k stands for the number of clusters, kC2 represents the number of possible
combinations of clusters), and λ0 was set to 0.02 based on our preliminary
experiments.

4.3 Evaluation on Real World Datasets

In the following figures, the horizontal axis corresponds to the number of con-
straints; the vertical one corresponds to NMI . In the legend, red bold lines
correspond to the proposed pGBSSC, pink solid lines to GBSSC, blue dot-dash
lines (regularize) to regularized spectral clustering with S in eq. (3), black dotted
lines to SCREEN, and green dashed lines to PCP.

Fig. 2 shows that the proposed pGBSSC outperformed other methods in most
datasets. Especially, pGBSSC was much better than other methods in Multi10,
Multi15. Compared with previous GBSSC and regularize (with S in eq. (3)),
the proposed pGBSSC showed more performance improvement by utilizing the
pairwise constraints in these datasets. On the other hand, the performance of
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Fig. 2. Results on real-world datasets

pGBSSC and GBSSC was almost the same in other datasets. In addition, although
PCP does not seem effective with small number of constraints, it showed large
performance gain as the number of constraints increased.

5 Concluding Remarks

This paper proposes an approach for pairwise constraint propagation in semi-
supervised clustering. In our approach, the entire data is represented as an edge-
weighted graph with the pairwise similarities among instances. Based on the
pairwise constraints, the graph is modified by contraction in graph theory and
graph Laplacian in spectral graph theory. However, the latter was not effectively
utilized in previous approaches. In this paper we proposed to propagate pair-
wise constraints to other pairs of instances over the graph by defining a novel
label matrix and utilizing it as a regularization term. The proposed approach
was evaluated over several real world datasets and compared with previous reg-
ularized spectral clustering and other methods. The results are encouraging and
show that it is worthwhile to pursue the proposed approach. Especially, propa-
gated constraints contributed to further improve performance in semi-supervised
clustering.
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Abstract. We define a new kind of stream cube, called geo-trend stream
cube, which uses trends to aggregate a numeric measure which is streamed
by a sensor network and is organized around space and time dimensions.
We specify space-time roll-up and drill-down to explore trends at coarse
grained and inner grained hierarchical view.

1 Introduction

A traditional data cube is constructed as a multi-dimensional view of aggregates
computed in static, pre-integrated, historical data. Most of today emerging ap-
plications produce data which is continuously measured at a rapid rate, which
dynamically changes and, hence, which is impossible to store entirely in a persis-
tent storage device. Thus, the pervasive ubiquity of stream environments and the
consolidated data cube technology have paved the way for the recent advances
toward the development of a mature stream cube technology [2,7,3,5].

In this work, we extend the cube technology to the spatially distributed data
streams of sensor networking. We consider sets of observations, called snapshots,
transmitted for a numeric measure from a sensor network. Snapshots are trans-
mitted, equally spaced in time, to a central server. This scenario poses the issues
of any other streaming environment, i.e., the limited amount of memory, the
finite computing power of the servers and, as an additional degree of complexity,
the spatial autocorrelation of the measure thought the space of each snapshot.

As observed in [6], time and space are natural aggregation dimensions for
the snapshots of a stream. This consideration paves the way to make a step
forward in data warehouse research by extending the cube perspective towards
a trend based cube storage of the snapshots in a stream. This new kind of cube,
called geo-trend stream cube, organizes the stream storage around time and space
dimensions. Trend polylines are computed and stored as cells of a persistent cube.
Roll-up and drill-down operations are also supported to navigate the cube and
display the trends at a coarse-grained/inner grained hierarchical view.

The paper is organized as follows. In the next Section, we introduce basic
concepts. In Section 3, we present a geo-trend stream cuber called GeoTube and
the space-time roll-up and drill-down supported operations. Finally, we illustrate
an application of GeoTube.

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 365–375, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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2 Basic Concepts and Problem Definition

In this Section, we introduce basic concepts on streams, snapshots and window
model, we describe the trend clusters and we define the geo-trend stream cube.

Snapshot Stream. A snapshot stream D is defined by the triple (M,T, space(T )) ,
where: (1) M is a numeric measure; (2) T is the unbounded sequence of discrete,
equally spaced time points; and (3) space : T �→ R × R is the function which
maps a time point t into the finite set of 2D points which represent the spatial
position (e.g., by latitude and longitude) of sensors measuring a value of M at t.
As we consider sensors which do not move thought the space, a sensor is identi-
fied by its point position on the Earth. Nevertheless, the number of transmitting
sensors may change in time as a sensor may pass from on to off (or vice-versa).
A snapshot D[t] is the one-to-one mapping between a time point t ∈ T and the
set of values streamed for M in D at t from the sensor points of space(t).

In stream mining, several algorithms are defined to mine knowledge from
streams [4]. Most of these algorithms segment the stream into consecutive win-
dows, such that the stream can be efficiently processed window-by-window. Here
the count-based window model is tailored to the scope of segmenting a snapshot
stream. Let w be a window size, T is broken into consecutive windows (denoted as
windoww(T )) such that a time window W ∈ windoww(T ) collects w consecutive
time points of T . This segmentation of T implicitly defines a window segmenta-
tion of the stream D (denoted as windoww(D)). Let W ∈ windoww(T ) be a time
window, the snapshot window D[W ] ∈ windoww(D) is the sub-series of w con-
secutive snapshots streamed in D at time points of W . D[W ] is represented by
the triple (M,W, space[W ]) , which expresses that M is measured from sensors
in space[W ] along the W time horizon. space[W ] is the finite set of sensor points
which transmitted at least one value along W (i.e. space[W ] =

⋃
t∈W

space(t)).

The motivation of resorting to a window based segmentation of the stream
in this work is that snapshots naturally enable the computation of aggregate
operators spread over the space, but processing windows of snapshots is the
natural way to add a time extent to the computation of space aggregates.

Trend Cluster based Aggregation. The traditional aggregate operators are
sum, avg, median and count. They are computed without paying attention to
how measurements are arranged in space and/or in time. Differently, we consider
a space-time aggregate operator which computes space-time aggregate, named
trend clusters, from the snapshots of a window. Formally, a trend cluster TCδ

w

with window size w and trend similarity threshold δ is the triple (W,P,C) where
(1) W is a w-sized time window (W ∈ windoww(T )); (2) P is a trend proto-
type represented as a time-series of w values (trend points) timestamped at the
consecutive time points falling in W ; and (3) C is a cluster of spatially close
sensors whose measurements, transmitted along W , differ at worst δ from the
corresponding trend points in P .

The system which currently computes trend clusters in a snapshot stream is
SUMATRA. The system inputs a window size w, a trend similarity threshold δ
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and the definition of spatial closeness relation between sensors (e.g., a distance
relation such as nearby or far away, a directional relation such as north of). Then
SUMATRA processes each w-sized window D[W ] of the snapshot stream D and
discovers a set of trend clusters in D[W ]. For each trend cluster, SUMATRA
computes the cluster and trend simultaneously. In particular, the trend points
are obtained as the median of the clustered values at each time points of the
window. We observe that the trend based clusters discovered in D[W ] also define
a δ depending spatial segmentation of space[W ] A more detailed description of
SUMATRA is out of the scope of this paper, but it can be found in [1].

In this work, the use of the trend clusters to aggregate snapshots is inspired
by the fact that knowing how “spatially clustered” measurements evolve in time
draw useful conclusions. For example, in a weather system, it is information
bearing how temperatures increase and/or decrease over regions of the Earth
and how the shape of these regions change in time. Additionally, the trend-based
visualization of snapshots can be considered close to the human interpretation.

Geo-Trend Stream Cube. In data warehousing, a cube is defined by the
triple (M,A,F ) where M is the measure, A is the non empty set of dimensional
attributes and F is the fact table. Based on this definition, a geo-trend stream
cube C is defined as a special kind of cube where M is the measure streamed by a
snapshot streamD, A comprises the stream time T and the stream space function
space(T ) and F is the unbounded collection of timestamped snapshots from D.
Each snapshot can be represented in F by a set of triple tuples (t, [x, y],m) with
t a time point of T , [x, y] a sensor point of space(t), and m a measurement of
M . Each dimensional attribute is associated to a hierarchy of levels such that
each level is a set of dimension values, and there exists a partial order based on
a containment relation (�) according to for two levels in a dimension the values
of the higher level contain the values of the lower level. The time hierarchy,
denoted as HT , is uniquely defined by the size w of the window segmentation
of T . The space hierarchy, denoted as Hspace(T ), is time-dependently defined, so
that for each window W ∈ windoww(T ), Hspace[W ] is defined by trend similarity
threshold δ used to discover a trend cluster segmentation of D[W ]. The structure
of both hierarchies is described below.
The Time Hierarchy HT . Let w be the window size associated to windoww(T ).
The hierarchy HT is defined, depending on w, such that the containment relation:

T︸︷︷︸
time line

� {WΩ}Ω︸ ︷︷ ︸
window of windows

� W︸︷︷︸
window

� t︸︷︷︸
time point

is satisfied. t is a time point of T . W is a window of windoww(T ) and WΩ is an
higher level window which comprises Ω consecutive windows of windoww(T ). By
varying Ω, alternative (xor) equal depth window of windows levels are defined
in HT (see Figure 1(a)).
The Space Hierarchy Hspace(T ). Let δ be the trend similarity threshold. As the
space segmentation associated to the set of trend clusters discovered with δ
may change at each new window of the stream, the space hierarchy Hspace(T )

changes window-by-window. Hence, Hspace(T ) denotes an unbounded sequence
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(a) The Time Hierarchy (b) The Architecture of GeoTube

Fig. 1. The time hierarchy HT defined with w = 4. Ω varies between 2 and ∝, thus
defining ∝ alternative (xor) equal depth levels in HT (Figure 1(a)) and the architecture
of the Geo-Trend Stream Cube (Figure 1(b)).

of hierarchies, that is, Hspace(T ) = {Hspace[W ]}W∈windoww(T ), with Hspace[W ] the
space hierarchy for the horizon time of the window W . In particular, Hspace[W ]

is defined over space[W ] depending on δ such that the containment relation:

space[W ]︸ ︷︷ ︸
space

� {CΔ}Δ︸ ︷︷ ︸
cluster of clusters

� C︸︷︷︸
cluster

� [x, y]︸ ︷︷ ︸
spatial point

is satisfied. [x, y] is a spatial point of space[W ]. C is a cluster of spatially close
sensors which transmit values whose trend polylines differ at worst δ from the
trend prototype associated to C. CΔ is an higher level cluster which groups
spatially close clusters whose trend prototypes are similar along the window
time with trend similarity threshold Δ. Two clusters are spatially close if they
contain two spatially close sensor points. Also in this case, by varying Δ, we
define alternative (xor) equal depth cluster of cluster levels into the hierarchy.

3 Geo-Trend Stream Cube

In the following we first present the algorithm to feed a geo-trend stream cube
and then we illustrate drill-down/roll-up navigation of a geo-trend stream cube.

Cube Construction. GeoTube (GEO-Trend stream cUBEr) is designed as the
component of a stream management system which is in charge of constructing
on-line the geo-trend stream cube of a snapshot stream. In GeoTube, the request:

CREATE GEOTRENDCUBE C WITH MEASURE M FROM STREAM D
GROUPING BY SPACE, TIME HAVING SpaceSimilarity δ AND Window w

triggers the construction of the geo-trend stream cube C from the base stream
D(M,T, space(T )). The cube C will be made permanent into a database by



Space-Time Roll-up and Drill-down into Geo-Trend Stream Cubes 369

considering windows as aggregation level for the time and spatial clusters as ag-
gregation level for the space. The architecture of the GeoTube cuber component,
which answers this request, is reported in Figure 1(b) and comprises: (1) a snap-
shot buffer which consumes snapshots as they arrive and pours them window-
by-window into SUMATRA; (2) the system SUMATRA which is in charge of the
trend cluster discovery process; and (3) the cube slice constructor which builds
a new window slice of C from the trend clusters discovered by SUMATRA.

The definition of a window slice in geo-trend stream cube is coherent with
the concept of slice formulated in the traditional cube technology. In particular,
a window slice is the subset of the cube with the window as specific value on
the time dimension. This means that, in GeoTube, a cube C is incrementally
built each time a new snapshot window D[W ] is completed in the stream and by
computing the associated window slice C[W ] and adding this new slice to C along
the time line T . The slice construction proceeds as follows. Let TC[W ] be the set
of trend clusters that SUMATRA discovers in the buffered D[W ] with window
size w and trend similarity threshold δ. The cube constructor inputs TC[W ] and
uses this set to feed the new window slice C[W ]. This slice is built by assigning
W as fixed value to the time dimension and by permitting the space dimension
space[W ] to vary over the set of clusters included into TC[W ]. Formally, C[W ]
will be completely defined by TC[W ] as follows:

C[W ] =

space measure
C1 P1

. . . . . .
Cq Pq

with TC[W ] = {(W,Ck, Pk)}k=1,2,...,q. The time points falling in W are inserted
as distinct points into the time hierarchy HT and the window W is inserted,
as grouping value, at the window level of HT . Similarly, the spatial points of
space[W ] feed a newly defined space hierarchy Hspace[W ] and each cluster Ck

of TC[W ] is inserted a distinct grouping value at the cluster level of Hspace[W ].
Finally, each trend prototype Pk is stored into the cube cell of C[W ] associated
to the cluster Ck. It is noteworthy that, due to the stream compression naturally
operated by trend clusters [1], the memory size of C grows indefinitely, but less
than memory size of the stream D.

Space-Time ROLL-UP and DRILL-DOWN. GeoTube provides the user
with operators of roll-up and drill-down which are both defined in a space-time
environment to permit the multi-level navigation of the cube by changing the
abstraction levels of its dimensional attributes.
Space-Time ROLL-UP. The roll-up request is formulated as follows:

ROLL-UP on M OF GEOTRENDCUBE C WITH SPACE Δ and TIME Ω

and triggers the roll-up process to build a new cube C′ from C. The cube C′ has
the same base stream of C. The time hierarchy H ′

T collects the time points of T
grouped, at the window level, into the windows of the (w×Ω)-sized segmentation
of T . For each window W ′ ∈ windoww×Ω(T ), the space hierarchy H ′

space[W ′ ]
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collects the spatial points of space[W ′]. At the cluster level of H ′
space[W ′], the

spatial points are grouped as the clusters of a trend cluster segmentation of
D[W ′] having a trend similarity upper bound Δ + δ.

The roll-up process to compute C′ is iterative. At each iteration i, it pours
the i-th series of Ω window slices of C, denoted as 〈C[W(i−1)Ω+1], C[W(i−1)Ω+2],
. . . , C[W(i−1)Ω+Ω]〉, into a buffer synopsis. This series is processed to build a new
window slice C′[W ′

i ]. The process is iterated at each new i series of Ω window
slices buffered from C.

The construction of the slice C′[W ′
i ] proceeds as follows. Firstly, for each win-

dow slice C[W(i−1)Ω+j ] (with j ranging between 1 and Ω), the associated trend
cluster set TC(i−1)Ω+j = {(W(i−1)Ω+j , C(i−1)Ω+jk

, P(i−1)Ω+jk
)}k is easily ob-

tained by selecting (1) each value C(i−1)Ω+jk
which is included in the cluster

level of Hspace[W(i−1)Ω+j ] and (2) each trend aggregate P(i−1)Ω+jk
which is stored

into the cell of C[W(i−1)Ω+j ] in correspondence of the spatial cluster C(i−1)Ω+jk
.

Then the series of trend cluster sets 〈TC(i−1)Ω+1, TC(i−1)Ω+2, . . . , TC(i−1)Ω+Ω〉
is processed and transformed into a new trend cluster set TC′

i = {(W ′
i , C

′
h, P

′
h)}h

such that: (1) the window W ′
i =

Ω⋃
j=1

W(i−1)Ω+j is a the window of T with size

w ×Ω; (2) the set {C′
h}h is a segmentation of space[W ′

i ] into spatial clusters of
sensors transmitting series of values along W ′

i which differ at worst δ + Δ from
the associated trend prototype in {P ′

h}h; and (3) the set {P ′
h}h is a set of trend

prototypes along the time horizon of W ′
i .

The trend cluster set TC′
i defines the new slice C′[W ′

i ] as follows. The time
points of W ′

i feed H ′
T and are grouped into the window W ′

i at the window level
of H ′

T ; the spatial points of space[W ′
i ] feed H ′

space(W ′
i ) and are grouped into the

associated C′
h at the cluster level. Finally, each trend aggregate P ′

h is stored into
the cell of C′[W ′

i ] associated to the cluster C′
h.

The algorithm to construct TC′
i is reported in Algorithm 1. The algorithm

is two stepped. In the first step (SPACE ROLL-UP), each input trend cluster
set TC(i−1)Ω+j is processed separately by navigating the space-hierarchy
Hspace(W(i−1)Ω+j ) one level up according to Δ. This roll-up in space is per-
formed by applying SUMATRA to the collection of trend prototypes collected
into TC(i−1)Ω+j. SUMATRA is run with trend similarity threshold Δ by dealing
each cluster of TC(i−1)Ω+j as a single sensor and the associated trend prototype
as the series of measurements transmitted by the cluster source. By means of
SUMATRA, a set of trend “clusters of clusters”, denoted as T̃C(i−1)Ω+j , is com-
puted under the assumption that two cluster sources are spatially close if they
contain at least two sensors which are spatially close (lines 1-4 in the Main rou-
tine of Algorithm 1). We observe that the output T̃C(i−1)Ω+j is, once again, a
segmentation of D[W(i−1)Ω+j ] into trend clusters with an upper bound for the
trend similarity threshold which can be estimated under δ + Δ. In the second
step (TIME ROLL-UP), the series of computed trend cluster sets 〈T̃C(i−1)Ω+1,

T̃ C(i−1)Ω+2, . . . , T̃ C(i−1)Ω+Ω〉 is now processed to compute the output trend
cluster set TC′

i. We base this computation on the consideration that the sen-
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sor points, which are repeatedly grouped together in a cluster for each win-
dow W(i−1)Ω+j (with j ranging between 1 and Ω), represent measurements
which evolve with a similar trend prototype along W ′

i . This way, the con-
struction of each new trend cluster (W ′

i , C
′
k, P

′
k) starts by choosing the sen-

sor s ∈ space[W ′
i ] not yet clustered (line 7 in Main routine of Algorithm 1).

Let (W(i−1)Ω+j , C̃
[s]
(i−1)Ω+j , P̃

[s]
(i−1)Ω+j) ∈ T̃C(i−1)Ω+j be the trend cluster of

T̃C(i−1)Ω+j which contains s for the window W(i−1)Ω+j , (i.e. s ∈ C̃
[s]
(i−1)Ω+j)

(lines 9-10 in Main routine of Algorithm 1). The new cluster C′
k initially contains

s (line 12 in Main routine of Algorithm 1). Then it is expanded by grouping the
spatially close sensors which are clustered at the same way of s along the series of
windows 〈W(i−1)Ω+1, W(i−1)Ω+2, . . ., and W(i−1)Ω+Ω〉 (line 13 in Main routine of
Algorithm 1). In particular, the cluster expansion (see expandCluster() into Al-
gorithm 1) is performed by adding the unclustered sensor points t ∈ space[W ′

i]
which are spatially close to the seed s and are classified into C̃

[
(i−1)Ω+js] for

each j ranging between 1 and Ω. The cluster expansion process is repeated by
considering each sensor point already grouped in C′

k as expansion seed. Once
no more sensor point can be added to C′

k, P ′
k is built by sequencing the trend

prototypes P̃ [s]
(i−1)Ω+1, P̃ [s]

(i−1)Ω+2, . . ., and P̃
[s]
(i−1)Ω+Ω (line 14 in Main routine of

Algorithm 1). Finally, the tend cluster (W ′
i, C

′
k, P

′
k) is added to the set TC′

i

(line 15 in Main routine of Algorithm 1).
Space-Time DRILL-DOWN. The drill-down request is formulated as follows:

DRILL-DOWN on M OF GEOTRENDCUBE C
and triggers the drill-down process to build a new cube C′ from C. The cube C′
has the same base stream of C. The time hierarchy H ′

T collects time points of T
grouped, at the window level, into the windows of the 1-sized segmentation of
T . For each window W ′ ∈ window1(T ), the space hierarchy H ′

space[W ′ ] collects
spatial points of space[W ′] grouped, at the cluster level, into clusters containing
a single point. This means that both the time point level and the window level
of the hierarchy H ′

T exhibit the same values. Similarly, both the spatial point
level and the cluster level of each hierarchy H ′

space[W ′] contain the same values.
The drill-down process is iterative. At each iteration i, it pours the i-th win-

dow slice C[Wi] of C into a buffer synopsis. Let TCi = {(Wi, Ck, Pk)}k be the
trend cluster set which defines C[Wi]. TCi is processed to determine the series of
trend cluster sets 〈TC′

(i−1)+1, TC
′
(i−1)+2, . . . , TC

′
(i−1)+w〉 having window size

1. Each trend cluster set TC′
(i−1)+j defines the window slice C′[W(i−1)w+j ] into

C′ for j ranging between 1 and w
The construction of each trend cluster set TC′

(i−1)+j proceeds as reported in
Algorithm 2. Let t(i−1)w+j be a time point of Wi (with j ranging between 1 and
w) (line 1 in Algorithm 2). For each sensor point s ∈ space[Wi] (line 3 in Algo-
rithm 2), the trend cluster (Wi, C̃

[s], P̃ [s]) ∈ TCi which contains s (i.e. s ∈ C̃ [s])
is identified and its trend prototype P̃ [s] is selected (line 4 in Algorithm 2). The
trend point trendPoint(P̃ [s], j) timestamped with t(i−1)w+j in P̃ [s] is recovered
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Algorithm 1. ROLL-UP: TC(i−1)Ω+1, TC(i−1)Ω+2 . . . , TC(i−1)Ω+Ω, Δ �→ TC′
i

– Main routine

1: TC′
i ←  

Roll-Up in SPACE
2: for all j = 1 TO Ω do
3: T̃C(i−1)Ω+j ←SUMATRA(TC(i−1)Ω+j, w, Δ)
4: end for

Roll-up in TIME

5: W ′
i ←

w⋃
j=1

W(i−1)Ω+j

6: k ← 1;
7: for all (s ∈ space[W ′

i ] and s is unclustered) do
8: for all (j = 1 TO Ω) do

9: C̃
[s]

(i−1)Ω+j ← cluster(s, T̃C(i−1)Ω+j)

10: P̃
[s]
(i−1)Ω+j ← trendPrototype(s, T̃C(i−1)Ω+j)

11: end for
12: C′

k = {s};
13: C′

k ← expandCluster(s,C′
k, {C̃[s]

(i−1)Ω+j
}j=1,...,Ω)

14: P ′
k = P̃(i−1)Ω+1 • P̃ ′(i−1)Ω+2

i • . . . • P̃ ′
(i−1)Ω+Ω ;

15: TC′
i = TC′

i ∪ (W ′
i, C

′
k, P ′

k);
16: end for

– expandCluster(s, C′
k, {C̃[s]

(i−1)Ω+j
}j=1,...,Ω) !→ C′

k

1: for all (t ∈ space[W ′
i ] with t spatially close to s and t unclustered) do

2: if cluster(t, {C̃[s]
(i−1)Ω+j}j=1,...,Ω) then

3: C′
k ← expandCluster( t, C′

k ∪ {t}, {C̃
[s]

(i−1)Ω+j
}j=1,...,Ω );

4: end if
5: end for

and used to define the trend cluster ([t(i−1)w+j ], {s}, 〈trendPoint(P̃ [s], j)〉) which
is added to the set TC′

(i−1)w+j (line 5 of Algorithm 2).

4 A Case Study

We describe an application of GeoTube to maintain the electrical power (in
kw/h) weekly transmitted from PhotoVoltaic (PV) plants. The stream is gen-
erated with PVGIS1(http://re.jrc.ec.europa. eu/pvgis) by distributing 52 PV
plants over the South of Italy: each plant 0.5 degree of latitude/longitude dis-
tance apart the others. The weekly estimates of electricity production is obtained
by the default parameter setting in PVGIS and streamed for the time of 52 weeks.

GeoTube is first employed to feed the geo-trend stream cube C constructed
with w = 4 and δ = 1.5Kw/h. The spatial closeness relation between plants is
defined on the distance, i.e. two PV plants are spatially close if their distance
1 PVGIS is a map-based inventory of the PV plants electricity productions.
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Algorithm 2. DRILL-DOWN: TCi �→〈TC′
(i−1)w+1, TC

′
(i−1)w+2,. . .TC

′
(i−1)w+w〉

1: for all (j = 1 TO w) do
2: TC′

(i−1)w+j =  
3: for all (s ∈ space[Wi]) do

4: P̃ [s] ← trendPrototype(s, TCi)

5: TC′
(i−1)w+j ← TC′

(i−1)w+j ∪ ([t(i−1)w+j ], {s}, trendPoint(P̃ [s], j))
6: end for
7: end for

(a) Windows 1-6

(b) Windows 7-12

Fig. 2. Geo-Trend Stream Cube construction with w = 4-δ = 1.5Kw/h

thought the Earth is at worst 0.5 degree of latitude/longitude. Clusters and
trends of windows slices of C are plotted in Figure 2. Then, GeoTube permits
to navigate C one level up by rolling-up in time with Ω = 3 and in space with
Δ = 1.5. This way we view the stream aggregated with longer window and larger
clusters although past snapshots have been definitely discarded. The output cube
C′ plotted in Figure 3 permits to visualize longer trends (12 weeks) shared by
larger clusters. We observe that by setting Ω = 1 and Δ > 0, the roll-up is
only in space. Differently, by setting Ω > 1 and Δ = 0 the roll-up is only in
time.



374 A. Ciampi et al.

Fig. 3. Space-Time ROLL-UP with Δ = 1.5 and Ω = 3

Finally, we use GeoTube to navigate C one level down by drilling-down in both
time and space. We do not plot the output cube due to space limitation, but
we emphasize here that both the root mean square error and the mean absolute
error are always under 0.5 (< δ) if we consider accuracy of DRILL-DOWN(C) in
approximating D at each time point and at each sensor point.

5 Conclusions

We define the concept of a geo-trend stream cube fed by a spatially distributed
data stream. The space-time roll-up and drill-down operations are specified to
navigate the cube at multiple levels of space/time granularity. These operations
are supported by the system GeoTube and tested into a case study.
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Abstract. Frequent itemset mining can be regarded as advanced data-
base querying where a user specifies the dataset to be mined and con-
straints to be satisfied by the discovered itemsets. One of the research
directions influenced by the above observation is the processing of sets of
frequent itemset queries operating on overlapping datasets. Several meth-
ods of solving this problem have been proposed, all of them assuming
selective access to the partitions of data determined by the overlapping
of queries, and tested so far only on flat files. In this paper we theo-
retically and experimentally analyze the influence of data access paths
available in database systems on the methods of frequent itemset query
set processing, which is crucial from the point of view of their possible
applications.

1 Introduction

Frequent itemset mining [1] is one of the fundamental data mining techniques,
used both on its own and as the first step of association rules generation. The
problem of frequent itemset and association rule mining was initially formu-
lated in the context of market-basket analysis, aiming at the discovery of items
frequently co-occurring in customer transactions, but it quickly found numer-
ous applications in various domains, such as medicine, telecommunications and
World Wide Web.

Frequent itemset mining can be regarded as advanced database querying
where a user specifies the source dataset, the mininum support threshold and
(optionally) the pattern constraints within a given constraint model [7]. Frequent
itemset queries are therefore a special case of data mining queries.

Many frequent itemset mining alogrithms have been developed. The two most
prominent classes of algorithms are determined by the strategy of the pattern
search space traversal. Level-wise algorithms, represented by the classic Apriori
algorithm [3], follow the breadth-first strategy, whereas pattern-growth methods,
among which FP-growth [6] is the best known, perform the depth-first search.

Although many algoritms have been proposed, effective knowledge discovery
in large volumes of data remains a complicated task and requires considerable
time investment. Long data mining query execution times often result in queries
being collected and processed in a batch when the system load is lower. Since
those queries may have certain similarities, e.g. refer to the same data, processing
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them concurrently rather than sequentially gives the opportunity to execute the
whole set of queries much more effectively [10].

As far as processing batches of frequent itemset queries is concerned, several
methods exploiting the overlapping of queries’ source datasets have been devel-
oped: Mine Merge, independent of the frequent itemset mining algorithm used
[10]; Common Counting [10] and Common Candidate Tree [5] designed for Apri-
ori ; Common Building and Common FP-tree [11] based on FP-growth. Each of
these methods, in addition to the theoretical analysis, has been tested in practice
with the use of flat files and direct access paths to the source dataset’s partitions.
In reality, however, the mined data is often stored in databases, where, depending
on the selection conditions, many different access paths may be available.

The aim of this paper is both the theoretical and practical analysis of the
aforementioned concurrent frequent mining methods in the light of different
data access paths. As the FP-growth methods are adaptions of the methods
developed for Apriori, the analysis will be conducted for Apriori only. Apriori
it is the most widely implemented frequent itemset mining algorithm and the
multiple source data reads it performs should make the differences between the
access paths and their impact on the total execution time more noticeable.

The topics discussed in this paper can be regarded as multiple-query opti-
mization, which was previously extensively studied in the context of database
systems [9] geared towards building a global execution plan that exploits the
similarities between queries. In the field of data mining, except the problem
discussed in this paper, multiple-query optimization was considered in a vastly
different problem of frequent itemset mining in multiple datasets [8]. Solutions
similar to the ones in this paper, however, can be found in the related domain
of logic programming, where a method similar to Common Counting has been
proposed [4].

2 Multiple-Query Optimization for Frequent Itemset
Queries

2.1 Basic Definitions and Problem Statement

Itemset. Let I = {i1, i2, ..., in} be a set of literals called items. An itemset X
is a set of items from I, ie. X ⊆ I. The size of the itemset X is the number of
items in it.

Transaction. Let D be a database of transactions, where transaction T is a set
of elements such that T ⊆ I and T �= ∅. A transaction T supports the item x ∈ I
if x ∈ T . A transaction T supports the itemset X ⊆ I if it supports all items
x ∈ X , ie. X ⊆ T .

Support. The support of the itemset X in the database D is the number of
transactions T ∈ D that support X .

Frequent itemset. An itemset X ⊆ I is frequent in D if its support is no less
than a given minimum support threshold.
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Frequent itemset query. A frequent itemset query is a tuple dmq = (R, a,Σ, Φ,
minsup), where R is a database relation, a is a set-valued attribute of R, Σ is
a condition involving the attributes of R called data selection predicate, Φ is a
condition involving discovered itemsets called pattern constraint, and minsup is
the minimum support threshold. The result of dmq is a set of itemsets discovered
in πaσΣR, satisfying Φ, and having support ≥ minsup (π and σ denote relational
projection and selection operations respectively).

Elementary data selection predicates. The set of elementary data selection
predicates for a set of frequent itemset queries DMQ = {dmq1, dmq2, ..., dmqn} is
the smallest set S = {s1, s2, ..., sk} of data selection predicates over the relation
R such that for each u, v (u �= v) we have σsuR ∩ σsvR = ∅ and for each
dmqi there exist integers a, b, ...,m such that σΣiR = σsaR ∪ σsb

R ∪ .. ∪ σsmR.
The set of elementary data selection predicates represents the partitioning of the
database determined by overlapping of queries’ datasets.

Problem. Given a set of frequent itemset queries DMQ = {dmq1, dmq2, ...,
dmqn}, the problem of multiple-query optimization of DMQ consists in generat-
ing an algorithm to execute DMQ that minimizes the overall processing time.

2.2 Apriori

Introduced in [3] and based on the observation that every subset of a frequent
itemset is also frequent, the Apriori algorithm iteratively discovers frequent item-
sets of increasing size. Frequent 1-itemsets are discovered by simply counting
the occurences of each item in the database. Following iterations consist of two
phases: the generation phase, during which frequent itemsets from previous iter-
ation are used to generate candidate itemsets of size 1 more, and a verification
phase, during which the algorithm counts the occurences of those itemsets in the
database and discards the ones that do not meet the minimum support thresh-
old. This process is repeated until no more frequent itemsets are discovered.
To avoid performing a costly inclusion test for every candidate and every read
transaction, generated candidate itemsets are stored in a hash tree.

3 Review of Existing Methods

3.1 Sequential Execution

The simplest way of processing a set of frequent itemset queries is to process them
sequentially using a standard algorithm like the aforementioned Apriori. This
represents the naive approach and even though it’s not an effective solution to the
problem, it provides a natural reference point when evaluating other methods.

3.2 Common Counting

The Common Counting [10] method reduces the amount of required data reads
by integrating the scans of those parts of the database that are shared by more
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than one query. All queries from the set are executed concurrently in a two-
phase iterative process similar to Apriori. Candidate generation is performed
seperately for each query, with the generated candidates stored in separate hash
trees. Verification, however, is performed simultaneously for all queries during
a single database scan. Each database partition is therefore read only once per
iteration, effectively reducing the number of I/O operations.

3.3 Common Candidate Tree

While Common Counting optimizes only the database reads, Common Can-
didate Tree [5] goes a step further and shares the data structures between the
concurrently processed queries as well. Like in Common Counting, each partition
is read only once per iteration, but this time a single hash tree is shared by all
queries from the set, reducing the cost associated with inclusion tests. While the
structure of the hash tree itself remains identical to the one used in the original
Apriori, the candidate itemsets are modified to include a vector of counters (one
for each query) and a vector of boolean flags (to track which queries generated
the itemset). Candidate generation is performed seperately for each query as in
Common Counting, with the generated sets of candidates being merged into the
extended representation and put in the common hash tree afterwards. Only that
single tree is then used during the verification phase, with only the appropriate
counters (ie. those corresponding to queries that both generated the candidate
and refer to the currently processed partition) being incremented.

3.4 Mine Merge

The Mine Merge [10] algorithm presents an entirely different approach. It em-
ploys the property that in a database divided into partitions, an itemset frequent
in the whole database is also frequent in at least one of the partitions. Mine Merge
first generates intermediate queries, each of them based on a single elementary
data selection predicate (ie. each referring to a single database partition). Inter-
mediate queries are then executed sequentially (for example using Apriori) and
their results are used to create a global list of candidate itemsets1 for each orig-
inal query. A single database scan is then performed to calculate the support of
every candidate itemset and discard the ones below the desired threshold, thus
producing the actual results for each of the original queries.

4 Data Access Paths in Frequent Itemset Query Set
Processing

4.1 Data Structures and Access Paths

In today’s world the vast majority of data, including the data targeted by fre-
quent itemset mining, is stored in relational database systems. Contemporary
1 Such a list consists of frequent itemsets from all partitions the query refers to.
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relational database management systems (DBMSs) follow the SQL standard and
offer similar fundamental functionality in the sense that they store data in ta-
bles, which can be accompanied by indexes to speed-up the selection of that
data. Thus, as far as the analyzed frequent itemset query processing methods
are concerned we can generally assume that: (1) the data to be mined is stored in
a database table, (2) each data selection predicate selects a subset of rows from
that table, (3) there are two methods of accessing the rows satisfying a given
data selection predicate: a full scan of the table during which the predicate is
evaluated for each row, and selective access with the help of index structures.

While keeping the analysis as general and product-independent as possible, it
should be noted that DBMSs available on the market compete with each other
and therefore provide different choices for table organization and indexing. In the
experiments accompanying our theoretical study we use Oracle 11g, considered
the industry-leading database management system. Oracle 11g is an example of
an object-relational DBMS, i.e. it offers object extensions to the relational model
such as user-defined types and collections. We use a VARRAY collection type
to store itemsets. The default table organization in Oracle 11g is heap (which is
unordered). Two types of indexes are available: B-tree and bitmap indexes. We
use B-trees as they support range selection predicates. An interesting alternative
to a heap-organized table accompanied by an index in Oracle 11g is an index-
organized table. We also consider it in the experiments.

4.2 Implementation of Compared Methods

All the compared methods were formulated in terms of reading partitions cor-
responding to elementary data selection predicates. Therefore, if all partitions
of the table can be selectively accessed thanks to an index, all the considered
methods are directly applicable with no need for extra optimizations. The ques-
tion is whether these methods can avoid performing a separate full scan of the
table for each partition if no applicable index is available or the query optimizer
decides not to use it2.

As for Mine Merge, we currently do not see any satisfactory solutions that
would prevent it from suffering a significant performance loss when full scans
are necessary3. However, it should be noted that since Mine Merge executes
its intermediate queries independently of each other, each query can employ
a different access path (a full scan or an index scan depending on the index
availability and the estimated cost).

Contrary to Mine Merge, Common Counting and Common Candidate Tree
can be implemented in a way that minimizes the negative effects of full scans.

2 The optimizer might not use an index if a full scan results in a lower estimated cost
due to poor selectivity of the index for a given selection predicate. In our discussion
it is not relevant what the reason for performing a full scan to access a partition
actually was.

3 One possible solution is to materialize partitions corresponding to intermediate
queries in one full table scan, but we consider it impractical for large datasets.
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Both methods read multiple partitions (the ones referred to by the queries
still being executed) per iteration. However, since their candidate counting is
in fact performed per transaction, not per partition (individual transactions
passed through hash trees), the actual order in which transactions are retrieved
from the database is irrelevant. Thus, Common Counting and Common Candi-
date Tree can perform a single SQL query in each iteration, reading the sum of
the partitions required by the queries whose execution still did not finish. This
modification is crucial if full scans would be required to retrieve any individual
partition (one full scan instead of several full scans and/or table accesses by
index per iteration4) but can also be beneficial if all the partitions are accessible
by index (in certain circumstances reading all the partitions in one full table
scan may be more efficient than reading them one by one using an index5).

4.3 Theoretical Cost Analysis

In order to analyze the impact of data access paths we will provide cost formulas
for the amount of data read by the compared methods for both selective access
and full table scans. We will not include the cost of in-memory computations in
the formulas as it does not depend on the chosen data access path. For the sake
of simplicity we will assume that all Apriori executions (for the original as well
as Mine Merge intermediate queries) require the same number of iterations. The
variables appearing in the formulas are as follows: k - the number of Apriori
iterations for each query, n - the number of original queries, ni - the number of
Mine Merge intermediate queries, DB - the size of the database table containing
input data, SUM - the sum of the sizes of the original queries’ datasets, CVR -
the total size of the parts of the table referred to (covered) by the queries.

The cost formulas for sequential execution for selective access (SEQIDX) and
full table scans (SEQFULL) are presented below. For selective data access each
query reads its source dataset k times. With full scans each query reads the
whole table k times.

SEQIDX = k ∗ SUM, SEQFULL = n ∗ k ∗DB (1)

The formulas for Mine Merge include the cost of the (additional) verifying
scan of data. Full scan formula involves the number of intermediate queries,
which is not present in the formula for selective data reads – in that case, only
the amount of covered data is important, not the number of partitions into which
it is divided.

MMIDX = (k + 1) ∗ CVR, MMFULL = (ni ∗ k + 1) ∗DB (2)

Common Counting and Common Candidate Tree differ only in in-memory
data structures, therefore the two methods share the formulas for data access
4 Even if for just one partition a full scan is the only or the best option, all the

partitions are to be retrieved in one full table scan. This is different from Mine
Merge where each partition could be retrieved using a different access path.

5 The choice of an access path is up to the query optimizer.



382 P. Jedrzejczak and M. Wojciechowski

costs. Thanks to the integrated full scan proposed in Sect. 4.2, the cost for full
scans does not depend on the number of queries (similarly as in the case of
selective access).

CCIDX = k ∗ CVR, CCFULL = k ∗DB (3)

When comparing the above cost formulas one should take into account that:
n ∗ DB ≥ SUM ≥ CVR, DB ≥ CVR, ni ≥ n (regarding the latter, the upper
limit on ni is 2n − 1)6.

Comparing the data access costs per algorithm, the increase of the cost when
selective access is replaced with full scans varies among the methods: it is the
smallest for Common Counting (independent of the number of queries) and the
biggest for Mine Merge (dependent on the number of intermediate queries). The
consequence of the above difference is a questionable applicability of Mine Merge
if the data has to be retrieved using full table scans. With selective access Mine
Merge should outperform sequential execution, provided the overlapping among
the queries (exploited in each Apriori iteration) compensates for the extra scan
of data7. With full scans Mine Merge can be expected to always perform worse
than sequential execution. On the other hand, Common Counting (and Common
Candidate Tree) not only should outperform sequential execution regardless of
the available access path but even relatively benefit from full scans.

5 Experimental Results

Experiments were conducted on a synthetic dataset generated with GEN [2] us-
ing the following settings: number of transactions = 10 000 000, average number
of items in a transaction = 8, number of different items = 1 000, number of pat-
ters = 15 000, average pattern length = 4. Data was stored as <transaction id,
varray of item> pairs inside Oracle 11g database deployed on SuSE Linux,
with the test application written in Java running on Mac OS X 10.6.6. Database
connection was handled through JDBC over 1 Gigabit Ethernet.

Two experiments were conducted: the first one included two fixed-size queries
with varying level of overlapping between them; in the second the overall scope
of the processed part of the dataset was fixed while the number of fixed-size
queries in the set varied. Both experiments measured the execution times of
sequential execution (SEQ), Common Counting (CC), Common Candidate Tree
(CCT) and Mine Merge (MM) for both the sequential (full scan) and selective
(index scan8) access paths.
6 The upper limit on the number of Mine Merge intermediate queries (equal to the

number of elementary data selection predicates) can be smaller if certain constraints
on data selection predicates are applied. For example, if all the predicates select
single ranges of the same attribute, the maximal number of intermediate queries is
2 ∗ n− 1.

7 In our analysis we do not consider the differences in the cost of in-memory compu-
tation, which can be a differentiator if the data access costs are identical or similar.

8 The same experiments were repeated using an index-organized table, giving consis-
tent results.
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Fig. 1. Execution times for two queries and different levels of overlapping

The results of the first experiment for two queries of 1 000 000 transactions
each, minimum support of 0.7%9 and the level of overlapping from 0% to 100%
are shown in Fig. 1.

As predicted, Mine Merge performed significantly worse than other methods
without selective access, losing even with the sequential execution. With index
scans available its loss wasn’t as noticeable and it even managed to outperform
Common Counting when the level of overlapping is high enough.

Both Common Counting and Common Candidate Tree performed well re-
gardless of the access path. While their times for lower levels of overlapping
were similar, Common Candidate Tree was clearly better when queries over-
lapped signficantly.

The second experiment had the queries access the same fixed part of the
database each time. The query set consisted of 2 to 6 queries of size 600 000
transactions each, spread evenly across the first 1 000 000 transactions from the

9 Experiments were conducted with two different minimum support thresholds of 0.7%
and 2% with consistent results; due to limited space, only the former threshold is
presented.



384 P. Jedrzejczak and M. Wojciechowski

 0

 50000

 100000

 150000

 200000

 250000

 300000

 350000

 400000

 450000

 500000

 2  3  4  5  6

tim
e 

[m
s]

number of queries

FULL TABLE SCAN

SEQ
CC
CCT
MM

 0

 20000

 40000

 60000

 80000

 100000

 120000

 140000

 160000

 2  3  4  5  6

tim
e 

[m
s]

number of queries

INDEX SCAN

SEQ
CC
CCT
MM

Fig. 2. Execution times for fixed scope and different numbers of queries

database (each time the first query in the set referred to transactions with identi-
fiers from 0 to 600 000, the last one – 400 000 to 1 000 000). Results are presented
in Fig. 2.

As was the case in the first experiment, Mine Merge was very inefficient
when forced to execute full table scans, performing even worse than sequential
execution. With selective access, however, the number of queries had little impact
on Mine Merge execution times, which again allowed it to perform better than
Common Counting and quite close to Common Candidate Tree, which was the
fastest algorithm for both access paths. Common Counting, though better than
sequential execution in both cases, provided a more noticeable gain over the
naive method during full scans than when using the selective access path.

6 Conclusion

We considered the influence of data access paths available in DBMSs on the
implementations and performance of the methods of frequent itemset query set
processing designed for the Apriori algorithm. As expected, both the theoretical
and experimental analysis showed that the performance of all the compared
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methods suffers if selective access to data partitions is replaced with full scans.
However, an important conclusion is that while the negative effect of full scans
on Mine Merge is more significant than in the case of sequential processing,
properly implemented Common Counting and Common Candidate Tree actually
increase their advantage over sequential execution if full scans are necessary. In
other words, Mine Merge is strongly dependent on efficient access paths to data
partitions, whereas Common Counting and Common Candidate Tree can be
successfully applied regardless of available data access paths.
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(eds.) KDID 2006. LNCS, vol. 4747, pp. 240–258. Springer, Heidelberg (2007)



Injecting Domain Knowledge into RDBMS –
Compression of Alphanumeric Data Attributes

Marcin Kowalski1,2, Dominik Ślęzak1,2,
Graham Toppin2, and Arkadiusz Wojna1,2

1 MIM, University of Warsaw, Poland
2 Infobright Inc., Canada & Poland

Abstract. We discuss the framework for applying knowledge about in-
ternal structure of data values to better handle alphanumeric attributes
in one of the analytic RDBMS engines. It enables to improve data stor-
age and access with no changes at the data schema level. We present
the first results obtained within the proposed framework with respect to
data compression ratios, as well as data (de)compression speeds.
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1 Introduction

Data volumes that one needs to operate on daily bases, as well as the costs of
data transfer and management are continually growing [6]. This is also true for
analytic databases designed for advanced reports and ad hoc querying [3].

In this study, we discuss how the domain knowledge about data content may
be taken into account in an RDBMS solution. By injecting such knowledge into
a database engine, we expect influencing data storage and query processing. On
the other hand, as already observed in our previous research [8], the method of
injecting domain knowledge cannot make a given system too complicated.

As a specific case study, we consider the Infobright’s analytic database engine
[11,12], which implements a form of adaptive query processing and automates
the task of physical database design. It also provides minimized user interface
at a configuration level and low storage overhead due to data compression.

We concentrate on alphanumeric data attributes whose values have often rich
semantics ignored at the database schema level. The results obtained for appro-
priately extended above-mentioned RDBMS engine prove that our approach can
be useful for more efficient and faster (de)compression of real-life data sets.

The paper is organized as follows: Section 2 introduces the considered analytic
database platform. Section 3 describes our motivation for developing the pro-
posed framework for alphanumeric attributes. Sections 4 and 5 outline the main
steps of conceptual design and implementation, respectively. Section 6 shows
some experimental results. Section 7 summarizes our research in this area.
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Fig. 1. Loading and querying in ICE/IEE. Rough values can be used, e.g., to exclude
data packs that do not satisfy some query conditions.

2 Starting Point

In our opinion, the approach proposed in this paper might be embedded into
a number of RDBMS engines that store data in a columnar way, to achieve
faster data access while analytic querying [3,10]. Infobright Community Edition
(ICE ) and Infobright Enterprise Edition (IEE ) are just two out of many possible
database platforms for investigating better usage of domain knowledge about
data content. On the other hand, there are some specific features of ICE/IEE
architecture that seem to match with the presented ideas particularly well.

ICE/IEE creates granulated tables with rows (called rough rows) corresponding
to the groups of 216 original rows and columns corresponding to various forms of
compact information. We refer to the layer responsible for maintaining granulated
tables as to Infobright’s Knowledge Grid.1 Data operations involve two levels: 1)
granulated tables with rough rows and their rough values corresponding to infor-
mation about particular data attributes, and 2) the underlying repository of data
packs, which are compressed collections of 216 values of particular data attributes.
Rough values and data packs are stored on disk. Rough values are small enough to
keep them at least partially in memory during query sessions. A relatively small
fraction of data packs is maintained in memory as well. Data packs are generally
accessed on demand. We refer to [11,12] for more details.
1 Our definition of Knowledge Grid is different than, e.g., in grid computing or semantic

web [1], though the framework proposed in this paper exposes some analogies.
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3 Challenges

ICE/IEE runs fast when rough values are highly informative and when data
packs are highly compressed and easy to decompress. As already mentioned,
that second aspect can be considered for some other RDBMS platforms as well.
Also the first aspect might be analyzed for other databases although their usage
of information analogous to rough values is relatively limited (see e.g. [5]).

By informativeness of rough values we mean that they should possibly often
classify data packs as fully irrelevant or relevant at the moment of requesting
those packs’ status by the query execution modules. In case of full irrelevance
or full relevance, the execution modules are usually able to continue with no
need of decompression [12]. For the remaining suspect packs that require to be
accessed value by value, the size of data portions to be taken from disk and the
speed of making them processable by the execution modules are critical.

Achieving good quality of rough values and good (de)compression character-
istics becomes harder for more complex types of attributes. Given such applica-
tions as online, mobile, or machine-generated data analytics, the issues typically
arise with long varchar columns that store, e.g., URLs, emails, or texts. More-
over, even for such fields as IP or IMSI numbers that could be easily encoded as
integers, the question remains at what stage of database modeling such encodings
should be applied and how they may affect the end users’ everyday work.

We examined many rough value structures that summarize the collections of
long varchars. The criteria included high level of the above-mentioned informa-
tiveness and small size comparing to the original data packs. Some of those rough
values are implemented in ICE/IEE. However, it is hard to imagine a universal
structure representing well enough varchars originating from all specific kinds
of applications. The same can be observed for data compression. We adopted
and extended quite powerful algorithms compressing alphanumeric data [4,11].
However, such algorithms would work even better when guided by knowledge
about the origin or, in other words, the internal semantics of input values.

In [8], we suggested how to use the attribute semantics while building rough
values and compressing data packs. We noticed that in some applications the
data providers and domain experts may express such semantics by means of the
data schema changes. However, in many situations, the data schemas must re-
main untouched because of high deployment costs implied by any modifications.
Moreover, unmodified schemas may provide the end users with conceptually
simpler means for querying the data [6]. Finally, the domain experts may prefer
injecting their knowledge independently from standard database model levels,
rather than cooperating with the database architects and administrators.

An additional question is whether the domain experts are really needed to
let the system know about the data content semantics, as there are a number
of approaches to recognize the data structures automatically [2]. However, it is
unlikely that all application specific types of value structures can be detected
without a human advise. In any way, the expert knowledge should not be ignored.
Thus, an interface at this level may be useful, if it is not overcomplicated.
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4 Ideas

When investigating the previously-mentioned machine-generated data sets, one
may quickly realize that columns declared as varchars have often heterogenous
nature. Let us refer to Figure 2, precisely to a data pack related to MaybeURL
column. Within the sequence of 216 values, we can see sub-collections of NULLs,
integers, strings that can be at least partially parsed along the standard URI
structure,2 as well as outliers that do not follow any kind of meaningful structure.
Following [8], our idea is to deliver each of such data packs as the original string
sequence to the query execution modules but, internally, store it in form of
homogeneous sub-collections compressed separately. The consistency of a data
pack can be secured by its match table, which encodes membership of each
of 216 values to one of sub-collections. This is an extension of our previously
implemented method of decomposing data packs onto their NULL and not-NULL
portions [11], applied in various forms in other RDBMS approaches as well. The
difference is that here we can deal with multiple sub-types of not-NULLs.

For a given data pack, each of its corresponding sub-collections is potentially
easier to compress than when trying to compress all 216 values together. Each
of sub-collections can be also described by separate higher-quality statistics that
constitute all together the pack’s rough value available to the execution modules
that do not even need to be aware of its internal complexity. Data compression
and rough value construction routines can further take into account that par-
ticular sub-collections gather values sharing (almost) the same structure. Going
back to Figure 2, each of the values in the URI sub-collection can be decom-
posed onto particles such as scheme, path, authority, and so on. Sub-collections
of specific particles can be compressed and summarized even better than sub-
collections of not decomposed values. Again, such decompositions can be kept
as transparent to the query execution modules, which refer to rough values via
standardly looking functions hiding internal complexity in their implementation
and, if necessary, work with data packs as sequences of recomposed values.

Surely, the above ideas make sense only if the domain knowledge about data
content is appropriately provided to the system. According to the available lit-
erature [6] and our own experience, there is a need for interfaces enabling the
data providers to inject their domain knowledge directly into a database engine,
with no changes to data schemas. This way, the end users are shielded from the
complexity of semantic modeling, while reaping most of its benefits. In the next
section, we present one of the prototype interfaces that we decided to implement.
The language proposed to express the structural complexity of attribute values
is a highly simplified version of the regular expressions framework, although in
future it may also evolve towards other representations [9]. The choice of repre-
sentation language is actually very important regardless of whether we acquire
data content information via interfaces or learn it (semi)automatically, e.g., by
using some algorithms adjusting optimal levels of decomposing the original val-
ues according to hierarchical definitions recommended by domain experts.

2 URI stands for Uniform Resource Identifier (http://www.ietf.org/rfc/rfc3986.txt).
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Fig. 2. Storage based on the domain knowledge. Data packs are decomposed onto
sub-collections of values corresponding to different structures that can be further de-
composed along particular structure specifications. It leads to sequences of more homo-
geneous (particles of) values that can be better compressed. For example, it is shown
how to store the scheme particles of the URI values.

5 Implementation

For practical reasons, the currently implemented framework differs slightly from
the previously-discussed ideas. We represent structures occurring for a given at-
tribute (like, e.g., URIs and integers for MaybeURL, Figure 2) within a single
decomposition rule. Such decomposition rule might be treated as disjunction of
possible structures (e.g.: URI or integer or NULL or outlier), although its expres-
sive power may go beyond simple disjunctions. The main proposed components
are as follows: 1) dictionary of available decomposition rules, 2) applying decom-
position rules to data attributes, and 3) parsing values through decomposition
rules. These components are added to the ICE/IEE implementation integrated
with MySQL framework for the pluggable storage engines (Figure 3).3

The first component – the dictionary of available decomposition rules – cor-
responds to the newly introduced system table decomposition_dictionary that
holds all available decomposition rules. The table is located in the system data-
base sys_infobright and is created at ICE/IEE’s installation. The table contains
three columns: ID (name of a decomposition rule), RULE (definition of a decom-
position rule), and COMMENT (additional comments, if any). The rules can be
added and modified with help of the following three stored procedures:
3 http://dev.mysql.com/doc/refman/5.1/en/storage-engines.html
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Fig. 3. Conceptual layout of the current ICE/IEE implementation (as of June 2011).
The white box represents the components related to domain injections that have sig-
nificant impact on the load processes and the (meta)data layers. The dark boxes are
adapted from MySQL. (MySQL management services are applied to connection pool-
ing; MyISAM engine stores catalogue information; MySQL query rewrite and parsing
modules are used too.) MySQL optimization and execution pieces are replaced by the
code designed to work with the compressed data packs, as well as their navigation infor-
mation and rough values stored in data pack nodes and knowledge nodes, respectively.
(Not to be confused with nodes known from MPP architectures [3].)

CREATE_RULE(id,rule,comment)
UPDATE_RULE(id,rule)
CHANGE_RULE_COMMENT(id,comment)

Currently, the decomposition_dictionary table accepts rules defined in the sim-
plistic language accepting concatenations of three types of primitives:

– Numeric part: Nonnegative integers, denoted as %d.
– Alphanumeric part: Arbitrary character sequences, denoted as %s.
– Literals: Sequences of characters that have to be matched exactly.

For instance, the IPv4 and email addresses can be expressed as %d.%d.%d.%d
and %s@%s, respectively, where "." and "@" are literals. Obviously, this language
requires further extensions, such as composition (disjunction) or Kleene closure
(repeating the same pattern). Also, the new types of primitives, such as single
characters, may be considered. Nevertheless, the next section reports improve-
ments that could be obtained even within such a limited framework.

The next component – applying decomposition rules to attributes – is realized
by the system table columns that contains four columns: DATABASE_NAME,
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TABLE_NAME, COLUMN_NAME, and DECOMPOSITION. This table stores
assignments of rules to data attributes identified by its first three columns. The
forth column is a foreign key of ID from decomposition_dictionary. There are
two auxiliary stored procedures provided to handle the rule assignments:

SET_DECOMPOSITION_RULE(database,table,column,id)
DELETE_DECOMPOSITION_RULE(database,table,column)

For example, the following statement

CALL SET_DECOMPOSITION_RULE(’NETWORK’,’CONNECTION’,’IP’,’IPv4’);

means that the column IP in the table CONNECTION will be handled by the
decomposition rule IPv4, due to its definition in decomposition_dictionary.

If one of the existing rules needs to be revised by a domain expert, there are
two possibilities: 1) altering the rule’s definition per se if its general pattern is
wrong, or 2) linking a specific data attribute to another rule. Once the rule’s
definition or assignment is changed, new data portions will be processed using
new configuration but already existing data packs will remain unmodified.

The last component – parsing values through decomposition rules – should
be considered for each data pack separately. Data packs contain in their headers
information about the applied rule. Therefore, at this level, the architecture
implements the above-mentioned flexibility in modifying decomposition rules –
for the given attribute, different packs can be parsed using different rules.

Currently, decomposition rules affect only data storage. There are no changes
at the level of rough values, i.e., they are created as if there was no domain
knowledge available. Internal structure of data packs follows Figure 2. In the
match table, given the above-described language limitations, there is a unique
code for all values successfully parsed through the decomposition rule, with ad-
ditional codes for NULLs and outliers. In future, after enriching our language
with disjunctions, the codes will become less trivial and match tables will reoccur
at various decomposition levels. Sub-collections to be compressed correspond to
the %d and %s primitives of parsed values. A separate sub-collection contains al-
phanumeric outliers. At this stage, we apply our previously-developed algorithms
for compressing sequences of numeric, alphanumeric, and binary values [11]. The
original data packs can be reassembled by putting decompressed sub-collections
together, using the match tables and decomposition rules’ specifications.

As reported in the next section, the proposed framework has potential impact
on data load, data size, and data access. On the other hand, it also yields some
new types of design tasks. For example, the domain injections will eventually
lead towards higher complexity of Infobright’s Knowledge Grid, raising some
interesting challenges with respect to rough values’ storage and usage. One needs
to remember that the significant advantage of rough values lays in their relatively
small size. However, in case of long, richly structured varchar attributes, we
should not expect over-simplistic rough values to be informative enough.
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6 Experiments

We tested the described framework against alphanumeric columns in the real-
world tables provided by the ICE/IEE users. Decomposition rules were chosen
according to preliminary analysis of data samples. The rules are evaluated with
respect to the three following aspects that are crucial for the users:

– Load time: It includes parsing input files and compressing data packs. With
a decomposition rule in place, the parsing stage includes also matching the
values in each of data packs against the rule’s structure. For more complex
rules it takes more time. On the other hand, more complex rules lead to
higher number of simpler sub-collections that may be all together compressed
faster than collections of original varchar values.

– Query time: Currently, it is related to decompression speed and to the cost
of composing separately stored particles into original values. Decompression
and compression speeds are not necessarily correlated. For example, for sub-
collections of numeric particles our decompression routines are much faster
than corresponding compression [11]. In future, query time will be reduced
due to higher informativeness of rough values, yielding less frequent data
pack accesses. We expect it to be more significant than any overheads related
to storing and using more compound rough values.

– Disk size: It is primarily related to data compression ratios. The rules
decompose values into particles, whose sub-collections are compressed inde-
pendently by better adjusted algorithms. For example, it may happen that
some parts of complex varchars are integers. Then, numeric compression
may result in smaller output, even though there is an overhead related to
representing packs by means of multiple sub-blocks.

Table 1 illustrates load time, query time, and disk size for the corresponding
decomposition rules, measured relatively to the situation with no domain knowl-
edge in use. We examined data tables containing single alphanumeric attributes.
Results were averaged over 10 runs. Load time is likely to increase when de-
composition rules are applied. However, we can also see some promising query
speedups. Compression ratios are better as well, although there are counterex-
amples. For instance, decomposition rule %s://%s.%s.%s/%s did not lead to
possibility of applying compression algorithms that would be adjusted signifi-
cantly better to particular URI components. On the other hand, URI decompo-
sition paid off by means of query time. In this case, shorter strings turned out
to be far easier to process, which overpowered the overhead related to a need of
concatenating them into original values after decompression.

Besides the data set containing web sites parsed with the above-mentioned
URI decomposition rule, we considered also IPv4 addresses and some identifiers
originating from the telecommunication and biogenetic applications. Such cases
represent mixtures of all types of the currently implemented primitives: numerics
(%d), strings (%s), and literals (such as AA or gi in Table 1).
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Table 1. Experiments with three aspects of ICE/IEE efficiency: load time, query time,
and disk size. Query times are reported for SELECT * FROM table INTO OUTFILE.
Results are compared with domain-unaware case. For example, query time 50.1% in
the first row means that the given query runs almost two times faster when the corre-
sponding decomposition rule is used. Five data sets with single alphanumeric attributes
are considered, each of them treated with at least one decomposition rule. There are
five rules studied for the last set.

data type decomposition rule load time query time disk size
IPv4 %d.%d.%d.%d 105.8% 50.1% 105.9%
id_1 00%d%sAA%s%d-%d-%d 156.4% 96.1% 87.6%
id_2 gi%d-%s_%s%d%s 92.7% 61.8% 85.1%
URI %s://%s.%s.%s/%s 135.3% 89.7% 152.6%

notice 1 113.3% 88.1% 67.5%
notice 2 113.2% 105.4% 97.0%

logs notice 3 113.1% 82.2% 61.5%
notices 1,3 generalized 103.6% 71.2% 40.9%

notices 1,2,3 generalized 132.2% 100.4% 82.2%

The last case (denoted as logs) refers to the data set, where each value follows
one of three, roughly equinumerous distinct structures (denoted as notices 1, 2,
and 3) related to three subsystem sources. Given that the currently implemented
language of domain injections does not support disjunction, our first idea was
to adjust the decomposition rule to notice 1, 2, or 3. Unfortunately, fixing the
rule for one of notices results in 66% of values treated as outliers. Nevertheless,
Table 1 shows that for notices 1 and 3 it yields quite surprising improvements. We
also investigated more general rules addressing multiple notices but not going
so deeply into some of their details. (This means that some parts that could
be finer decomposed are now compressed as longer substrings.) When using
such a rule for notices 1 and 3, with 33% of outliers (for notice 2) and slightly
courser way of compressing 66% of values (for notices 1 and 3), we obtained
the best outcome with respect to load speed, query speed, and compression
ratio. However, further rule generalization aiming at grasping also notice 2 led
us towards losing too much with respect to values corresponding to structures 1
and 3.

The above example illustrates deficiencies of our current decomposition lan-
guage. It also shows that the same columns can be assigned with different rules
and that it is hard to predict their benefits without monitoring data and queries.
It emphasizes the necessity of evolution of the domain knowledge and the need
for adaptive methods of adjusting that knowledge to the data problems, which
can evolve as well. Regardless of whether the optimal approach to understanding
and conducting such evolution is manual or automatic, it requires gathering the
feedback related to various database efficiency characteristics and attempting to
translate it towards, e.g., the decomposition rule recommendations.
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7 Conclusions

Allowing domain experts to describe the content of their data leads to substantial
opportunities. In this paper, we discussed how to embed such descriptions into an
RDBMS engine. Experiments with data compression show significant potential
of the proposed approach. They also expose that more work shall be done with
respect to human-computer interfaces and the engine internals.

One of our future research directions is to use domain knowledge not only for
better data compression but also for better data representation. For the specific
database solution discussed in this article, one may design domain-driven rough
values summarizing sub-collections of decomposed data packs.

Another idea is to avoid accessing all sub-collections of required data packs.
In future, we may try to use data pack content information to resolve operations
such as filter or function computation, keeping a clear border between domain-
unaware execution modules and domain-aware data processing.
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Abstract. This paper describes the an approach to indexing texts by their con-
ceptual content using ontologies. Central to this approach is a two-phase extrac-
tion principle divided into a syntactic annotation phase and a semantic generation
phase drawing on lexico-syntactic information and semantic role assignment pro-
vided by existing lexical resources. Meaningful chunks of text are transformed
into conceptual feature structures and mapped into concepts in a generative on-
tology. By this approach, synonymous but linguistically quite distinct expressions
are extracted and mapped to the same concept in the ontology, providing a seman-
tic indexing which enables content-based search.

Keywords: Text mining, Ontologies, Lexical Ressources.

1 Introduction

To facilitate fast and accurate information retrieval from large volumes of text, some
kind of indexing is needed. The text must be parsed, and indices of the most significant
parts of the text must be stored based on what is identified during parsing.

Most commonly, approaches to indexing as applied in information retrieval systems
are word-based.More profound parsing approaches involving linguistic analysis and use
of background knowledge have still only reached an experimental level and form part of
the vision of tools for the future. An ultimate goal driving research in this area is to ex-
ploit partial semantics in the sense envisioned in the Semantic Web [3]. Many ideas have
been presented recently to approach this goal by using techniques from machine learn-
ing, information retrieval, computational linguistics, databases, and especially from in-
formation extraction. Various extraction principles applying rule matching have been
proposed [16]. Special attention has been paid to lexico-syntactic rules [9], for instance
as in [19] and [21]. Most of the approaches are concerned with automated rule learn-
ing motivated by practical considerations due to the fact that manual rule modeling in
many cases is not a realistic approach. Also, methods driven by ontologies have been
proposed. Ontologies provide conceptual background knowledge and thus serve as a
frame of reference for introducing semantics. Content may be annotated or indexed by
mappings to concepts connected by relations in the ontology. A special approach within
semantic extraction from text is ontology learning [9], [22], [1], [15] and [17].
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1.1 The Approach

In order for a conceptual search system to work, documents must be indexed with
conceptual representations rather than with word occurrences. Thus, some kind of trans-
lation mechanism is needed in order to get from a textual form to a conceptual
representation.

Our principal goal is to be able to make an onto-grammatical analysis of text by per-
forming an ontological analysis on a phrase-grammatical basis leading to conceptual
representations. We propose to derive syntactic and semantic information from selec-
tion of existing lexical resources to form rules that can be used to identify and annotate
semantically coherent text fragments. The rules are formed by combining lexical and
syntactic information with semantic role information. The present paper explains our
approach and demonstrates how rules based on a selection of lexical resources enable
mapping from text fragments to an ontology, thereby providing a conceptually enriched
indexing. We present a new approach to the idea of an onto-grammar as proposed in
[2], aiming at developing rules which are flexible, e.g. by adding a variety of feature
restrictions, including ontological affinities and syntactic and lexical restrictions. Our
approach consists of a two-phase processing of text: Phase 1 provides syntactic annota-
tion of chunks of text (words and phrases), and phase 2 combines the conceptual con-
tent of these chunks by using transformation schemes. The transformation schemes are
formed by combining lexical and syntactic information enriched with semantic roles.
We extract information from a range of existing resources (currently NOMLEX-plus
and VerbNet) and transform it into these rules.

Our method is ontology-based in that the indexing consists of a set of concepts repre-
sented as feature structures associated with nodes in a lattice representing a generative
ontology. The lattice is formed over an ordering ISA-relation enriched with a finite set
of non-ordering relations whose relata are atomic or complex concepts. Generativity is
achieved through a recursive nesting of concepts by virtue of the non-ordering concept
relations. For an alternative approach also using generative ontologies, see [18]. Further,
our method is rule-based in the sense that rules are constructed by extracting lexical,
syntactic and semantic information from existing lexical resources. The rules are con-
structed in a way such that they may (partially) match the syntactic surface structure
of texts. If a rule matches a text fragment, variables of a feature structure template are
instantiated to a conceptual representation of the matched fragments.

An important aspect of our approach is nominalization of verbs, which makes it pos-
sible to interpret them as atomic concepts in the same way as nouns. This way, we can
represent the conceptual content of sentences as complex concepts where the reified ver-
bal conceptual content is attributed with the concepts realized by the verbal arguments.
This approach has an additional important advantage in that semantically related nom-
inal and verbal forms recieve identical conceptual interpretations. For example, in our
approach the different linguistic forms ’The funny circus clown amused the young audi-
ence’ and ’the amusement of the young audience over the funny circus clown’ become
conceptually identical.

The structure of the remainder of this paper is as follows: Section 2 describes the
notions of generative ontology and conceptual feature structure, section 3 describes our
approach to ontology-based identification and mapping of concepts into a generative
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ontology and section 4 describes how information from existing lexical resources is
combined into a unified resource. Finally, in section 5, we conclude.

2 Generative Ontologies and Conceptual Feature Structures

�

�

Fig. 1. Fragment of a generative ontology de-
rived from a skeleton ontology using the se-
mantic relations CHR and WRT. The skeleton
ontology is indicated by shaded nodes; solid
arrows denote subsumption, dotted arrows de-
note semantic relations.

To provide indexing at the concep-
tual level, we need a notation for con-
cepts and a formalism for the ontology
in which they are situated. We intro-
duce an approach building on conceptual
feature structures. Conceptual feature
structures are feature structures that
denote concepts and form the basis for
extending a taxonomic structure into a
generative ontology [5]. A generative on-
tology is based on a skeleton ontology,
i.e. a taxonomy situating a set of atomic
concepts A in a multiple inheritance hier-
archy. The generative ontology general-
izes the hierarchy to a lattice and defines
an extended (in principle infinite) set of
concepts by introducing a set of semantic
relations and by recursively introducing
specializations of concepts through fea-
ture attachment. For instance, if CLOWN,
CIRCUS and FUNNY are concepts in the skeleton ontology, and WRT, CHR, EXP and
CAU are semantic relations (denoting ”with respect to”, ”characterised by”, ”experi-
encer” and ”cause”, respectively), then clown[WRT:circus], representing the concept
denoted by circus clown, as well as clown[WRT:circus, CHR:funny], representing the
concept denoted by funny circus clown, are examples of conceptual feature structures
representing concepts which are subsumed by CLOWN, cf. figure 1: More generally,
given the set of atomic concepts A and the set of semantic relations R, the set of well-
formed terms L is:

L = {A} ∪ {c[r1 : c1, . . . , rn : cn]|c ∈ A, ri ∈ R, ci ∈ L}
Thus, compound concepts can have multiple and/or nested attributions. Given the skele-
ton ontology and the fact that any attribution gives rise to conceptual specialization, the
ISA-relation defines a partial ordering connecting all possible concepts in L.

3 Ontology-Based Concept Extraction

In our approach text is processed in two phases. Phase 1 annotates the input text by
lexical and syntactic tools. Phase 2 generates conceptual descriptions from the phase 1
annotations using an onto-grammar. The division of processing into these two phases
is first of all a separation of annotation and description generation, which implies a
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division into a syntactic and semantic processing of the text, i.e. a grammar-based and
an onto-grammar-based component.

3.1 Phase 1: Annotation

In phase 1, we perform a shallow parsing of the text using lexical and syntactic tools
to identify linguistic structures and annotate them. In other words, coherent text chunks
such as phrases and compound words are identified, their boundaries are marked-up and
they are assigned a syntactic annotation, cf. the following example

〈the/DT 〈funny/JJ〉/AP 〈〈circus/NN clown/NN〉/NN〉/NP〉/NP 〈amuse/VBD〉/VG 〈the/DT 〈young/JJ〉/AP

〈audience/NN〉/NP〉/NP

The rules below, expressed using the Penn Treebank tagset, are examples of syntactic
rules providing the annotation.

NN ::= NN NN VG ::= VBD
NP ::= DT NN NP ::= DT AP NP
AP ::= JJ NP ::= NP IN NP
NP ::= NN

The processing of the rules lead to nested annotations and consequently the input
forms a sequence of nested sequences S = s1s2s3... with singletons at the innermost
level. Initially, singletons correspond to words in the input, but during rewriting, se-
quences are reduced to singletons as they are replaced by the concepts they denote. A
word w annotated with a syntactic label a appears in the input as w/a. A sequence of
k elements s1, ..., sk annotated with a, where si is either a word or a sequence, appears
as 〈s1, ..., sk〉/a.

Phase 1 can introduce ambiguity since processing of text can lead to several different
annotations. Furthermore, ambiguity can stem from the order of application of tools
and grammars. There is not necessarily one single path through phase 1, i.e. one unique
sequence of application of the lexical and syntactic tools.

3.2 Phase 2: Generation

Phase 2 rewrites the annotated input from phase 1 to provide semantic descriptions in
the form of conceptual feature structures (CFSs).

Rewriting is performed through so-called transformation schemes that are applied
to the input. A transformation scheme is a rule that combines a pattern P , a possibly
empty set of constraints C and a template T :

P C → T

The pattern P matches the surface form of the annotated text given as input, and thus
combines word constants, word variables and tags. The (possibly empty) constraint C
expresses restrictions on the constituents of the pattern P that have to be met for the
rule to apply. The template T is an expression with unbound variables that instantiates
to a conceptual feature structure by unification with the pattern. A sample rule is the
following:
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virus/NN X/NN {isa(omap(X),DISEASE)}→ omap(X) [CAU:VIRUS]

In the pattern appears a constant word virus and an open variable X both with noun
annotations. The function omap(X) maps X to a concept in the ontology correspond-
ing to X . The predicate expression isa(X,Y ) evaluates to true if X is a specializa-
tion of Y . For readability, words in the input are written in lowercase and ontology
concepts in uppercase, thus omap(disease) and DISEASE refer to the same ontology
concept. The constraint {isa(omap(X),DISEASE)} restricts X to the ontotype DIS-
EASE, that is, the mapping to the ontology omap(X) must be a specialization of the
concept DISEASE. The template in this case forms the conceptual feature structure
omap(X)[CAU:VIRUS]. Thus, for instance virus tonsillitis, when annotated in phase
1 into virus/NN tonsillitis/NN, will by the rule above be transformed into the concept
TONSILLITIS[CAU:VIRUS].

While patterns target the surface form of the annotated input, constraints and tem-
plates go beyond the input introducing functions and predicates that relate to lexical as
well as ontological properties. In the example above, the function omap and the predi-
cate isa are used. Obviously new functions and predicates can be introduced to extend
the expressive power, thus not only the rules but also the functions and predicates used
to express the rules can be tailored to fit specific corpora, resources and ontologies. The
constraint C, when included, is a set of one or more restrictions given as individual
logical expressions, where the set is interpreted as a conjunction.

The principle in the rewriting is to iteratively pair a subsequence and a matching rule
and to substitute the subsequence by the template from the rule. As a general restriction,
to make a subsequence subject to substitution, the subsequence must be unnested, i.e.
it must be a sequence of singletons. Thereby, rewriting is performed bottom-up starting
at the innermost level.

The rewriting of the annotated input into a semantic description proceeds as follows:

Input: A sequence S of possibly nested annotated sequences with annotated words at the
innermost level and a set of rewriting rules R = {R1, ..., Rn}

1) Select a combination of a rule Ri : Pi Ci → Ti and an unnested subsequence 〈s1...sm〉/a

of m annotated singletons, m ≥ 1, such that s1...sm matches Pi and complies to Ci

2) Rewrite S replacing subsequence s1...sm with Ti, instantiating variables unifying with Pi

3) If any remaining subsequences of S match a Pi go to 1)
4) Extract from the rewritten S all generated CFSs ignoring attached annotations

Output: A set of CFSs describing the text annotated in S

Notice that this principle is nondeterministic and varies with the order in which
matching rewriting rules are selected. It can be enclosed in a deterministic derivation
either by introducing a selection priority (e.g., apply always the matching rule Ri with
lowest i) or by introducing an exhaustive derivation leading to all possible derivable
descriptions. Further, it should be noticed that the result of repeated rewriting in 1) to 3)
will not always replace all annotated sequences in S. There is no tight coupling between
phase 1 and 2, but an obvious aim is to include rewriting rules in phase 2 that match
most of the annotations produced in phase 1. Step 4) takes care of partially rewritten
sequences: generated CFSs are extracted and everything else ignored.
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As already indicated, a rule with head x1/a1 ,...,xm/am matches an annotated se-
quence s1, ..., sm if for all i, the annotation in si is ai. Rule notation is expanded to
cope with optional elements, denoted by a succeding “?” and variable length lists as
indicated by variable index boundaries.

Consider as an example the following set of simple rewriting rules introducing heuris-
tics for assignment of semantic relations between concepts constituting phrases based
on some very general principles. We stipulate, by R1 that pre-modifiers of NP-heads in
the form of APs are related to the NP-head by a characterization relation (CHR) and
that pre-modifying nouns (rule R2) as well as post-modifiers of NP-heads in the form
of PPs (rule R4) are related to the head by a with-respect-to relation (WRT).

R1 : (X/DT)? Y /AP Z/NP → omap(Z)[CHR:omap(Y )]
R2 : X/NN Y /NN → omap(Y )[WRT:omap(X)]
R3 : (X/DT)? Y /NP → omap(Y )

R4 : X/NP Y /IN Z/NP → omap(X)[WRT:omap(Z)]

As an example, applying the transformation principle sketched above with these rules
on the funny circus clown, two rewritings starting from the annotated input can lead to
the single conceptual feature structure:
Text: the funny circus clown
Input: 〈the/DT 〈funny/JJ〉/AP 〈〈circus/NN clown/NN〉/NN〉/NP〉/NP

a) 〈the/DT〈funny/JJ〉/AP〈〈CLOWN[WRT:CIRCUS]〉/NN〉/NP〉/NP

b) 〈CLOWN[WRT:CIRCUS,CHR:FUNNY]〉/NP

Output: CLOWN[WRT:CIRCUS,CHR:FUNNY]

Here, rule R2 applied on the NN-NN subsequence of the input leads to a), rule R1 ap-
plied on the remaining subsequence of a) leads to b). The result is derived by extracting
feature structures (a single one in this case) from b).

Similarly below, R1 applied on the funny clown leads to a), R3 on the circus to b),
while R4 combines the two subconcepts leading to c):

Text: the funny clown in the circus
Input: 〈the/DT 〈〈funny/JJ〉/AP clown/NN〉/NP〉/NP in/IN 〈the/DT 〈circus/NN〉/NP〉/NP

a) 〈CLOWN[CHR:FUNNY]〉/NP in/IN 〈the/DT〈circus/NN〉/NP〉/NP

b) 〈CLOWN[CHR:FUNNY]〉/NP in/IN 〈CIRCUS〉/NP

c) 〈CLOWN[CHR:FUNNY, WRT: CIRCUS]〉/NP

Output: CLOWN[CHR:FUNNY, WRT: CIRCUS]

Notice that the two examples above also show how paraphrases can lead to identical
descriptions (order of features is insignificant).

Not in all cases will all parts of the input sequence be subject to rewriting. For in-
stance, the rules above do not “cover” all parts of the input in the following case:

Text: the funny circus clown amused the young audience
Input: 〈the/DT 〈funny/JJ〉/AP 〈〈circus/NN clown/NN〉/NN〉/NP〉/NP 〈amuse/VBD〉/VG 〈the/DT

〈young/JJ〉/AP 〈audience/NN〉/NP〉/NP

a) 〈the/DT 〈funny/JJ〉/AP 〈〈CLOWN[WRT:CIRCUS]〉/NN〉/NP〉/NP 〈amuse/VBD〉/VG 〈the/DT

〈young/JJ〉/AP 〈audience/NN〉/NP〉/NP
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b) 〈CLOWN[WRT:CIRCUS,CHR:FUNNY]〉/NP 〈amuse/VBD〉/VG 〈the/DT 〈young/JJ〉/AP

〈audience/NN〉/NP〉/NP

c) 〈CLOWN[WRT:CIRCUS,CHR:FUNNY]〉/NP 〈amuse/VBD〉/VG 〈AUDIENCE[CHR:YOUNG]〉/NP

Output: {CLOWN[WRT:CIRCUS,CHR:FUNNY], AUDIENCE[CHR:YOUNG]}

Here a) and b) correspond to the the funny circus clown example above while c) is the
result of applying rule R1 again to the young audience. Notice that amused is ignored
here. We will return to this in the following section.

4 A Unified Lexical Resource

The semantic relations that hold between phrases or phrase elements can to some ex-
tent be deduced from existing lexical resources like VerbNet, FrameNet, WordNet,
NOMLEX-plus and The Preposition Project. The resources we use at this point are
VerbNet and NOMLEX-plus. However, our approach is not restricted to using these
specific resources; any lexical resource may be modified and plugged into the frame-
work. The two chosen resources are each described briefly below in sections 4.1 and
4.2, and our unified lexical resource is briefly described in section 4.3.

4.1 VerbNet

VerbNet [11] is a domain-independent, hierarchical verb lexicon for English organized
into verb classes and with mapping to WordNet . Each class is specified for a subset of
24 possible thematic roles that may be associated with verbs in the class and a set of
syntactic frames which specify the the argument structure and a semantic description
in the form of an event structure. The thematic role information includes selectional
restrictions which constrain the semantic types of the arguments associated with a the-
matic role. Some frames also restrict lexical items, e.g. prepositions and particles.

4.2 NOMLEX and NOMLEX-Plus

NOMLEX is a lexicon of nominalizations and their corresponding verbs. For each
verb, more than one nominalization may exist, and for each nominalization, a num-
ber of possible syntactic realization patterns are described. NOMLEX-plus is a semi-
automatically produced extension of NOMLEX, that specifies approximately 60
different verb subcategorization patterns. In addition to information about the syntactic
form of the verbal expression, the patterns describe the grammatical function of the ver-
bal arguments, and how they can be realized in a nominalized expression. Other types
of information concern, e.g., the type of nominalization (event or state expressions of
the verb, or incorporations of a verbal argument), ontological type-restrictions on argu-
ments, plural or singular forms and frequency information.

4.3 Unifying Lexical Resources

From the selected resources, we extract, transform and combine information into a uni-
fied lexical resource. This resource contains additional information in the form of syn-
tactic scrambling rules since neither of the included resources specifies this type of
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information. From VerbNet, we extract information about verb form, semantic roles,
selectional restrictions and syntactic frames, and from NOMLEX-plus, we extract in-
formation about nominalized form, verb form, syntactic frames, and possible morpho-
logical and syntactic realizations of nominal complements.

To a certain extent, the information from the resources overlaps, but it may also
be distinct for a specific resource. Since VerbNet is the only resource in our selection
of resources that contains role-information, we apply a unification approach: When a
syntactic frame for a lexical entry from NOMLEX-plus matches a frame from VerbNet
containing the same lexical item, we unify the information. If two frames do not match
completely, we retain two separate frames. If a given syntactic frame is not in VerbNet,
and we thus do not have semantic role-information, we add the generic role R to all
frame items, except for the subject NP. For subject NPs, we apply a heuristic such that
for a given verb, the role specified in VerbNet for the subject NP is applied to all frames
in the unified entry irrespective of the frame source.

Verb pattern rules:

– Example: the funny circus clown amused the young audience
R6 : X1/NP X2/VG X3/NP {head(X2) = amuse, isa(omap(X3),ANIMATE)}→

omap(amusement)[CAU:omap(X1),EXP:omap(X3)]
– Example: the audience the clown amused

R7 : X1/NP X2/NP X3/VG {head(X3) = amuse, isa(omap(X1), ANIMATE)}→
omap(amusement)[CAU:omap(X2),EXP:omap(X1)]

– Example: the audience was amused by the clown
R8 : X1/NP X2/VG X3/IN X4/NP {head(X2) = amuse, isa(omap(X1), ANIMATE),

X2 = by} →
omap(amusement)[CAU:omap(X4),EXP:omap(X1)]

– Example: the audience was amused
R9 : X1/NP X2/VG {head(X2) = amuse, isa(omap(X1), ANIMATE)}→

omap(amusement)[EXP:omap(X1)]

Nominalization rules:

– Example: the amusement of the young audience over the funny circus clown
R10 : X1/NP X2/IN X3/NP X4/IN X5/NP

{head(X1) = amusement, isa(omap(X3), ANIMATE),
X2 = of, X4 ∈ {at, in, over, by}} →
omap(X1)[CAU : omap(X5), EXP : omap(X3)]

– Example: the amusement over the funny circus clown of the young audience
R11 : X1/NP X2/IN X3/NP X4/IN X5/NP

{head(X1) = amusement, isa(omap(X5), ANIMATE),
X4 = of, X2 ∈ {at, in, over, by}} →
omap(X1)[CAU : omap(X3), EXP : omap(X5)]

– Example: the young audience’s amusement over the funny circus clown
R12 : X1/NP X2/POS X3/NP X4/IN X5/NP

{head(X3) = amusement, isa(omap(X1), ANIMATE), X4 ∈ {at, in, over, by}} →
omap(X3)[CAU : omap(X5), EXP : omap(X1)]

– Example: the amusement of the young audience
R13 : X1/NP X2/IN X3/NP {head(X1) = amusement, isa(omap(X3), ANIMATE),

X2 = of} → omap(X1)[EXP : omap(X3)]
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– Example: the young audience’s amusement
R14 : X1/NP X2/POS X3/NP {head(X3) = amusement, isa(omap(X1), ANIMATE), } →

omap(X3)[EXP : omap(X1)]
– Example: the amusement over the funny circus clown

R15 : X1/NP X2/IN X3/NP {head(X1) = amusement,X2 ∈ {at, in, over, by}} →
omap(X1)[CAU : omap(X3)]

– Example: the amusement
R16 : X1/NP {head(X1) = amusement} → omap(X1)

4.4 Applying the Unified Ressource

As an example of how to utilize the extracted rules presented in section 4.3 we consider
a continuation of the last example in section 3.2. The development reached the point:

Text: the funny circus clown amused the young audience
...
c) 〈CLOWN[WRT:CIRCUS,CHR:FUNNY]〉/NP 〈amuse/VBD〉/VG 〈AUDIENCE[CHR:YOUNG]〉/NP

Notice that this (NP-VG-NP) sequence matches rule R6 above, thus we can bring the
development one step further by applying this rule leading to d):

d) 〈AMUSEMENT[CAU:CLOWN[WRT:CIRCUS, CHR:FUNNY],
EXP:AUDIENCE[CHR:YOUNG]〉/NP
Output: {AMUSEMENT[CAU:CLOWN[WRT:CIRCUS, CHR:FUNNY],
EXP:AUDIENCE[CHR:YOUNG]}

thus R6 is applied to join the two concepts CLOWN[WRT:CIRCUS,CHR:FUNNY] and
AUDIENCE[CHR:YOUNG] based on the role information associated with the verb
amuse given in R6.

A last example that also utilizes information extracted from NomLex and thereby
exemplifies paraphrasing by normalization is the following:

Text: the amusement of the young audience over the funny circus clown
Input: 〈the/DT amusement/NN〉/NP of /IN 〈the/DT 〈young/JJ〉/AP 〈audience/NN〉/NP〉/NP over/IN

〈the/DT 〈funny/JJ〉/AP 〈〈cirkus/NN clown/NN〉/NN〉/NP〉/NP

b) 〈the/DT amusement/NN〉/NP of /IN 〈AUDIENCE[CHR:YOUNG]〉/NP over/IN 〈the/DT

〈funny/JJ〉/AP 〈〈cirkus/NN clown/NN〉/NN〉/NP〉/NP

c) 〈the/DT amusement/NN〉/NP of /IN 〈AUDIENCE[CHR:YOUNG]〉/NP over/IN 〈the/DT

〈funny/JJ〉/AP 〈CLOWN[WRT:CIRCUS]〉/NP〉/NP

d) 〈the/DT amusement/NN〉/NP of /IN 〈AUDIENCE[CHR:YOUNG]〉/NP over/IN

〈CLOWN[WRT:CIRCUS,CHR:FUNNY]〉/NP

e) 〈AMUSEMENT[CAU:CLOWN[WRT:CIRCUS, CHR:FUNNY],
EXP:AUDIENCE[CHR:YOUNG]〉/NP

Output: {AMUSEMENT[CAU:CLOWN[WRT:CIRCUS,CHR:FUNNY],
EXP:AUDIENCE[CHR:YOUNG]}

Here the development to the point d) applies the basic heuristic rules R1 – R4 similar
to previous examples in section 3, while use of R10 leads to a result that is identical to
the result of extracting from the un-normalized version above.
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5 Conclusions and Future Work

We have described an approach to indexing text by its conceptual content. The general
idea is to combine the use of generative ontologies with syntactic grammars and lexico-
syntactic information in the derivation of conceptual feature structures that represent
the meaning of text independently of linguistic expression.

The OntoGram-approach divides text processing into an annotation and a genera-
tion phase. In the annotation phase, in principle, any pos-tagger and phrase grammar
could be plugged in. The generation phase is driven by a set of rewriting rules which
transform annotated text into conceptual feature structures. In this transformation phase,
words are mapped to concepts in the ontology and semantic roles are identified and rep-
resented as features in the generated conceptual feature structures. A crucial property
of this framework is that it provides an open platform where diverse lexical resources
can be exploited, i.e. modeled as a set of rules for generating specific conceptual fea-
ture structures that reflect the knowledge of the given resource. For the current experi-
ments, our focus has been on NOMLEX-plus and VerbNet, and our observation is that
these resources can make a significant contribution to conceptual indexing. However,
the framework is open for modeling aspects from in principle any linguistic resource
that includes semantics, e.g. role-assignment and selectional restrictions. In addition,
the framework can include heuristic rules that are not necessarily extracted from a spe-
cific resource. Large-scale experiments and evaluation have not yet been carried out,
but we anticipate that the results will match the good results from the small-scale ex-
periments carried out during the developement phase.

Problem areas for our approach include compounds and prepositions. Compounding
(e.g. [20,13]) as well as automatic deduction of semantic relations in noun-noun com-
pounds (e.g. [6,7,8,4,10]) are areas which have received much attention in recent years.
NOMLEX only concerns deverbal and relational nouns and, thus, for an improved treat-
ment of noun compounds in general, we still need to look more into potential resources
and theories.

Prepositions may denote a range of semantic relations and thus, our heuristic of as-
signing the WRT-role to all PP complements is very coarse. For a more detailed analysis
of the relations denoted by prepositions, we propose to apply the principles described
in [12] or using The Preposition Project ([14]). By applying such knowledge, we may
be able to specify the relation between phrase heads and complements as PPs based on
more subtle principles than the ones currently applied.
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Abstract. In this paper we introduce and analyze two improvements to 
GDClust [1], a system for document clustering based on the co-occurrence of 
frequent subgraphs. GDClust (Graph-Based Document Clustering) works with 
frequent senses derived from the constraints provided by the natural language 
rather than working with the co-occurrences of frequent keywords commonly 
used in the vector space model (VSM) of document clustering. Text documents 
are transformed to hierarchical document-graphs, and an efficient graph-mining 
technique is used to find frequent subgraphs. Discovered frequent subgraphs are 
then utilized to generate accurate sense-based document clusters. In this paper, 
we introduce two novel mechanisms called the Subgraph-Extension Generator 
(SEG) and the Maximum Subgraph-Extension Generator (MaxSEG) which di-
rectly utilize constraints from the natural language to reduce the number of can-
didates and the overhead imposed by our first implementation of GDClust.  

Keywords: graph-based data mining, text clustering, clustering with semantic 
constraints. 

1   Introduction 

There has been significant increase in research on text clustering in the last decade. 
Most of these techniques rely on searching for identical words and counting their 
occurrences [3]-[5]. The major motivation for our approach comes from typical hu-
man behavior when people are given the task of organizing multiple documents. As 
an example, consider the behavior of a scientific book editor who is faced with the 
complicated problem of organizing multiple research papers into a single volume with 
a hierarchical table of contents. Typically, even papers from the same research area 
are written (1) in multiple writing styles (e.g., using “clusters” instead of “concentra-
tion points”), (2) on different levels of detail (e.g., survey papers versus works  
discussing a single algorithm) and (3) in reference to different aspects of an analyzed 
area (e.g., clustering of numeric versus categorical data). Instead of searching for 
identical words and counting their occurrences [3]-[5], the human brain usually re-
members only a few crucial keywords and their abstract senses, which provide the 
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editor with a compressed representation of the analyzed document. These keywords, 
discovered thanks to the expert’s knowledge (replaced, in our case, by WordNet [6]-
[7]), are then used by the book editor to fit a given research paper into a book’s  
organization scheme, reflected by the table of contents. 

In this paper we improve the GDClust [1], a system that performs frequent sub-
graph discovery from a text repository for document clustering. In our approach 
document similarity is evaluated by generating a graph representation of each docu-
ment, where edges in the graph represent hypernym relationships of noun keywords 
and their abstract terms. Thus, a document-graph represents the structure within the 
ontology, which is independent of its specific keywords and their frequencies. In [1], 
we have shown that GDClust, which relies less on the appearance of specific key-
words, is more robust than the traditional vector space model-based clustering and 
represents an advanced method for organizing the numerous documents available to 
us on a daily basis. Here, we propose a novel Subgraph-Extension Generation (SEG) 
mechanism that significantly outperforms a well-known FSG [2] approach, used in 
the original implementation of GDClust [1]. Additionally, we enhanced our SEG by 
introducing our Maximum Subgraph-Extension Generation (MaxSEG) mechanism 
which provides faster dissimilarity matrix construction with the cost of slightly dete-
riorated performance compared to our SEG approach. 

The rest of the paper is organized as follows. Sec. 2 describes the background of 
this work. The overall GDClust system paired with our enhancements are portrayed in 
Sec. 3. Some illustrative experimental results and conclusions are presented in Sec. 4. 

2   Background 

Graph models have been used in complex datasets and recognized as useful by vari-
ous researchers in chemical domain [9], computer vision technology [10], image and 
object retrieval [11] and social network analysis [12]. Nowadays, there are well-
known subgraph discovery systems like FSG (Frequent Subgraph Discovery) [2], 
gSpan (graph-based Substructure pattern mining) [13], DSPM (Diagonally Subgraph 
Pattern Mining) [14], and SUBDUE [15]. Most of them have been tested on real and 
artificial datasets of chemical compounds.  

Agrawal et al. [8] proposed the Apriori approach for frequent patterns discovery. It 
is an iterative algorithm, where candidates for larger frequent patterns are gradually 
grown from frequent patterns of a smaller size. We start from discovering frequent 
patterns of size k=1, and in the next iteration merge them into the candidates for k=2-
size frequent patterns. After the candidates are created, we check for frequencies of 
their occurrences, and move on to the next iteration. 

There had been extensive research work in the area of generating association rules 
from frequent itemsets [16–17]. There are also some transaction reduction approaches 
proposed by Han et al. [18]. We apply our own variation of mining multilevel asso-
ciation rules [18] for the frequent sense discovery process and utilize the Gaussian 
minimum support strategy to prune edges from multiple levels of the terms. 

Our system (GDClust [1]) utilizes the power of using graphs to model a complex 
sense of text data. It constructs the document-graphs from text documents and a se-
mantic lexicon, WordNet [6]-[7], and then applies an Apriori paradigm [8] to discover 
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frequent subgraphs from them. GDClust uses frequent subgraphs as the representation 
of common abstract senses among the document-graphs. The benefit of GDClust is 
that it is able to group documents in the same cluster even if they do not contain 
common keywords, but still possess the same sense. 

The work we managed to find that is closest to our approach is a graph query re-
finement method proposed by Tomita et al. [19]. Their prototype depends on user 
interaction for the hierarchic organization of a text query. In contrast, we depend on a 
predefined ontology [6-7], for the automated retrieval of frequent subgraphs from text 
documents. GDClust offers an unsupervised system that utilizes an efficient subgraph 
discovery technique to harness the capability of sense-based document clustering. 

3   System Overview 

Our GDClust pipeline can be divided into three major components: (1) the Conver-
sion Unit and (2) the Subgraph Discovery Unit and (3) the Clustering Unit. 

The Conversion Unit is responsible for the conversion of each document to its cor-
responding graph representation. It utilizes the Word Vector Tool (WVTool) [20] for 
the retrieval of meaningful keywords from the documents. It uses the WordNet hy-
pernymy hierarchy to construct the document-graphs. We utilized WordNet’s noun 
taxonomy, which provides hypernymy-hyponymy relationships between concepts and 
allows the construction of a document-graph with up to 18 levels of abstractions. Our 
document-graph construction algorithm traverses up to the topmost level of abstrac-
tions of the keywords of a document to construct the corresponding document-graph. 
To incorporate natural language constraints and speed up the process of frequent 
subgraph discovery, we also construct the MDG, which is a merged document-graph 
containing connections between all the keywords of all the documents and their  
abstract terms. Section 3.2 describes how the MDG helps in faster generation of can-
didate subgraphs. 

The Subgraph Discovery Unit discovers frequent subgraphs representing frequent 
senses from the generated document-graphs. The Clustering Unit constructs the dis-
similarity matrix and clusters the documents utilizing the frequent subgraphs that 
were discovered by the Subgraph Discovery Unit. Sections 3.2 and 3.3 describe the 
subgraph discovery processes and the clustering mechanism used by our GDClust. 

3.1   Candidate Subgraph Pruning Using Gaussian Minimum Support 

We use an Apriori paradigm [4], to mine the frequent subgraphs from the document-
graphs, and we utilize our Gaussian minimum support strategy to logically prune  
1-edge subgraphs from candidate list before generating any higher order subgraphs. 
Since using WordNet results in a very large graph of all English nouns, we introduced 
the MDG and proposed a Gaussian minimum support strategy in GDClust. We use 
the minimum support strategy to limit the number of candidate subgraphs with ex-
tremely abstract and very specific synsets. Since WordNet’s ontology merges to a 
single term, the topmost level of abstraction is a common vertex for all of the gener-
ated document-graphs, yielding subgraphs that include the vertex with the topmost 
level of abstraction to be less informative for clustering. Moreover, terms near to the 
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bottom of the hierarchy are less useful due to their rare appearance in the document-
graphs causing them to be of little use for clustering purposes. Terms appearing 
within the intermediate levels of the taxonomy seem to be more representative clus-
ters’ labels than subgraphs containing terms at higher and lower levels.  
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Fig. 1. Abstraction-constrained Gaussian Minimum Support 

Our dynamic minimum support strategy, based on Gaussian function used to model 
support distribution, is illustrated in Fig. 1. The hierarchy drawn in the figure indi-
cates our MDG, where the nodes indicate the noun keywords and their abstracts, w is 
the width of the Gaussian curve at A/2, and lmax is the maximum number of abstraction 
levels in the MDG. Since there are 18 levels of abstraction in WordNet’s noun taxon-
omy, in our MDG 0≤lmax<18. Our Gaussian model accepts only the keywords which 
have frequency≥SupMIN (our predefined minimum support threshold) only when they 
appear at the mid level of our abstraction-based taxonomy. In the remaining cases, the 
model applies a gradual increase of minimum support threshold at higher and lower 
levels. This model makes the mid-levels of the taxonomy formed by MDG more  
important. It also assumes, based on our observation, that the generated document-
graphs contain a lot of frequent, but uninteresting subgraphs at the topmost level. At 
the same time, the document-graphs have distinct subgraphs at the bottom levels 
which are not frequent enough to carry significant meaning for the clustering pur-
poses. The first group of subgraphs would generate large clusters with low inter-
cluster similarity, and the second would generate a huge number of very small  
clusters. We apply the Gaussian dynamic minimum support strategy to prune 1-edge 
subgraphs before the starting of generation of higher order subgraphs. 

3.2   Semantically-Guided Candidate Subgraph Generation 

Our document-graph construction algorithm ensures that a document-graph does not 
contain more than one edge between two nodes. Additionally, the overall subgraph 
discovery concept ensures that the same subgraph does not appear more than once in 
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a particular document-graph. All the edges and nodes of a document-graph are 
uniquely labeled. We developed a fast method to generate candidate subgraphs named 
Subgraph-Extension Generator (SEG). We have compared our approach with the 
original FSG-based [2] mechanism. Additionally, we enhanced our SEG to Maximum 
Subgraph-Extension Generator (MaxSEG) which generates smaller number of sub-
graphs and thus offers faster dissimilarity matrix construction during the clustering 
phase. The descriptions of FSG, SEG and MaxSEG approaches are as follows. 

1) FSG [2]: In the FSG approach, a (k+1)-edge candidate subgraph is generated by 
combining two k-edge subgraphs where these two k-edge subgraphs have a common 
core subgraph [2] of (k-1)-edges.  This approach requires time-consuming compari-
sons between core subgraphs during the generation of a higher level subgraph. To 
avoid edge-by-edge comparisons, we assigned a unique code for each subgraph from 
the list of their edges’ DFS-codes. This code is stored as the hash-code of the sub-
graph object. Therefore, checking two core subgraphs for equality has been reduced 
to a simple integer hash-code comparison. Although this approach is very fast for 
small graphs, it becomes inefficient for big document-graphs due to large number of 
blind attempts to combine k-edge subgraphs to generate (k+1)-edge subgraphs. 

Consider an iteration in which we have a total of 21 5-edge subgraphs in the candi-
date list L5. We try to generate 6-edge subgraphs from this list. Consider the situation 
of generating candidates using one 5-edge subgraph (e.g., lmnop) of L5. The original 
FSG [2] approach tries to combine all 20 remaining subgraphs with lmnop but suc-
ceeds, let us assume, only in three cases. Fig. 2 illustrates that lmnop is successfully 
combined with only mnopq, mnopr and mnops. All 17 other attempts to generate a 6-
edge subgraph with lmnop fail because the 4-edge core-subgraphs, analyzed in this 
case, do not match. Fig. 2 shows the attempts to generate good candidates for just one 
subgraph (lmnop). For all the subgraphs in L5, there would be a total of 21×20=420 
blind attempts to generate 6-edge subgraphs. Some of these attempts would succeed, 
but most would fail to generate acceptable 6-edge candidates. Although GDClust 
utilizes hash-codes of subgraphs and core-subgraphs for faster comparisons, it cannot 
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Fig. 2. Attempts to combine lmnop with 
other 5-edge subgraphs of (L5) 
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avoid comparing a large number of hash-codes for all candidates using the FSG  
approach. We have reduced this number of comparisons by a significant degree by 
implementing our own and new Subgraph-Extension Generation (SEG) method. 

2) SEG: Rather than trying a brute-force strategy of comparing all possible combi-
nations (e.g., FSG [2]), we use the MDG as the source of background knowledge to 
entirely eliminate the unsuccessful attempts while generating (k+1)-edge candidate 
subgraphs from k-edge subgraphs. We maintain a neighboring-edges’ list for each k-
edge subgraph and generate candidates for frequent higher order subgraphs by taking 
edges only from this list. 

Fig. 3 shows the SEG mechanism for subgraph lmnop, which can be compared 
with the FSG approach of Fig. 2. The gray edges of Fig. 3 are the edges of the 5-edge 
subgraph which we want to extend to generate 6-edge candidates. The black lines 
indicate the neighboring edges which extend the 5-edge gray subgraph maintained in 
our MDG. The same instance is used for both Fig. 2 and Fig. 3 for an easy compari-
son. The neighboring-edges’ list of lmnop contains edges {q, r, s}. Unlike in Fig. 2, in 
the example presented in Fig. 3 the SEG technique does not try to blindly generate 
higher order subgraphs 20 times. Rather, it proceeds only three times, using the con-
straints coming from knowledge about the neighboring edges of lmnop in the MDG. 
It results in only three attempts to generate higher-order candidate subgraphs. None of 
these attempts fails to generate a candidate subgraph because the mechanism depends 
on the physical evidence of possible extension. Therefore, the SEG offers a novel 
knowledge-based mechanism that eliminates unnecessary attempts to combine sub-
graphs. All the generated candidate subgraphs that pass the minimum support thresh-
old are entered into a subgraph-document matrix (analogous to term-document matrix 
of the vector-space model of document clustering). The subgraph-document matrix is 
used in the document clustering process later. 

3) MaxSEG: In this approach, we keep only the largest frequent subgraphs and re-
move all smaller subgraphs if they are contained in the higher order subgraphs. Any 
k-edge subgraph with support s is removed from the subgraph-document matrix if 
every (k+1)-edge frequent subgraph generated from it has the same support, which we 
will denote with s. If the k-edge subgraph generates at least one (k+1)-edge frequent 
subgraph that has frequency within [SupMIN, s) range, then we keep both the k-edge 
subgraph and the generated (k+1)-edge subgraphs. 

In our implementation the SEG and the MaxSEG both require the same number of 
attempts to generate (k+1)-edge subgraphs from a k-edge subgraphs, but they result in 
different numbers of subgraphs in the subgraph-document matrix. Consider that the 5-
edge subgraph lmnop of the example given in Fig. 3 appears in 20 document-graphs 
(support=20) and the SupMIN threshold is 10. If every generated 6-edge subgraph of 
the example has support=20, then we remove lmnop from the subgraph-document 
matrix and keep only the newly generated 6-edge subgraphs. Now consider another 
situation where one of the generated 6-edge subgraphs lmnopq has support=15 and 
the other 6-edge subgraphs have support=20. In this case, all of the 5-edge and 6-edge 
subgraphs lmnop, lmnopq, lmnopr and lmnops will remain in the subgraph-document 
matrix according to our MaxSEG approach. Therefore, the decision whether a k-edge 
subgraph will remain in the subgraph-document matrix or not is taken after generating 
all the (k+1)-edge subgraphs from this particular k-edge subgraph. This is why both 
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SEG and MaxSEG approaches require the same number of attempts to generate 
higher order subgraphs, but the numbers of their resultant subgraphs are different. 

3.3   Clustering and Evaluation 

GDClust [1] uses Hierarchical Agglomerative Clustering (HAC) [21] to gradually 
group the documents. We have chosen HAC because it facilitates the evaluation of 
our results from a broad range of generated clusters. The clustering unit constructs a 
dissimilarity matrix that contains dissimilarity values between every pair of docu-
ment-graphs derived based on the number of common frequent subgraphs occurring 
in their respective document-graphs. We have used the cosine similarity measure [22] 
in all experiments because of its popularity in text clustering. 

To evaluate the clustering of GDClust, we used both unsupervised and supervised 
evaluations of cluster validity. As an unsupervised evaluation we used the Average 
Silhouette Coefficient (ASC) [23]. We used entropy, purity and F-measure as super-
vised measures of cluster evaluation [24]. We compared our sense-based system with 
the traditional (i.e., bag-of-nouns) vector space model (VSM) that applies logarithmic 
normalization of keywords’ frequency (i.e., TF-IDF). Additionally, we compared our 
sense-based system with a VSM utilizing the background knowledge of WordNet 
(i.e., bag-of-concepts). With this mechanism, which we called concept VSM, we 
expand each term into its corresponding synsets (i.e., concepts) from WordNet, and 
then we split the term’s frequency between these synsets to obtain synset frequency 
values. Using these frequencies we compute values which are analogous to TF-IDFs 
in the traditional VSM. The same hierarchical agglomerative clustering algorithm as 
GDClust is used in both traditional and concept VSM-based systems to keep our 
experiments comparable.  

4   Experimental Results and Conclusions 

In our experiments, we used all 19997 documents of the 20 Newsgroups (20NG) [25] 
dataset. Some of the 20 class labels of the dataset can be combined together to form a 
higher level group. As a result, the class labels provided with the dataset may not 
match the clusters well and therefore our supervised evaluation must carry some im-
perfection. Table 1 shows the list of the 20NG, partitioned to 6 classes more or less 
according to subject matter as recommended in [25]. We used these 6 classes for our 
supervised evaluation of clustering. 

Table 1. 20 Newsgroups (20NG) dataset [25] 

Class # of Docs Original Newsgroups’ Labels 
1 5000 comp.graphics, comp.os.ms-windows.misc, comp.sys.ibm.pc.hardware, 

comp.sys.mac.hardware, comp.windows.x 
2 4000 rec.autos, rec.motorcycles, rec.sport.baseball, rec.sport.hockey 
3 4000 sci.crypt, sci.electronics, sci.med, sci.space 
4 3000 talk.politics.misc, talk.politics.guns, talk.politics.mideast 
5 2997 talk.religion.misc, alt.atheism, soc.religion.christian 
6 1000 misc.forsale 
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4.1   Performance and Accuracy Analysis of the Subgraph Discovery Process 

This section provides the experimental results of GDClust using the original FSG, 
SEG, and MaxSEG approaches. Since the FSG approach is very slow compared to 
our SEG and MaxSEG mechanisms, we used only a subset of 5000 documents to 
show the comparison between approaches (Fig. 4). We constructed the stratified sub-
set of 5000 documents by randomly selecting 25% of the documents from each of the 
6 groups of Table 1. We show results with the complete 20NG dataset in all remain-
ing experiments. 

The new SEG and MaxSEG approaches for the frequent subgraph discovery proc-
ess outperform our original FSG-based strategy. Due to the speed of SEG and Max-
SEG, the lines drawn for them appear linear and flat in comparison to the light-gray 
line of the FSG approach (Fig. 4.a), although the actual behaviors of SEG and Max-
SEG are not linear (Fig.4.b). All curves maintain their hat-like shape, typical of the 
Apriori approaches, but due to the scale necessary to show the FSG results it is not 
clearly visible in Fig. 4.a. 

 

The SEG and MaxSEG approaches of GDClust outperform the FSG approach by a 
high magnitude due to the lower number of attempts used to generate higher order 
subgraphs by avoiding blind attempts. Table 2 shows that in every case SEG or Max-
SEG saved a huge percentage of blind attempts generated by the FSG approach. The 
SEG and MaxSEG approaches saved 98.8% of the attempts while generating 15-edge 
subgraphs from frequent 14-edge subgraphs. Since 14-edge subgraphs are the most 
frequent ones (Table 3), obviously the number of attempts to construct 15-edge sub-
graphs from 14-edge subgraphs reaches the maximum for the FSG approach. 

The numbers of the detected frequent (k+1)-edge subgraphs are the same for FSG 
and SEG because both methods generate complete sets of frequent subgraphs. How-
ever, they use different mechanisms to construct higher order subgraphs with different 
numbers of attempts. MaxSEG also generates same number of (k+1)-edge candidate 
subgraphs from the list of k-edge subgraphs during its execution (Table 2). But after 
extending a k-edge subgraph, MaxSEG removes it from the subgraph-document 
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Fig. 4. Comparison between FSG, SEG, and MaxSEG via the time spent on generating k-edge 
subgraphs. (b) is a close-up of (a) to better show the behaviors of SEG and MaxSEG.  
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Table 2. Number of attempts to generate 
k+1-size candidates from the k-size freq. 
subgraphs, where k is the number of 
iteration in Apriori. 

k FSG SEG &  
MaxSEG 

Savings [%]

1 --- --- --- 
2 11990 184 98.47% 
3 7656 289 96.23% 
4 6320 406 93.58% 
5 8742 654 92.52% 
6 18360 1150 93.74% 
7 41412 2006 95.16% 
8 92112 3386 96.32% 
9 195806 5532 97.17% 
10 416670 8954 97.85% 
11 827190 13850 98.33% 
12 1441200 19855 98.62% 
13 2124306 25973 98.78% 
14 2661792 31117 98.83% 
15 2861172 34365 98.80% 
16 2697806 35341 98.69% 
17 2263520 34106 98.49% 
18 1649940 30565 98.15% 
19 1031240 25268 97.55% 
20 539490 19035 96.47% 
21 231842 12952 94.41% 
22 78680 7810 90.07% 
23 20306 4098 79.82% 
24 3782 1827 51.69% 
25 462 665 34.63% 
26 30 185 23.33% 
 

Table 3. Numbers of Frequent Subgraphs, 
actually discovered in each iteration (k) of all 
3 implementations: FSG, SEG, and MaxSEG 

 k 
FSG & 
SEG 

Max 
SEG 

Fr. Subgr. Reduced 
by MaxSEG [%] 

1 110 86 21.82% 
2 88 72 18.18% 
3 80 68 15.00% 
4 94 81 13.83% 
5 136 112 17.65% 
6 204 164 19.61% 
7 304 236 22.37% 
8 443 338 23.70% 
9 646 469 27.40% 
10 910 605 33.52% 
11 1201 733 38.97% 
12 1458 832 42.94% 
13 1632 877 46.26% 
14 1692 846 50.00% 
15 1643 782 52.40% 
16 1505 696 53.75% 
17 1285 590 54.09% 
18 1016 468 53.94% 
19 735 350 52.38% 
20 482 241 50.00% 
21 281 150 46.62% 
22 143 83 41.96% 
23 62 40 35.48% 
24 22 16 27.27% 
25 6 5 16.67% 
26 1 1 0.00% 

 

 

matrix if this particular k-edge subgraph has generated all (k+1)-edge subgraphs hav-
ing the same support as this k-edge subgraph. This is the reason why numbers of gen-
erated left frequent subgraphs are different in MaxSEG approach than the FSG or 
SEG (Table 3). Fig. 4.b shows that the SEG approach is slightly faster than the Max-
SEG approach. This is due to the fact that MaxSEG requires additional checks to 
verify the supports of the newly generated (k+1)-edge subgraphs in order to remove 
their immediate k-edge parent subgraph. Table 3 shows the exact number of the de-
tected frequent k-edge subgraphs by the SEG and the number of maximum subgraphs 
detected by the MaxSEG. It also shows the percentage of the subgraphs removed by 
the MaxSEG approach. It shows that the MaxSEG approach removes 50% of the 14-
edge frequent subgraphs during the generation of 15-edge subgraphs. 

Although the MaxSEG approach removes a lot of smaller subgraphs, our results 
show that it does not cause the same decrease of clustering quality. Table 4 shows that 
FSG, SEG and MaxSEG result in much better clustering than the VSMs. Note that 
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Table 4. Dissimilarity Matrix construction times and the results of hierarchical agglomerative 
clustering of the 20NG dataset, presented via: Entropy, Purity, F-measure and Average Silhou-
ette Coefficient 

 Supervised Evaluations 
 

Time 
(sec) Entropy Purity F-meas. 

Unsupervised 
Eval. via ASC 

FSG 768 0.84 0.81 0.77 0.76 
SEG 768 0.84 0.81 0.77 0.76 
MaxSEG 462 0.87 0.81 0.76 0.63 
Traditional VSM 160 2.46 0.26 0.28 0.04 
Concept VSM 95 2.46 0.25 0.26 -0.07 

 
while SEG offers faster execution than FSG, the clustering results are the same since 
they both generate the same set of subgraphs. Additionally, although the MaxSEG 
approach removes approximately 45% of all discovered frequent subgraphs, it is not 
penalized during the clustering process in this ratio. Table 4 shows that the F-measure 
for MaxSEG is just slightly lower than the F-measure of the SEG and FSG ap-
proaches. Since MaxSEG reduces the number of subgraphs, it offers faster construc-
tion of the dissimilarity matrix during the clustering phase compared to the FSG and 
SEG driven approaches (see column Time (sec) in Table 4). 

Our GDClust-based approach to document clustering shows more accurate results 
than the vector space models of document clustering. Table 4 shows that the best 
clustering is found using the SEG approach. The traditional VSM based approach 
does not show good groupings of data. ASC=0.04 for 6 clusters indicates that the 
VSM fails to provide clear separation between clusters. Furthermore, the concept-
based VSM provides even worse separation between clusters, which indicates that the 
inclusion of background knowledge alone is not enough to provide good results.  

4.2   Conclusions 

GDClust presents a valuable technique for clustering text documents based on the co-
occurrence of frequent senses in documents. The approach offers an interesting, 
sense-based alternative to the commonly used VSM for clustering text documents. 
Unlike traditional systems, GDClust harnesses its clustering capability from the fre-
quent senses discovered in the documents. It uses graph-based mining technology to 
discover frequent senses. Unlike chemical compounds, our document-graphs may 
contain thousands of edges which results in a slow generation of frequent subgraphs 
during the discovery process using pre-existing graph mining techniques. We have 
introduced the SEG and the MaxSEG techniques of frequent subgraph generation, 
which outperform the previous used FSG strategy by a high magnitude by taking 
advantage of the constraints coming from our knowledge about natural-language. We 
have shown that our proposed approaches perform more accurately than VSMs. 
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Abstract. Automatic processing of text documents requires techniques
that can go beyond the lexical level, and are able to handle the seman-
tics underlying natural language sentences. A support for such techniques
can be provided by taxonomies that connect terms to the underlying con-
cepts, and concepts to each other according to different kinds of relation-
ships. An outstanding example of such a kind of resources is WordNet.
On the other hand, whenever automatic inferences are to be made on a
given domain, a generalization technique, and corresponding operational
procedures, are needed. This paper proposes a generalization technique
for taxonomic information and applies it to WordNet, providing exam-
ples that prove its behavior to be sensible and effective.

1 Introduction

Due to the complexity of natural language, most NLP techniques in the litera-
ture have so far focused on lexical-level representations such as bags of words.
Unfortunately, using a strictly syntactical approach to text processing is often
insufficient, because the words make direct and explicit reference to underlying
concepts that have complex interactions and relationships to each other, and
that are fundamental to understand the text and to relate texts to each other.
For instance, two sentences such as “the man bought a car” and “the woman won
a bicycle” would be considered as having nothing in common, while any human
would immediately grasp their generalization of “a person acquiring a means
of transportation”. Hence, the need to introduce and exploit taxonomic knowl-
edge, as provided by existing lexical resources and ontologies. In this work, we
will focus on the exploitation of taxonomic resources to set up a generalization
framework. This involves two components: a procedure that, given two (sets of)
words or concepts returns their generalization, and a procedure that, given a tax-
onomic model (possibly coming from previous generalizations of words/concepts)
and an observed word/concept, checks whether the former covers the latter. In
this paper, we will use a widely-known general-purpose lexical taxonomy, Word-
Net, as a sample resource on which demonstrating the proposed technique. How-
ever, it should be noted that this decision is just driven by the opportunity of
having a wide-scope, readily-available taxonomic resource for testing the tech-
nique. Indeed, the technique itself is completely general and can be applied to
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any other (possibly domain-specific) resource having very general features pro-
vided by WordNet: the generalization-specialization relationship (for nouns and
verbs) and some kind of relationship expressing closeness or similarity among
taxonomic items (such as synonymy).

After providing some background and fundamental notions in the next section,
Section 3 describes the approach to generalization and coverage, while Section 4
provides a qualitative validation of the approach. Finally, Section 5 concludes
the paper and proposes future work issues.

2 Background

This section discusses the basic features of an ontology that are needed to apply
the generalization technique proposed in the following sections. Although these
features are general, they will be framed in the WordNet environment to have a
more practical example. WordNet [1, 2] is a famous lexical taxonomy/ontology1

inspired by psycho-linguistic theories on human memory. It takes into account
two main concepts: word forms, i.e. their written aspect, and word meanings,
i.e. their underlying concept. Differently from classical dictionaries, terms in
WordNet are not organized as an alphabetically ordered list, but arranged in a
graph determined by various kinds of relationships. Nodes representing terms are
linked to the nodes representing the corresponding meanings. From the opposite
perspective, each node representing a meaning is connected to all synonymous
words expressing that meaning, this way defining the fundamental concept of
synset (‘synonymous set’). Synsets can be considered as unique identifiers for
meanings (in the rest of this paper, the terms ‘concept’, ‘meaning’, ‘sense’ and
‘synset’ will be used interchangeably), and a textual definition, called a gloss, is
also provided for each of them. Clearly, due to polysemy one term might have
different meanings (i.e., be associated to many synsets), and might even belong
to different syntactic categories. The current version of WordNet (3.0) includes
more than 150.000 lexical forms and approximately 120.000 synsets.

Two kinds of relationships are defined in WordNet. Semantic ones always re-
late two synsets/meanings, while lexical relationships, on the other hand, involve
both terms and synsets [3]. For the purposes of our technique, we need to focus
just on the following semantic relationships:

Hyperonymy determines a generalization hierarchy on synsets, and is defined
on nouns and verbs. It links a synset X to a more general one Y such
that “X is a kind of Y ”. Interpreting it the other way round, one obtains its
opposite relationship, hyponymy, that links a concept Y to a more specialized
one X and hence determines specialization hierarchies. They are the largest
relationships in WordNet.

Similarity used among adjectives only, according to the relationship of anti-
nomy. The main adjectives on which such a relationship is set are called head

1 There is a debate about the latter definition, since some require an ontology to
contain formal definitions of the concepts.
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synsets, and in turn are connected to similar satellite synsets that somehow
inherit the antinomy relationships from the main meaning to which they are
connected.

and on the following lexical ones:

Sinonymy is, as already pointed out, the main relationship in WordNet. Inter-
estingly, synonymous terms are not directly connected to each other, but they
are connected to the synset representing the underlying meaning. Thus, two
terms are implicitly synonyms if both are linked to the same synset. Among
several possible definitions of synonymy, WordNet adopts a perspective ac-
cording to which two terms are synonyms if they can be safely replaced to
each other in a given linguistic context without changing the sentence mean-
ing. This clearly avoids the possibility of two terms in different syntactic
categories being synonymous, and in practice neatly divides the whole tax-
onomy into four separate parts, corresponding to the syntactic categories of
nouns, verbs, adjectives and adverbs.

See also a lexical relationship connecting related terms such that the latter
helps in defining or understanding the former.

Of course, availability of additional relationships in the taxonomy, although
not required, can allow to extend and refine the proposed technique if suitably
exploited.

WordNet has gained a lot of attention in the literature, as a wide-coverage,
general-purpose linguistic resource that tries to bridge the gap between the lex-
ical level and the underlying semantics. Several translations (both in different
languages and cross-language), tailorings to specific application domains, and
extensions with additional information (e.g., WordNet Domains [4]) have been
carried out. It has been thoroughly exploited for many tasks, among which Word
Sense Disambiguation [5] and similarity assessment among concepts [6, 7, 8].
However, not much work seems to be available concerning inference strategies
defined on the WordNet taxonomy to exploit it as a support for reasoning about
(terms,) concepts and their relationships.

3 Taxonomic Generalization and Coverage

The problem we will face in this work can be defined as follows: given two
concepts in a WordNet-like taxonomy, how to define their generalization. For
instance, such a generalization may act as a model to be checked against further
observed concepts. Hence, the problem of how to assess whether a model accounts
for an observation. This setting can be extended taking into account sets of
concepts instead of single concepts. This allows to handle words, even without
any hint about their grammatical role and exact meaning, by replacing them
with the set of their possible associated concepts in any grammatical category.
In WordNet, nouns/verbs on one hand, and adjectives/adverbs on the other,
have a very similar organization and relationships involving them. Accordingly,
we will devise two generalization/coverage strategies.
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For nouns and verbs a hierarchical generalization based on the Hyponymy re-
lationship is implicitly available. The ancestors of a concept according to such a
relationship can be interpreted as all its possible generalizations. A classical ap-
proach has been to take as a generalization of given concepts their Least Common
Subsumer (i.e., the closest common ancestor). This might be misleading when
the taxonomy is actually a heterarchy, where there might be several incompat-
ible Least Common Subsumers. An alternative naive approach might consist in
taking as a generalization of two synsets the set of all their common ancestors,
and in saying that a model of this kind covers an observation term/synset if
and only if there is a non-empty intersection between the model and the set of
ancestors of the observation. However, this would be very loose, because there
is a highest chance that the top (i.e., the most general and abstract) concepts in
the hierarchy appear in both, resulting in the coverage of almost everything. In-
deed, in such a hierarchy the closest concept that generalizes two given concepts
is almost always too general to be of use (often just the root of the hierarchy,
‘Entity’) and might not be unique (due to polysemy). The problem is that the
top-level ancestors are very general, and hence useless in practice because they
would be over-generalizations. A solution might be ignoring (i.e., removing from
the hierarchy) the very top concept ‘Entity’, or even the highest levels in the
hierarchy, but this would introduce the problem of how to determine up to which
level to ignore, and how being sure that the removed levels are in fact irrelevant
to the task correctness. To avoid this problem, a baseline approach that we will
adopt consists in assuming that a model covers an observation if and only if the
ancestors of the observation include all of the model synsets. It is clearly a very
cautious/pessimistic approach (requiring that the set of synsets in the model is
a subset of the set of ancestors of the observation is a very strict bias), but can
serve as a reference for comparing the performance of other solutions.

We propose a generalization technique that selects, among all common an-
cestors of the two elements to be generalized, the ‘border’ set of all ‘minimal’
ancestors (in the sense that they have no descendant in the set of common an-
cestors, a kind of leaves of such a hierarchy). Given a set of concepts X , let us
denote by BX the border of X , and by AX the remaining ancestors of X . In
some sense, the border represents the set of all minimally general generaliza-
tions, resembling for this the version space approach [9]. Considering only the
‘border’ subset, the model is not more general than needed and hence does not
include concepts more general than those it should account for. In this way, the
initial option of checking for a non-empty intersection between the ancestors of
the observation (including the synsets in the observation itself) and the border
synsets in the model becomes much more sensible. The underlying rationale is
that the model specificity is expressed by its border synsets, and not by all of
its ancestors, and hence only the former should be exploited for checking ob-
servation coverage. More formally: given a model M and an observation O, M
covers O if BM ∩ (BO ∪AO) �= ∅, i.e. at least one of the meanings in the model
covers (i.e., is in the generalization hierarchy of) one of the synsets in the ob-
servation. Using BM (instead of BM ∪AM , as in the naive version) avoids that
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Algorithm 1. Generalization technique for nouns and verbs in a taxonomy
Require: X: set of concepts
Require: T: taxonomy

A ← concepts(T ) /* set of common ancestors */
for all x ∈ X do

A ← A ∩ {a ∈ concepts(T ) | ancestorT (a, x)}
end for
return {c ∈ A | � ∃c′ ∈ A s.t. ancestorT (c′, c)}

Fig. 1. A hypothetical fragment of taxonomy

the observation is covered by an ancestor in the model and hence, actually, by
an over-generalization, and with respect to the baseline model is not so strict
as to require that all of the model synsets are included in the ancestors of the
observation. Algorithm 1 sketches the pseudo-code of the procedure, assuming a
taxonomy on whose elements an ‘ancestor’ relationship is defined (corresponding
to the transitive closure of the generalization relationship).

As an example, consider the tree in Figure 1, and two words P1 and P2,
corresponding respectively to synsets (nodes) {F,H, T } and {E, I, S}. Their
generalization M is equal to {B,A,G,Q,N,L}, where the border of M is BM =
{B,G,Q} and the set of ancestors of M is AM = {A,N,L}. This is the chosen
model. Now, let us consider word P3, corresponding to the set of synsets {D,R}:
the set (BP3 ∪ AP3) including both its nodes and the ancestors of its nodes is
{D,B,A,R,Q,N,L}. Thus, since (BP3 ∪ AP3) ∩ BM �= ∅, P3 is covered by M .
Finally, consider word P4, corresponding to the set of nodes {C,P}. The set
(BP4 ∪ AP4 ) comprising its nodes and their ancestors is {C,A, P,N,L}. Since
(BP4 ∪AP4) ∩BM = ∅, P4 is not covered by M .

As another example actually taken from WordNet, generalizing ‘pencil’ and
‘rubber’ (both can be interpreted both as tools and as the underlying matter),
the baseline generalization would be:
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[entity], [whole,whole thing,unit], [object,physical object], [substance,matter],
[artifact,artefact], [implement], [instrumentality,instrumentation]

whose border is:

[substance,matter], [implement]

Adjectives are not hierarchically organized as nouns and verbs. E.g., although
‘colored’ can be considered as a generalization of ‘red’, such a relationship is
not specified in WordNet. The following relationships are available in WordNet
for adjectives: Similarity, Attribute, See also, Participial, Pertinence, Derivation.
We propose to select the set of items connected by the ‘Similarity’ and ‘See also’
relationships to the two adjectives to be generalized, because in a sense they
express all possible variations thereof, and then taking their intersection. Since
in this case the generalization does not consist of more abstract concepts, but
of closely related ones, the coverage algorithm for adjectives consists in checking
that there is a non-empty intersection between the adjectives in the model and
the set of ‘ways for defining’ the corresponding synset in the observation. I.e.,
at least an element in the model must be related by similarity (relationship
‘Similarity’) or must provide further information (through relationship ‘See also’)
to the adjective synset in the observation. This strategy can be applied also to
adverbs derived from adjectives, by switching to the corresponding adjectives,
while no hint is available for the others.

4 Evaluation

To evaluate the viability of the proposed techniques, several groups of 6 words
for each word category were chosen from WordNet3.0 by linguistic experts, to
which a concept of term generalization was provided, but who were not aware of
the specific algorithm discussed above. Specifically, for each group they selected
two reference words to be generalized, and four more test words: two somehow
related to the reference words (that, in principle, had to be covered by the gen-
eralization), and two conceptually unrelated (that should not be covered by the
generalization). This setting was devised to provide indications of the general-
ization and coverage behavior on both false positives and false negatives, for
evaluating both completeness and consistency. The performance of the general-
ization was then compared to the naive baseline. In the following, for each group
of test words (along with an explanation for the choice of such words, when
useful), a table will show the behavior of the proposed technique against the
baseline (where Y means that the generalization covers the observation, while N
means that it does not).

First, a few cases taken from the category of nouns were considered. In Case
1, there are two tricky tests: ‘boy’, that is to be covered with reference to an
application of the generalized terms to persons, and ‘antilope’, that might be
misleading being an animal, but must not be covered being a herbivore.
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Case 1 : dog-cat
Term theoretical motivation proposal baseline

leopard Y a carnivore Y N
boy Y cat and dog are used also referred

to persons
Y N

antilope N a herbivore N N
book N N N

Case 2 : nail-hammer
Term theoretical motivation proposal baseline
hand Y nail and hammer (a bone in the

ear) are parts of the body
Y N

saw Y nail and hammer are carpentry
tools

Y N

girl N N N
river N N N

Some examples from the category of verbs are reported below. Specifically,
Case 2 is particularly interesting due to the highly polysemic behavior of ‘play’.

Case 1 : introduce-repose
Term theoretical motivation proposal baseline
insert Y putting something in Y N

enclose Y putting something in a container Y N
change N N N
increase N N N

Case 2 : play-represent
Term theoretical motivation proposal baseline

pretend Y indicates an artificial behavior,
like in drama acting

Y N

perform Y to put on a show or performance Y N
swim N N N
think N N N

Then, for adjectives, words that in at least one of their meanings can be
considered similar to the reference pair were taken into account as positive test
cases. Interestingly, in Case 1 coverage is correctly recognized also for test cases
that refer to different perspectives on the reference terms (‘incisive’ is an abstract
interpretation, while ‘needlelike’ is more concrete).

Case 1 : sharp-acute
Term theoretical motivation proposal baseline

incisive Y referred to the effectiveness of a
reasoning, way of thinking or of
speaking

Y Y

needlelike Y somehow in-between the two ref-
erence terms

Y Y

happy N a state-of-mind N N
hungry N a psycho-physical state N N
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Case 2 : tiny-little
Term theoretical motivation proposal baseline
young Y has a similar meaning to the ref-

erence terms when referred to
persons

N N

small Y has a similar meaning to the ref-
erence terms when referred to
persons or things

Y Y

depressed N a state-of-mind N N
long N referred to distance rather than

size
N N

Finally, some adverbs derived from adjectives were considered, using the same
rationale as reported above for adjectives.

Case 1 : quickly-rapidly
Term theoretical motivation proposal baseline

speedily Y a synonym Y N
apace Y a synonym Y N
near N N N
easily N N N

Case 2 : appropriately-fittingly
Term theoretical motivation proposal baseline

suitably Y a synonym Y N
fitly Y a synonym Y N

jointly N N N
playfully N N N

Table 1 summarizes the results for the complete set of word groups, and for
each word category, both overall and on positive/negative cases only. It clearly
emerges that the proposed solution not only represents an outstanding improve-
ment on the baseline, but produces very high-quality results in itself. More specif-
ically, although the generalizations are more compact in the proposed procedure
due to the focus on the border only, the key for the improvement is represented
by the coverage procedure. Indeed, as to nouns and verbs, the baseline cover-
age strategy is very pessimistic, and rejects almost all test words: all negative
cases are correctly rejected, but no positive cases are covered for nouns, nor
for verbs. Conversely, the proposed technique provides a perfect behavior on
both positive and negative cases for these categories. On adjectives and adverbs
the generalization and coverage strategies are the same for both the ‘baseline’
and the ‘proposal’, but two different evaluation strategies were compared: in the
former, pairwise comparisons are carried out among single meanings in the two
references, while the latter adopts a global approach that first expands all mean-
ings, and only subsequently intersects the resulting sets as a whole. Actually, on
adverbs the proposed approach turns out to be (significantly) better. Conversely,
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Table 1. Statistics on performance (accuracy) of the taxonomic generalization and
coverage procedures

Coverage Proposal Baseline Improvement

All 31/32 97% 19/32 59% 38%
positive only 15/16 94% 3/16 19% 75%
negative only 16/16 100% 16/16 100% 0%

Nouns 8/8 100% 4/8 50% 50%
positive only 4/4 100% 0/4 0% 100%
negative only 4/4 100% 4/4 100% 0%

Verbs 8/8 100% 4/8 50% 50%
positive only 4/4 100% 0/4 0% 100%
negative only 4/4 100% 4/4 100% 0%

Adjectives 7/8 87% 7/8 87% 0%
positive only 3/4 75% 3/4 75% 0%
negative only 4/4 100% 4/4 100% 0%

Adverbs 8/8 100% 4/8 50% 50%
positive only 4/4 100% 0/4 0% 100%
negative only 4/4 100% 4/4 100% 0%

as to adjectives, the coverage performance of the proposed approach is just the
same as the baseline, although it should be said that it could be hardly improved
because only one error on positive cases occurs.

5 Conclusions

Several techniques for processing texts are based on the lexical level in order
to make the problem computationally tractable. However, the tricks of natural
language, and the relationships among the concepts underlying the words that
are used in text, call for some kind of taxonomic background knowledge to
help handling the semantics underlying the sentences. An outstanding example
of such a kind of resources is WordNet. This paper proposed a generalization
procedure, and a coverage procedure, to be exploited for automatic inferences
on a given domain for which basic taxonomic information is provided. Although
the problem is not very suitable to statistic evaluation, selected test cases were
devised, and the outcome of the proposed technique on WordNet terms revealed
that its behavior is sensible and effective.

Future work, part of which is already ongoing, includes running wider and
more varied experiments. Moreover, further relationships expressed in Word-
Net might be exploited for improving the generalization. The proposed tech-
nique might be exploited to extend a purely syntactical approach to inference
in First-Order Logic, where some predicates are not just uninterpreted syntactic
entities, but are associated to nodes in a taxonomy, which would allow to ex-
ploit the relationships in the taxonomy as a background knowledge in order to
tackle more complex problems. In particular, we intend to embed it in an existing
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framework for symbolic Machine Learning presented in [10, 11]. A possible ex-
ample of application might be learning from structural representations of natural
language sentences, as proposed in [12].
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Abstract. The paper introduces a task of frequent concept mining: min-
ing frequent patterns of the form of (complex) concepts expressed in
description logic. We devise an algorithm for mining frequent patterns
expressed in standard EL++ description logic language. We also report
on the implementation of our method. As description logic provides the
theorethical foundation for standard Web ontology language OWL, and
description logic concepts correspond to OWL classes, we envisage the
possible use of our proposed method on a broad range of data and knowl-
edge intensive applications that exploit formal ontologies.

1 Introduction

One of the fundamental data mining tasks is the discovery of frequent patterns.
A branch of the research in this area investigates methods for mining patterns in
relational, logical representations within Inductive Logic Programming (ILP) [1]
framework. Within the setting of ILP, frequent pattern mining has been investi-
gated initially for Datalog language, in systems such as WARMR [2], FARMER

[3] or c-armr [4]. Recently, however, with increased availability of information
published using standard Semantic Web languages like OWL1 (grounded theoret-
ically on description logic (DL) [5]), new approaches are needed to mine these
new relational sources of data. Therefore some recent proposals like SPADA

[6] or SEMINTEC [7] have extended the scope of relational frequent pattern
mining, based on ILP methodology to operate on description logic, or hybrid
languages (combining Datalog with DL or DL with some form of rules). How-
ever, none of the approaches to mine frequent patterns have targeted so far
peculiarities of the DL formalism, namely variable–free notation, explicit use of
quantifiers (e.g. ∃), and DL constructors (e.g. �) in representing patterns.

This paper aims to fill this gap. Our main contributions are as follows: (a) a
novel setting for the task of frequent pattern mining is introduced, coined fre-
quent concept mining, where patterns are (complex) concepts expressed in DL
(corresponding to OWL classes); (b) basic building blocks for this new setting
(generality measure, refinement operator) are provided, (c) an algorithm is de-
vised for mining frequent patterns expressed in a standard EL++ DL language.
We report also on the implementation of our method.
1 http://www.w3.org/TR/owl-features

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 428–437, 2011.
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Table 1. Syntax and semantics of EL++

Name Syntax Semantics

top � ΔI

bottom ⊥ ∅
nominal {a} {aI}
conjunction (C � D) CI ∩ DI

existential restriction (∃R.C) {a ∈ ΔI |∃b.(a, b) ∈ RI ∧ b ∈ CI}
concrete domain p(f1, ..., fk) for p ∈ pred(D) {a ∈ ΔI |∃b1, ..., bk ∈ ΔD :

fI
i (a) = bi for 1 ≤ i ≤ k ∧ (b1, ..., bk) ∈ pD}

GCI C 
 D CI ⊆ DI

RI R1 ◦ · · · ◦ Rk 
 R RI
1 ◦ · · · ◦ RI

k ⊆ RI

domain restriction dom(R) 
 C RI ⊆ CI × ΔI

range restriction ran(R) 
 C RI ⊆ ΔI × CI

concept assertion C(a) aI ⊆ CI

role assertion R(a, b) (aI , bI) ⊆ RI

2 Preliminaries

2.1 Representation and Inference

Description logics [5] are a family of knowledge representation languages,
equipped with a model-theoretic semantics and reasoning services. Basic ele-
ments in DLs are: atomic concepts (denoted by A), and atomic roles (denoted
by R, S). Complex descriptions (denoted by C and D) are inductively built by
using concept and role constructors. Furthermore, let by NC , NR, NI denote the
sets of concept names, role names and individual names respectively.

Semantics is defined by interpretations I=(ΔI , ·I), where non-empty set ΔI

is the domain of the interpretation and ·I is an interpretation function which
assigns to every atomic concept A a set AI ⊆ ΔI , and to every atomic role R
a binary relation RI ⊆ ΔI × ΔI . The interpretation function is extended to
complex concept descriptions by the inductive definition as presented in Tab. 1.
A DL knowledge base, KB, is formally defined as: KB = (T ,A), where T is
called a TBox, and it contains axioms dealing with how concepts and roles are
related to each other, and where A is called an ABox, and it contains assertions
about individuals such as C(a) (the invidual a is an instance of the concept C)
and R(a, b) (a is R-related to b). Moreover, DLs may also support reasoning
with concrete datatypes such as strings or integers. A concrete domain D con-
sists of a set ΔD, the domain of D, and a set pred(D), the predicate names of
D. Each predicate name p is associated with an arity n, and an n-ary predicate
pD ⊆ (ΔD)n. The abstract domain ΔI and the concrete domain ΔD are dis-
joint. By introducing a set of feature names NF , we provide a link between the
DL and the concrete domain. In Table 1, by p is denoted a predicate of some
concrete domain D and f1, ..., fk denote feature names. Within this work, we
are interested in concrete roles P ∈ NP which are interpreted as binary relations
P I ⊆ ΔI ×ΔD.

Example 1 provides a sample DL knowledge base, constructed based on the
example of a benchmark relational financial dataset [8].
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Example 1 (Description Logic KB).
T = { Client ≡ ∃isOwnerOf, " � ∀isOwnerOf.(Account � CreditCard), OKLoan � Loan,

FinishedLoan �Loan, RunningLoan �Loan, FinishedLoan ≡ ¬RunningLoan }.

A = { isOwnerOf(Anna, a1), Account(a1), livesIn(Anna, Prague), hasAge(Anna, 35),

hasLoan(a1, loan1), FinishedLoan(loan1), OKLoan(loan1),

isOwnerOf(Tom, a2), Account(a2), Client(Mark), livesIn(Mark, Prague) }. �

The inference services, further referred to in the paper, are subsumption and
retrieval. Given two concept descriptions C and D in a TBox T , C subsumes D
(denoted by D � C) if and only if, for every interpretation I of T it holds that
DI ⊆ CI . C equivalent to D (denoted by C ≡ D) corresponds to C � D and
D � C. The retrieval problem is, given an ABox A and a concept C, to find all
individuals a such that A |= C(a).

2.2 Refinement Operators for DL

Learning in DLs can be seen as a search in the space of concepts. In ILP it is
common to impose an ordering on this search space, and apply refinement oper-
ators to traverse it [1]. Downward refinement operators construct specialisations
of hypotheses (concepts, in this context). Let (S,�) be a quasi ordered space.
Then, a downward refinement operator ρ is a mapping from S to 2S, such that
for any C ∈ S, C′ ∈ ρ(C) implies C′ � C. C′ is called a specialisation of C. For
searching the space of DL concepts, a natural quasi-order is subsumption. If C
subsumes D (D � C), then C covers all instances that are covered by D. In this
work, subsumption is assumed as a generality measure between concepts. For
refinement operators proposed for DL refer further to [9,10,11,12].

3 The Task of Frequent Concept Mining

In this section, the task of frequent concept mining is formally introduced.
The definition of this task requires a specification of what is counted to cal-

culate the pattern support. In the setting proposed in this paper, the support of
concept C is calulated relatively to the number of instances of a user-specified
concept of reference, reference concept Ĉ, from which the search procedure starts
(and which is being specialized). Importantly, for counting within the framework
of DL we make the Unique Names Assumption.

Definition 1 (Support). Let C be a concept expressed using predicates from a DL
knowledge base KB = (T ,A), memberset(C,KB) be a function that returns the set of
all individuals a such that A |= C(a), and let Ĉ denote a reference concept, where Ĉ is
a primitive concept, and C �Ĉ.

A support of pattern C with respect to the knowledge base KB is defined as the ratio

between the number of instances of the concept C, and the number of instances of the

reference concept Ĉ in KB: support(C,KB) = |memberset(C,KB)|
|memberset(Ĉ,KB)|

. �
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It is now possible to formulate a definition of frequent concept discovery.

Definition 2 (Frequent concept discovery). Given i) a knowledge base KB

represented in DL, ii) a set of patterns in the form of a concept C, where each C is

subsumed by a reference concept Ĉ (C �Ĉ), iii) a minimum support threshold minsup

specified by the user, and assuming that patterns with support s are frequent in KB

if s ≥ minsup, the task of frequent concept discovery is to find the set of frequent

patterns in the form of DL concepts. �

Example 2. Let us consider the knowledge base KB from Example 1. Let us as-
sume that Ĉ =Client. There are 3 instances of Ĉ in KB. Some example patterns,
refinements of Client, that could be generated are as follows:

C1 = Client �∃isOwnerOf.Account, support(C1, KB) = 2
3

C2 =Client �∃livesIn.{Prague}, support(C2, KB) = 2
3

C3 =Client �∃hasAge.35, support(C3, KB) = 1
3

C4 =Client �∃isOwnerOf.(Account �∃hasLoan.(FinishedLoan

� OKLoan)) �∃livesIn.{Prague} �∃hasAge.35, support(C4, KB) = 1
3
. �

4 An Algorithm for Frequent Concept Mining

In this section we introduce an algorithm for mining frequent concepts, starting
with a description of all its key components.

4.1 Canonical Form for EL++ Concepts

During traversing the space of possible patterns (concepts), one may encounter
many syntactically different concept descriptions that are semantically equiva-
lent. Therefore it is convenient to define a canonical form, to which all equivalent
concepts can be transformed.

In order to define an EL++ canonical form, we firstly introduce some notation.
Let by prim(C) denote the set of all the primitive concepts that occur at the top-
level conjunction of C, by abst(C), and conc(C) the sets of abstract and concrete
roles respectively, and by exR(C) denote the set of the concept descriptions C′

that occur in existential restrictions ∃Ri.C
′ at the top-level conjunction of C. Let

us further by ≤prim denote a relation that totally orders all primitive classes. The
above order reflects an order of concepts in the concept subsumption hierarchy
(obtained by a DL reasoner after classification) searched depth-first. By ≤nom

let us denote a relation that totally orders the set of all individuals. The relation
≤nom employs ordering on classes and adds another level of ordering which orders
members of particular classes within these classes (e.g. by lexicographical order).
Finally, let us by ≤R denote a relation that totally orders all abstract roles in
such a way, that it reflects an order of the roles in the role hierarchy (obtained
by a DL reasoner after classification) searched depth-first, and by ≤P denote a
relation that totally orders all concrete roles in a way reflecting an order of the
roles in the concrete role hierarchy.
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{Client}

{Account}

{FinishedLoan, OKLoan}

hasLoan

isOwnerOf

{{Prague}}

livesIn

35

hasAge

Fig. 1. A description tree for the concept C4 from Example 2

In all the cases, only the first occurence of each term is taken into account
during ordering (in case of multiple inheritance). The canonical form can then
be defined as follows:

Definition 3 (EL++ canonical form). A concept description C is in EL++

canonical form iff C ≡ " or C ≡ ⊥ or C ≡ {a} or if

C =
�

Pi∈prim(C)

i=1...n

Pi �
�

Rk∈NR

C′∈exR(C)

k=1...s

∃Rk.C′ �
�

Pl∈NP

l=1...t

∃Pl.f

where the set prim(C) is totally ordered by the relation ≤prim, the set of all abstract roles
Rk ∈ NR, k = 1...s is totally ordered by the relation ≤R, the set of all concrete roles
Pl ∈ NP , l = 1...t is totally ordered by the relation ≤P , and for any Rk ∈ NR, every
concept description C′ in exR(C) is in canonical form. In general, each of the higher
level intersection may be also replaced by ".

EL++ concepts can be viewed as directed labeled trees, similarly as described
in [13,14]. The EL++ concept tree T = (V,E) is a directed labeled tree, where
V is the finite set of nodes, and E ⊆ V × NR|P × V is the set of edges. The
root of the tree is labelled with either �, ⊥ or all concept names occuring in
prim(C). For each existential restriction ∃Rk.C

′ occuring at the top level of C,
it has an Rk-labelled edge to the root of a subtree corresponding to C′. If C′ is
of the form {a}, then the subtree is just a leaf, as the nodes corresponding to
nominal concepts are not expanded further. For each existential restriction ∃Pl.f
occuring at the top level of C, it has an Pl-labelled edge to a leaf corresponding
to value f (the nodes of the tree that correspond to concrete values are neither
further expanded). An empty label in a node is equivalent to the top concept
(�). Figure 1 shows a description tree for the concept C4 from Example 2.

4.2 Refinement Operator

Below, we define a refinement operator that constructs concepts in the form of
EL++ concept descriptions.
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Definition 4 (Downward refinement operator ρ). Given is an EL++ concept
description C in a canonical form (as in Definition 3). For clarity, let us introduce the
following notation: by PRIM denote the conjunction of primitive concepts at the highest
level of C, by ABST denote the conjunction of existential restrictions involving abstract
roles, and by CONC the conjunction involving concrete roles, at the highest level of C
respectively.The downward refinement operator ρ is a function that returns a set of the
refined concepts C′ ∈ ρ(C). ρ is defined by the following operations (named according
to respective manipulations on a tree T reflecting concept description C):

(a) extend node label by primitive concept:

C′ ∈ ρ(C) if C′ =
�

Pi∈prim(C)

i=1...n

Pi � Pn+1 � ABST � CONC

where Pn+1 is a primitive concept, and Pn ≤prim Pn+1

(b) refine node label by primitive concept:

C′ ∈ ρ(C) if C′ =
�

Pi∈prim(C)

i=1...j−1

Pi � Pj′ �
�

Pi∈prim(C)

i=j+1...n

Pi � NOM � ABST � CONC

where Pj′ is a primitive concept, KB |= Pj′ � Pj, Pj ∈ prim(C), and Pj−1 ≤prim

Pj′ ≤prim Pj+1,

(c) append edge representing abstract role:

C′ ∈ ρ(C) if C′ = PRIM �
�

Rk∈NR

C′′∈exR(C)

k=1...s

∃Rk.C′′ � ∃Rs+1." � CONC

where Rs ≤R Rs+1,

(d) append edge representing abstract role with nominal filler:

C′ ∈ ρ(C) if C′ = PRIM �
�

Rk∈NR

C′′∈exR(C)

k=1...s

∃Rk.C′′ � ∃Rs+1.{a} � CONC

where Rs =R Rs+1,
(e) refine edge representing abstract role:

C′ ∈ ρ(C) if C′ = PRIM�
�

Rk∈NR

C′′∈exR(C)

k=1...j−1

∃Rk.C′′�∃Rj′ .C
′′�

�

Rk∈NR

C′′∈exR(C)

k=j+1...s

∃Rk.C′′�CONC

where Rj′ � Rj , Rj ∈ abst(C), and Rj−1 ≤R Rj′ ≤R Rj+1.
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(f) append edge representing concrete role:

C′ ∈ ρ(C) if C′ = PRIM � ABST �
�

Pl∈NP

l=1...t

∃Pl.f � ∃Pt+1.f
′

where Pt ≤P Pt+1,
(g) refine edge representing concrete role:

C′ ∈ ρ(C) if C′ = PRIM � ABST �
�

Pl∈NP

l=1...j−1

∃Pl.f � ∃Pj′ .f �
�

Pl∈NP

l=j+1...t

∃Pl.f

where Pj′ � Pj , Pj ∈ conc(C), and Pj−1 ≤P Pj′ ≤P Pj+1

(h) recursively refine a subtree by applying refinement operator ρ:

C′ ∈ ρ(C) if C′ = PRIM �
�

Rk∈NR

D∈exRj
(C)

C′′∈exR(C)\{D}
k=1,...,j−1,j+1,...s

∃Rk.C′′ � ∃Rj .D
′ � CONC

where D′ ∈ ρ(D). �

The refinement operator ρ either: (a) adds new conjunct in the form of a
primitive concept (b) replaces a primitive concept by its primitive subconcept,
(c) adds new conjunct in the form of an existential restriction involving abstract
role with � filler, (d) adds new conjunct in the form of an existential restric-
tion involving abstract role with a nominal filler, (e) replaces an abstract role
by its subrole, (f) adds new conjunct in the form of an existential restriction
involving concrete role with a filler, (g) replaces a concrete role by its subrole,
or (h) recursively refines a filler of an abstract role by an application of ρ. All
of these operations take the total orderings of terms into account, and thus only
refinements in the canonical form are produced.

4.3 Searching Pattern Space

A high-level algorithm for mining patterns is shown in Alg. 1. It works level-wise:
it repeatedly generates candidate concepts ci using the refinement operator ρ,
and tests their frequency. Only top-k frequent patterns are used to generate sub-
sequent candidates at each iteration (best first-search is perfomed).

The usage of an expressive pattern language, and the presence of Open World
Assumption (leading to less constraints on possible patterns), may result in a
large pattern search-space. Thus, further steps are necessary to prune the space
explored by the operator. This is usually done in ILP by introducing declarative
bias. To this end, we have implemented a declarative bias B enabling to specify:
i) terms to be employed for constructing refinements (concepts, roles), ii) indi-
viduals to be employed in refinements involving an abstract role with a nominal
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Algorithm Fr-ONT
input : Cref , k, KB, B, MAXLEV EL
output: F
F1 ← Cref ; C1 ← ∅; l ← 1;
while l < MAXLEV EL do

Cl+1 ← ∅;
i ← 0;
while i < k and i < size(Fl) do

Cl+1 ← Cl+1 ∪ ρ(fi ∈ Fl);
i ← i + 1;

end
foreach ci ∈ Cl+1 do

if ci is satisfiable w.r.t. KB then
evaluate(ci);
if ci is frequent then

Fl+1 ← ci;
end

end

end
Fl+1 ← sort descending(Fl+1);
l ← l + 1;

end
F ← F1 ∪ ... ∪ FMAXLEV EL

Algorithm 1. The main routine of the Fr-ONT algorithm

concept filler, iii) applicable fillers for a particular concrete role.
To ensure that only concepts in the canonical form are generated, data struc-

tures are maintained that store term ordering information filtered by B, and
pointers are kept to a current term taken from a given data structure as refine-
ment. Only the next terms in order are considered to be added as the pattern’s
further refinements. We also exploit taxonomical knowledge during searching
pattern space, to leverage the anti-monotonicity property of support.

4.4 Implementation

The proposed algorithm has been implemented in Java. The implementation
uses Pellet2 reasoning engine with Jena API.

Below we present the results of running Fr-ONT on a FINANCIAL dataset
annotated by an ontology. The dataset, already referenced in this paper, con-
tains information from banking domain such as client demographic data, ac-
counts, credit cards, etc. Fr-ONT has been run on a benchmark ontology built
basing on this dataset, and on the part of the data concerning gold credit
card holders3. Below we present sample patterns generated for minsup=0.2,

2 http://clarkparsia.com/pellet/
3 http://www.cs.put.poznan.pl/alawrynowicz/goldDLP2.owl
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maxlevel=9, k=50, and a declarative bias: Ĉ = Client, primitive concepts =
{Client, Man, Woman, Account, AgeValue, Region, Loan, FinishedLoan, Problem-
Loan, OKLoan, RunningLoan}, abstract roles = {isOwnerOf, livesIn, hasAgeValue,
hasStatementIssuanceFrequency, hasLoan}, and where for the roles livesIn, and
hasStatementIssuanceFrequency a list of all instances of Region, and Statemen-
tIssuanceFrequency (such as rPrague or sivfMonthly respectively) has been indi-
cated as possible fillers. An example pattern obtained at the level 3 is Client
�∃isOwnerOf.Account �∃livesIn.{rNorthMoravia} (supp=0.20), and denotes ”a
client living in North Moravia, who owns an account”, and at the level 5 is
Client �∃isOwnerOf.(Account �∃hasStatementIssuanceFrequency.{sifvMonthly}) �
∃hasAgeValue.{avFrom50To65} (supp=0.33), and denotes ”a client at age be-
tween 50 and 65, who owns an account from which statements are issued monthly”.
For the given parameters, Fr-ONT stopped generating patterns at level 8, where
some sample pattern is Woman � ∃isOwnerOf.(Account �∃ hasStatementIssuance-
Frequency.{sifvMonthly}) � ∃livesIn.Region�∃hasAgeValue.AgeValue (supp=0.33).

Subsequently, a sample result of a run on the same sets of selected terms, with
Ĉ =Account, and minsup=0.1, at the level 4, where Fr-ONT stopped, is Account
� ∃hasStatementIssuanceFrequency.� � ∃hasLoan.ProblemLoan (supp=0.10) (in-
terestingly any corresponding pattern with OKLoan has not been produced).

Below we also present the sample patterns generated by running Fr-ONT on
another benchmark ontology, SWRC, representing knowledge about researchers
and research communities, and on an associated testbed4, for minsup=0.05,
maxlevel=6, k=30, and a declarative bias: Ĉ = Publication, primitive concepts
= {Person, Employee, AcademicStaff, FacultyMember, Lecturer, Student, Gradu-
ate, PhDStudent, Publication, Article, Book, Booklet, InCollection, InProceedings},
abstract roles = {author, editor}, concrete roles = {year}, the list of possible
fillers for year = {2002, 2003, 2004, 2005}. The listed primitives terms are in
taxonomic relationships in SWRC, such as for example: InProceedings � Publi-
cation, Student � Person, Graduate � Student, PhDStudent � Graduate, Employee
� Person, AcademicStaff � Employee. Sample patterns at the 6th level, where
Fr-ONT exploited these taxonomic hierarchies and/or employed the concrete
role are as follows: Publication � ∃author.(AcademicStaff � Student) � ∃year.2003
(supp=0.06), InProceedings � ∃author.PhDStudent (supp=0.24).

5 Conclusions and Future Work

To the best of our knowledge, this is the first proposal for an algorithm for mining
frequent patterns, expressed as concepts represented in description logics. Some
basic ideas for this research were initially introduced in a position paper [15].

The primary motivation of this work is a future application of the proposed
method in real-life scenarios. Our algorithm has been designed having some of
those in mind. One such scenario, we plan an extensive experimental evaluation
for, is the task of meta-mining exploiting background knowledge on data mining

4 http://km.aifb.uni-karlsruhe.de/ws/eon2006/ontoeval.zip
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domain represented in ontologies. Another scenario we consider is mining fre-
quent patterns in the context of recommender systems using ontologies on multi-
media resources. We will also investigate a suitable declarative bias language for
frequent concept mining, and optimization techniques for the implementation.

Acknowledgements. This work is supported by the European Community 7th
framework ICT-2007.4.4 (No 231519) ”e-LICO: An e-Laboratory for Interdisci-
plinary Collaborative Research in Data Mining and Data-Intensive Science”.
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for Text Categorisation
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Abstract. Text categorisation relies heavily on feature selection. Both
the possible reduction in dimensionality as well as improvements in clas-
sification performance are highly desirable. To the end of feature selection
for text, a range of different methods have been developed, each having
unique properties and selecting different features. However, it remains
unclear which of them can be combined and what benefits this brings
with it. In this paper we present correlation methods for the analysis of
feature rankings and evaluate the combination of features according to
these metrics. We further show results of an extensive study of feature
selection approaches using a wide range of combination methods. We
performed experiments on 19 test collections and report our findings.

1 Introduction

The automatic assignment of text documents in predefined categories is de-
noted to as text categorisation (TC) and has been subject to intense research for
decades. However, driven by the ongoing growth of online sources and widespread
availability of text documents of all kinds in electronic form, text categorisation
has not lost attraction as a research area. Besides, a lot of research output has
successfully been turned into applications by industry or is followed up in other
research projects, e.g. News or e-mail articles are automatically sorted and de-
livered to end users. Spam detection techniques have reached a high level of
accuracy and in many cases keep inboxes useful. Together with the growth of
user generated content on the Web, this generates a strong strong demand for
highly effective solutions to the text categorisation problem.

Using all the terms in the collection as feature set leads to the problem of
high-dimensionality shared with all other research areas dealing with text. This
dimensionality is often prohibitively high for many learning algorithms which are
later used to decide which category a document is assigned to. For this reason
it is required to limit the space complexity of the text categorisation problem.
Feature selection is vital to facilitate such a reduction in dimensionality and
most machine learning algorithms could not be applied at all without it.

A range of methods have been suggested and evaluated to this end – with
varying performance. Computational resources have become easier available and
make the computation of multiple feature rankings possible or applicable. For
this reason it has become feasible to use more than one feature selection tech-
nique and combine their impact on classification performance. However, not
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enough research has been done on the possible benefits of combining the results
of more than one method. Some methods are more promising to combine than
others, which ones to choose from is one of the central questions we try to resolve.

The main four contributions of this paper are: a) we compare a range of fea-
ture selection and introduce new ranking merging methods which we compare
to existing work; b) we further examine ways of combining them and provide a
thorough analysis of which methods to combine based on both the correlations
of individual rankings and performance considerations; c) additionally, we doc-
ument possible performance increases and provide hints as to when the different
combination methods work best; d) we show improvements by means of feature
ranking merging in an extensive study based on 19 different text test collections,
focusing on possible generalisations of our findings.

We continue with giving an overview of related work in the area of text cat-
egorisation in Sec. 2. This is followed by an overview of the 15 feature selection
methods to be used in Sec. 3. After that, we give an analysis of the combination
of these methods in Sec. 4. In Sec. 4 we provide several combination methods
based on both ranks and individual values. We further describe experimental
results in Sec. 5. Then, we conclude and give an outlook on future work.

2 Related Work

A good overview and a comprehensive survey of the whole area of text categori-
sation is given by Sebastiani in [11]. Feature selection for text categorisation is
surveyed in [12]. An comparison of feature selection using linear classifier weights
is given in [5]. Unsupervised feature selection has been used in the context of
P2P systems in [7]. The results of a more recent and extensive empirical study
of a wide range of single feature selection measures is presented in [2]. Here, the
author compares a list of 11 feature selection methods. The evaluation is done
on 19 test collections of different size and difficulty. The author uses one-against-
all classification and as such averages all results over 229 binary classification
problems. A possible combination of methods is not considered.

Social choice voting models have successfully been applied to improve meta
search in information retrieval in [6]. The authors show that the Condorcet
ranking merging method outperforms the Borda method with respect to pre-
cision achieved on the TREC collection. Recent research shows the superiority
of reciprocal rank merging for the information retrieval problem of similarity
ranking merging. This is shown by several TREC experiments in [1].

Combination experiments for text categorisation are reported in [9]. Experi-
ments are done with four different feature selection methods and a test collection
sampled from RCV1-v2. It is shown that certain combination methods improve
peak R-precision and F1. Feature selection combination was, for example, sug-
gested in [10]. The authors selected feature selection methods based on ‘uncorre-
latedness’ and presented results for two document collections. Both studies only
partly work with benchmark collections and the results are therefore difficult to
compare also due to the impact of different preprocessing techniques applied.
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Table 1. Notation for feature selection

Variable Explanation
N total #documents in the collection.
NCk #documents in category Ck.
NCk

#documents not in category Ck.
NF #documents containing feature F .
NF #documents not containing feature F .
NF,Ck #documents containing feature F in category Ck.
NF ,Ck

#documents not containing feature F in category Ck.
NF,Ck

#documents containing feature F not in category Ck.
NF ,Ck

#documents not containing feature F not in category Ck.

Initial results of an evaluation study on a large set of categorisation problems
were presented in [8]. However, in this paper we present a more in-depth analysis
of feature correlation and provide experimental results for this analysis.

3 Feature Selection Methods

We list the used notation and the different feature selection methods we use in
this paper in Tab. 1. We chose to use a generalised notation since we consider it
easier to follow compared to the wide range of different notations. The individual
feature selection methods are given by name and abbreviation in Tab. 2. A
method is called unsupervised if it does not rely on previously assigned labels
(methods belonging there are shown in the first part of the table). A method
is called supervised if it does rely on previously assigned labels to compute the
discriminative power of a feature (shown in the second part of the table). This
represents a good overview of methods used in various recent studies.

4 Combination of Feature Selection Methods

The question of which feature selection techniques to combine is the most im-
portant decision. We present important considerations in the following.

4.1 Compatibility between Methods

The range of values provided by the different methods might be inhibitive in
their combination based on feature value. This becomes apparent in Fig. 1. We
present the value distribution of the top 100 measure for two selected meth-
ods in the training set of the 20newsgroups collection and the distribution of a
random ranking for the purpose of comparison (random numbers are generated
in experiments). The values are normalised between zero and one. Neverthe-
less the distribution is important since only measures with similar distributions
can be combined in a straight-forward way. In the worst case this will lead to
single techniques having little or even no effect on the final ranking (e.g. when
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Table 2. Notation, unsupervised, and supervised feature selection methods used

Method Explanation
Document Freq. (DF) The number of documents a term occurs in
Inverse Document Freq. (IDF) N

DF (F )

Collection Freq. (CF) The number of occurrences of a term in a collection
Inverse Collection Freq. (ICF) CF (F ) log2

N
DF (F )

Term Freq. Doc. Freq. (TFD) (n1×n2 +c(n1×n3 +n2×n3)), where c is a constant,
c ≥ 1, n1 is the number of documents without the fea-
ture, n2 is the number of documents where the feature
occurs exactly once, n3 is the number of documents
where the feature occurs twice or more.

Information Gain (IG) −
∑C

k=1

NCk
N

ln
NCk

N
+ NF

N

∑C
k=1

NF,Ck
NF

ln
NF,Ck

NF

+
N

F
N

∑C
k=1

N
F ,Ck
N

F
ln

N
F ,Ck
N

F

Mutual Information (MI)
∑

vf ε{1,0}
∑

vCk
ε{1,0} P (F = vf , Ck = vCk)

ln
P (F=vf ,Ck=vCk

)

P (F=vf )P (Ck=vCk
)

Odds Ratio (OR) ln P (F |Ck)(1−P (F |Ck))

P (F |Ck)(1−P (F |Ck))
= ln

(
NF,Ck

NCk

)(
1−

N
F,Ck

N
Ck

)
(

N
F,Ck

N
Ck

)(
1−

NF,Ck
NCk

)
Class Discrimination Meas.
(CDM)

∑|C|
k=1

∣∣∣∣∣ log

(
NF,Ck

NCk

)
(

N
F,Ck

N
Ck

) ∣∣∣∣∣
Word Freq. (WF) NF,Ck

χ2 statistic (χ2)
N×

(
(NF,Ck

×N
F ,Ck

)−(N
F,Ck

×N
F ,Ck

)
)2

NF ×N
F
×NCk

×N
Ck

NGL-Coefficient (NGL)
√

N(NF,Ck
N

F ,Ck
−N

F,Ck
N

F ,Ck
)√

NF N
F

NCk
N

Ck

Categorical Proportional

Difference (CPD)
NF,Ck

−N
F,Ck

NF

GSS-Coefficient NF,CkNF ,Ck
−NF,Ck

NF ,Ck

Bi-Normal Separation (BNS)

∣∣∣∣∣F−1

(
NF,Ck
NCk

)
− F−1

(
N

F,Ck
N

Ck

)∣∣∣∣∣
one method provides consistently higher values than the other). These findings
should be taken into account when deciding what techniques to combine. We
therefore stress the importance of normalisation for ranking combination.

4.2 Fitness of Individual Methods

The performance of the individual methods is definitely an important criterion
when choosing which combinations to combine. We assembled a list of methods
with varying individual performance and different numbers of features.
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Fig. 1. Normalised feature values for top 100 features in the 20-news collection for two
selected feature selection methods compared to the random distribution

4.3 Correlations of Individual Methods

In this section we analyse different possibilities of which rankings or feature selec-
tion techniques to combine. The more correlation there is between two rankings
the less benefit can be expected from their combination (i.e. if two methods
provide equally good results but have low correlation, it can be assumed that
different features are responsible). The main goal here is to find groups of non-
correlating rankings produced by different feature selection methods. We use the
Spearman rank coefficient to find pairwise correlations between rankings. It is
a measure for correlation between two rankings, operating on the rank on their
elements rather than their numeric values; the coefficient is given in the follow-
ing (d denotes the difference in ranks and n the length of the rankings, i.e. the
number of features selected per ranking).

R = 1− 6
∑

d2

n3 − n

4.4 Actual Combination Techniques

A range of methods have been suggested for ranking, albeit often in different
settings like Condorcet merging and Borda merging which initially are originally
used for defining winners of elections.

Two or several rankings can be combined by using the ranks of the terms in
the individual rankings. When dealing with two rankings of a term ti, the ranks
of this term rj(ti) are used rather than the plain values. If term tx is ranked first
in r1 and second in ranking r2, these rank values are r1(tx) = 1 and r2(tx) = 2
respectively. If ranks from several methods are combined the final list is sorted
according to the newly computed rank values.

Another possibility is to use the values given by the individual methods. Term
tx might for example have different values in different rankings. To get a final
value for a term across multiple rankings these individual values might be com-
bined by, e.g. building the sum or average over the values. These final values are
then sorted and the top k features selected as input to the classifier.
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Table 3. Ranking Merging methods used

Method Explanation
Highest Rank (HR) A feature’s highest rank in all single rankings.
Lowest Rank (LR) The lowest of all rankings is used as final score.
Average Rank (AR) The average over all single ranks is used.
Borda Ranking Merging (BRM) Gives scores according to the length of the sin-

gle rankings. If the size of a ranking is n and
an element is ranked at the ith position the
score i

n
. This technique is also applicable for

individual rankings with different lengths. The
final scores are the sum of the individual scores.

Condorcet Ranking Merging (CRM) A majoritarian method favouring the candi-
date beating every other candidate in pair-wise
comparisons. If, e.g., feature a is higher ranked
than b in any of the methods, it a clearly beats
b. For aggregation the number of pair-wise wins
or ties is summed for each candidate and the
one with the highest score is the overall winner.

Reciprocal Ranking Merging (RRM) In this setting, the score for a feature is the sum
of 1 divided by the rank in the single rankings.

Divide by Max. then OR (DMOR) The average over all single feature values in this
setting we normalise by the maximum.

Divide by Length then OR (DLOR) Normalisation by the length of the vector.
Pure Round Robin (RR) One feature from each ranking is added to the

final ranking in turn until the desired number
of features is reached.

Top N Ranking Merging (TopN) The top n features from each ranking in turn
are added until enough features are collected.

Weighted N Ranking Merging (WN) The first n % are taken from the first ranking,
the remaining 1 − n % are composed of the
other rankings in equal parts.

We introduce a third group of methods based on round robin algorithms
and weighted combinations. The rationale behind the weighted methods is that
the whole set of features selected by one method is more than the sum of its
parts. This means that it’s well possible that the performance of a method is
influenced not by the single features but that there is an underlying dependence
on the features. With weighted ranking merging the majority of the features is
selected from one method and only a smaller fraction from additional methods.

5 Experiments

The following experiments were performed using the 20newsgroups data set1,
which has become very popular for text experiments in the field of machine

1 http://people.csail.mit.edu/jrennie/20Newsgroups
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Table 4. Spearman rank coefficient measure for the full set of documents for each
feature selection method. We list statistics of correlation values for each method. The
evaluation considers all features in the training set of the 20news collection.

IG OR WF MI CS DIA NGL CPD BNS CDM GSS DF TFD W CF ICFI
IG 1.0 .33 .91 .95 .81 -.28 .10 -.32 -.03 -.10 .90 .92 .80 .21 .88 .86

OR .33 1.0 .41 .38 .60 .12 .14 .51 -.03 .52 .53 .10 .14 .14 .13 .13
WF .91 .41 1.0 .98 .85 -.00 .27 -.16 .02 -.03 .92 .83 .75 .24 .81 .79
MI .95 .38 .98 1.0 .84 -.07 .23 -.22 -.02 -.05 .91 .88 .78 .24 .85 .83
CS .81 .60 .85 .84 1.0 -.05 .19 .17 .02 .31 .95 .59 .57 .30 .60 .59

DIA -.28 .12 -.00 -.07 -.05 1.0 .80 .44 -.10 .34 -.15 -.28 -.22 .18 -.25 -.25
NGL .10 .14 .27 .23 .19 .80 1.0 .20 -.12 .22 .14 .09 .10 .29 .10 .10
CPD -.32 .51 -.16 -.22 .17 .44 .20 1.0 -.23 .85 -.03 -.52 -.43 .17 -.48 -.47
BNS -.03 -.03 .02 -.02 .02 -.10 -.12 -.23 1.0 -.38 .08 .01 .09 -.11 .05 .06

CDM -.10 .52 -.03 -.05 .31 .34 .22 .85 -.38 1.0 .11 -.36 -.30 .26 -.32 -.32
GSS .90 .53 .92 .91 .95 -.15 .14 -.03 .08 .11 1.0 .74 .69 .24 .73 .72
DF .92 .10 .83 .88 .59 -.28 .09 -.52 .01 -.36 .74 1.0 .84 .16 .93 .90

TFD .80 .14 .75 .78 .57 -.22 .10 -.43 .09 -.30 .69 .84 1.0 .16 .96 .97
W .21 .14 .24 .24 .30 .18 .29 .17 -.11 .26 .24 .16 .16 1.0 .17 .16

CF .88 .13 .81 .85 .60 -.25 .10 -.48 .05 -.32 .73 .93 .96 .17 1.0 1.0
ICF .86 .13 .79 .83 .59 -.25 .10 -.47 .06 -.32 .72 .90 .97 .16 1.0 1.0

Table 5. Overlap within feature rankings for the 20news collection. 1000 features are
selected and we count the number of features occurring in both rankings.

IG OR WF MI CS DIA NGL CPD BNS CDM GSS DF TFD W CF ICF
IG 1.0 .31 .76 .95 .69 .01 .35 .00 .60 .09 .86 .51 .59 .07 .55 .56

OR .31 1.0 .26 .31 .34 .08 .21 .01 .25 .63 .27 .29 .28 .13 .28 .27
WF .76 .26 1.0 .74 .56 .00 .31 .00 .41 .06 .85 .70 .76 .05 .74 .75
MI .95 .31 .74 1.0 .74 .01 .38 .00 .64 .12 .85 .47 .55 .08 .52 .53
CS .69 .34 .56 .74 1.0 .02 .44 .00 .66 .23 .67 .28 .36 .10 .33 .34

DIA .01 .08 .00 .01 .02 1.0 .04 .11 .01 .12 .01 .00 .00 .04 .00 .00
NGL .35 .21 .31 .38 .44 .04 1.0 .00 .40 .15 .35 .19 .23 .10 .22 .23
CPD .00 .01 .00 .00 .00 .11 .00 1.0 .00 .02 .00 .00 .00 .02 .00 .00
BNS .60 .25 .41 .64 .66 .01 .40 .00 1.0 .15 .52 .16 .25 .09 .22 .24

CDM .09 .63 .06 .12 .23 .12 .15 .02 .15 1.0 .09 .00 .01 .16 .02 .03
GSS .86 .27 .85 .85 .67 .01 .35 .00 .52 .09 1.0 .56 .63 .06 .60 .61
DF .51 .29 .70 .47 .28 .00 .19 .00 .16 .00 .56 1.0 .87 .02 .89 .85

TFD .59 .28 .76 .55 .36 .00 .23 .00 .25 .01 .63 .87 1.0 .03 .93 .92
W .07 .13 .05 .08 .10 .04 .10 .02 .09 .16 .06 .02 .03 1.0 .03 .04

CF .55 .28 .74 .52 .33 .00 .22 .00 .22 .02 .60 .89 .93 .03 1.0 .96
ICF .56 .27 .75 .53 .34 .00 .23 .00 .24 .03 .61 .85 .92 .04 .96 1.0

learning and has been used for example in [4]. The data set consists of news-
group postings from the 20 newsgroups. From each newsgroup, 1.000 articles
from the year 1993 have been selected; after removing duplicate articles (mostly
cross-postings to several newsgroups), 18.846 unique messages remain. Each text
consists of the message body and in addition the ‘Subject’ and the ‘From’ header
lines which we discarded before analysis. We use the predefined ‘bydate’ split,
which is divided into training (60%) and testing (40%).

Additionally, we use a set of categorisation problems also used for binary clas-
sification experiments in [2], which were initially used by Han and Karypis and
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Table 6. Experimental results on 20news, single methods in (a), combinations in (b)

(a) Classification results
for the 20news collection,
1000 features, individual
methods

Method Acc.
CF 66.76
TFD 67.75
DF 64.90
ICF 67.37
WF 71.14
IG 72.65
BNS 72.03
CPD 8.44
CHI 73.49
CDM 42.66
DIA 8.75
GSS 71.68
MI 72.94
NGL 60.62
OR 63.83

(b) Classification results for combinations for 1000 fea-
tures. We list combinations and merging methods repre-
senting an improvement over the best single method, the
best values are shown in bold font

Methods and combination type Acc.
BNS-CHI-AvgMinMaxNorm 73.54
BNS-CHI-AvgRank 74.03
BNS-CHI-Borda 74.03
BNS-CHI-Condorcet 73.59
BNS-CHI-LowestRank 73.70
BNS-CHI-Reciprocal 74.02
BNS-DF-MI-CHI-WF-OR-AvgMinMaxNorm 73.54
BNS-IG-Condorcet 73.74
BNS-IG-HighestRank 73.77
BNS-IG-Reciprocal 73.77
BNS-IG-RoundRobin 73.79
BNS-IG-Top100RoundRobin 73.67
BNS-IG-Top50RoundRobin 73.70
BNS-MI-AvgRank 73.61
BNS-MI-Borda 73.61
BNS-MI-Condorcet 73.55
BNS-MI-Reciprocal 73.65
BNS-WF-AvgMinMaxNorm 73.67
IG-BNS-Condorcet 73.74
IG-BNS-HighestRank 73.77
IG-BNS-Reciprocal 73.77
IG-BNS-RoundRobin 73.73

originate from TREC, OHSUMED, Reuters. The collection sizes range from 204
to 31472 documents and the number of classes varies from six to 36 classes. All
collections were already preprocessed by basic stemming and stop-word removal.
Unless stated otherwise we always select the 1000 best features, this can either
mean 1000 per method for the single runs or 1000 features as a combination of
multiple rankings. We both assume 1000 features to be a reasonable dimension-
ality in terms of complexity and performance and fixed this parameter to limit
the number of results.

5.1 Individual Pair-Wise Correlations

Spearman. The results of the computation of the Spearman coefficient for all
terms in the corpus occurring more than once, i.e. 53000 terms is given in Tab. 4.
It is shown that some methods have more un-correlated methods than others. In
cases of methods which have rather low performance when used exclusively like
DIA or NGL this is not surprising, in other cases like BNS (used, e.g., in [3]) it
suggests that the combination of the method with others might be beneficial.
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Table 7. Results on the 19 text collections, single methods in (a), combinations in (b)

(a) Averaged classification
results over all 19 test col-
lections, 1000 features, in-
dividual methods

Method Acc.
TFD 85,24
DF 84,38
CF 84,90
WF 83,77
IG 86,45
BNS 84,04
CPD 71,02
CHI 86,36
CDM 73,85
DIA 52,98
GSS 85,88
MI 85,97
NGL 69,64
OR 83,68

(b) Classification results for combinations for 1000
features. We list combinations which represent an
improvement over the best single method, the best
values are shown in bold font

Methods and combination type Acc.
IG-BNS-AverageMinMaxNorm 86,14
IG-BNS-Condorcet 86,38
IG-BNS-DLOR 86,82
IG-BNS-Main50 86,45
IG-BNS-Main60 86,45
IG-BNS-Main70 86,45
IG-BNS-Main80 86,45
IG-BNS-Main90 86,45
IG-BNS-RoundRobin 86,65
IG-BNS-Top100RoundRobin 86,69
IG-BNS-Top300RoundRobin 86,66
IG-BNS-Top50RoundRobin 86,71
BNS-DF-MI-CHI-WF-IG-OR-Condorcet 86,31
BNS-DF-MI-CHI-WF-OR-Main50 86,88
BNS-DF-MI-CHI-WF-OR-Main60 86,87

However, this only gives an overall view of the potential of combination of the
methods. The correlation of all terms in the collection can only partly help to
discriminate. If we look at the correlation only at the top− n terms, the results
might differ. It is for example possible that two methods have a low correlation
overall, but a high correlation when only the top 1000 features are considered.

Overlap Metric. The decision on which feature selection methods to com-
pare also relies on the correlation for the respective top-n features. To this end
we chose the overlap metric which simply calculates the percentage of features
occurring in both rankings (the Spearman coefficient was undefined for some
rankings due to a lack of co-occurring features).

Based on Tab. 5 we suggest the following combinations of methods: BNS
OR WF CDM TFD. BNS has a low overlap (< .25) with nine other methods
and therefore constitutes a good basis for combination. The other methods have
reasonable overlap with each other and belong to different classes of methods
(supervised/unsupervised).

We show the results for all single methods and the 20news collection in 6(a).
The best method(s) in each column are printed in bold font. For the single meth-
ods we achieved the best results with the χ2 method, the WF, IG, BNS, GSS
and MI methods are not far behind (Tab. 6(a)). We then performed experiments
with combinations and ranking merging, based on the analysis provided ear-
lier. Out of the 364 experiments performed (all pairwise combinations plus the
combination of all methods selected), 22 are improvements over the χ2 method.
The improvement is, however, limited with 74.03 over 73.49 with the best single
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method. Reciprocal rank merging is included in four out of the five pairwise com-
binations and along with reciprocal rank merging is the most common method.

We show the results achieved on the collection of 19 collections in Tab. 7,
the values listed are averages over all 19 results. The best single method in this
context is IG with 86.36 per cent of the instances correctly classified, shortly
followed by MI, GSS, and TFD. We found marginal improvements by merging
shown in Tab. 7(b). The merging methods mainly relying on one method and
taking in few features from the remaining methods perform more stable.

6 Conclusions and Future Work

We presented a range of methods for both feature selection and combination
for text categorisation. In addition, we presented two classes of methods not
previously used for categorisation methods (round robin based and weighted
ranking merging). We further presented an extensive experimental evaluation
of which feature selection methods to combine and performance evaluation on a
diverse set of text categorisation benchmark collections. Future work will mainly
deal with new feature ranking merging strategies in limited application domains
and the development of strategies when to rely on which combination of methods.
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Abstract. Sense tagged corpora play a crucial role in Natural Lan-
guage Processing, particularly in Word Sense Disambiguation and Nat-
ural Language Understanding. Since semantic annotations are usually
performed by humans, such corpora are limited to a handful of tagged
texts and are not available for many languages with scarce resources
including Persian. The shortage of efficient, reliable linguistic resources
and fundamental text processing modules for Persian have been a chal-
lenge for researchers investigating this language. We employ a newly-
proposed cross-lingual sense disambiguation algorithm to automatically
create large sense tagged corpora. The initial evaluation of the tagged
corpus indicates promising results.

1 Introduction

Word Sense Disambiguation (WSD) is the task of selecting the most appropriate
meaning for a polysemous word, based on the context in which it occurs. Recent
advancements in corpus linguistics technologies and the greater availability of
more and more textual data encourage researchers to employ comparable and
parallel corpora to address various NLP tasks.

To exploit supervised WSD approaches for applications as Machine Trans-
lation (MT) and Information Retrieval (IR), a large amount of sense-tagged
examples for each sense of a word is needed. Devising an automatic method to
generate such corpora thus will be of great benefit for languages with scarce
resources such as Persian.

Recently we proposed a novel cross-lingual WSD approach that takes ad-
vantage of available sense disambiguation systems and linguistic resources for
English to identify the word sense in a Persian document based on a comparable
English document of the same topic [1]. The method was evaluated on compara-
ble corpora that consist of a set of pairwise articles of the same topic in English
and Persian. The result was promising [1].

In this paper, we aim at creating sense-tagged corpora to aid supervised and
semi-supervised WSD systems. For such a purpose, we apply our newly-proposed
WSD method to a parallel corpus, which contains sentence-level translations
between English and Persian. To improve performance, we also extend the cross-
lingual WSD approach by adding a direct sense tagging phase and enhancing
the sense transfer stage of the cross-lingual method. We evaluate the accuracy
of our improved approach and report the results.
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2 Related Work

The knowledge acquisition bottleneck is pervasive across approaches to WSD.
The availability of large-scale sense tagged corpora is crucial for many NLP sys-
tems. There are two branches of efforts to overcome this bottleneck. Some aim at
creating manually sense tagged corpora. Tagging is performed by lexicographers.
Consequently, it is expensive, limiting the size of such corpora to a handful of
tagged texts. To lower the cost and increase the coverage of the tagged corpus,
some developers created manually tagged corpora (e.g. Open Mind Word Ex-
pert [2]) by distributing the annotation workload among millions of web users
as potential human annotators. While most manually sense tagged corpora are
developed for English [3], they are not limited to this language only [4].

Automatic creation of sense tagged corpora seeks to minimize the knowledge
acquisition bottleneck inherent to supervised approaches. In [5] they acquire
example sentences for senses of words automatically based on the information
provided in WordNet and information gathered from the Internet using exist-
ing search engines. [6] uses an aligned English-French corpus. For each English
word, the classification of contexts is done based on the different translations
in French for the different word senses. A problem is that different senses of
polysemous words often translate to the same word in French. For such words it
is impossible to acquire examples with this method [5]. [7] uses a word-aligned
English-Spanish parallel corpus, and independently applies WSD heuristics for
each of the languages to obtain ranked lists of senses for each word and picks the
best sense for the word based on the overlaps of these lists. [8] uses a word aligned
English-Italian corpus obtained from the MultiSemCor1 and the Italian compo-
nent of MultiWordNet2 which is aligned with WordNet to automatically acquire
sense tagged data, exploiting the polisemic differential between two languages.

For Persian, there is no publicly available sense-tagged corpus to use. There
have been different attempts to apply supervised approaches to WSD for which a
set of manually tagged words were prepared [9], [10]. However, some researchers
are working to provide linguistic resources and processing units for Persian.
FarsNet 1.0 [11] is a lexical ontology that relates synsets in each POS category
by the set of WordNet 2.1 relations and connects Farsi synsets to English ones
(in WordNet 3.0) using inter-lingual relations.

Our approach is unique in the sense that there has been no attempt to create
a sense tagged corpus using an automatic or semi-automatic approach for the
Persian language. Second, thanks to the availability of FarsNet, as opposed to
many cross lingual approaches, we tag Persian words using sense tags in the
same language instead of using either a sense inventory of another language or
translations provided by a parallel corpus. Therefore, the resulted corpus can be
utilized for many monolingual NLP tasks such as IR, Text Classification as well
as bilingual ones including MT and Cross-Lingual tasks. In comparison with
most automatic approaches which use a bilingual parallel corpus to generate

1 http://multisemcor.itc.it
2 http://multiwordnet.itc.it
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sense tagged corpora for a target corpus, we do not sense tag both languages
independently, nor do we use translation correspondences to distinguish senses.
Instead, taking advantage of available mappings between synsets in WordNet
and FarsNet, we utilize an existing source language (English) sense tagger which
uses WordNet as a sense inventory to sense tag the target language (Persian)
words. Finally, in order to improve the recall of our system, we employ a direct
sense tagging method called Extended Lesk which has never been exploited to
address WSD for Persian texts.

3 Creating the Sense Tagged Corpus

A direct strategy for creating a sense tagged corpus for WSD is to use parallel
corpora to identify correspondences between word pairs. We employ the cross-
lingual word sense tagging method described in [1] which has a high accuracy,
but a relatively low recall, to tag Persian words using corresponding English
tagged words in the utilized parallel corpus. We then apply a direct knowledge
based algorithm to sense tag the remaining words. We replaced the comparable
corpus used in [1] with a parallel corpus. Since Persian sentences in this corpus
are a direct translation of the English ones in addition to improvements we made
to both English tagging and the sense transfer phases, we gain better accuracy
and coverage for the tagging results.

Currently available Persian-English parallel corpora are Miangah’s corpus
[12]3 consisting of 4,860,000 words and Tehran (TEP) corpus [13] composed
of 612,086 bilingual sentences extracted from movie subtitles. TEP is a larger
corpus and freely available, but the sentences are short and informal. Miangah’s
is smaller in size and is not available for free, but the quality of data leads to
more apropos results. The texts in the corpus include a variety of text types
from different categories such as art, culture, literature and science.

Several steps of preprocessing were carried out. On the English side, tokeniza-
tion, lemmatization and POS tagging were performed by the English tagger.
At the Farsi side, however, we used STeP-1 [14] to perform tokenization and
stemming. The other challenge with Persian text processing is that there can
be identical characters with different encodings observed in different resources.
These are unified during this step.

We exploited a cross lingual approach [1] to tag the word senses in Persian
texts. We also applied a knowledge based method directly to the Persian sen-
tences to improve the recall. A brief description of these two methods follows.

Cross Lingual Phase: Persian WSD using Tagged English Words. This
phase consists of two separate stages. First, we use an English WSD system
to assign sense tags to English words. Next, we transfer these senses to corre-
sponding Persian words. Since, by design, these two stages are distinct, different
English WSD systems can be employed in the first stage. There are different
factors affecting the performance of our system.
3 Available via European Language Resource Association (ELRA)
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First the more accurate the English tagger is, the more accurate the Persian
sense tags will be. Supervised systems proved to offer the highest accuracy for
WSD. There are many supervised WSD systems developed for English. How-
ever, as supervised systems usually perform sense disambiguation for a small
set of words, using such a system limits the coverage of our method. There-
fore, currently, we utilized the unsupervised application SenseRelate [15] for the
English WSD stage which performs all word sense tagging using WordNet. We
selected the Extended Lesk algorithm [16] which leads to the most accurate
disambiguation [15]. We evaluated and corrected the wrong tags assigned by
SenseRelate in order to investigate the reliability of our cross lingual approach
for assigning sense tags to Persian words assuming we have a perfectly sense
tagged English side. SenseRelate tags all ambiguous words in the input English
sentences. Each of these sense labels corresponds to a synset in WordNet con-
taining that word in a particular sense. We transfer these synsets from English to
Persian using interlingual relations provided by FarsNet and match each Word-
Net synset assigned to a word in an English sentence to its corresponding synset
in FarsNet.

Second, we need to match Farsi words with their counterparts on the English
side. When it is possible to apply an accurate word alignment method to the
language pair under examination, the creation of the sense tagged corpus from
parallel corpora can be simple. However, word alignment methods hardly present
a satisfactory performance, especially in corpora of real translations, where cor-
respondences are often not one to one [17]. Therefore, we do not employ word
alignment methods, since they may convey serious errors to the tagged corpus.
Instead, for each matched synset in FarsNet which contains a set of Persian syn-
onym words, we find all these words and assign the same sense as the English
label to its translations in the aligned Persian sentence.

Initial evaluation indicated some words cannot be matched at the Farsi side
because Farsi synsets usually do not provide full lists of synonyms. Therefore
we extended the synonym set for each Persian word, using an available English-
Persian dictionary, such that, for each tagged English word from an English
sentence, we find all Persian translations and add them to the Farsi synset.
Although these words can convey different senses of the English word, we adjust
it by giving higher priority to words which are provided by the FarsNet synset.
Moreover, according to the one sense per discourse heuristic [6], it is not probable
to observe same Farsi words with different senses in one sentence.

Direct Phase: Applying Extended Lesk for Persian WSD. To increase
the number of tagged words in our corpus, we applied a direct WSD algorithm
to Persian sentences. Thanks to the availability of FarsNet, the Extended Lesk
method is applicable to Persian texts as well. Although Persian WSD while
working with Persian texts directly seems to be more promising, the evaluation
results indicate a better performance for the Cross Lingual system [1]. Therefore,
we considered only the tags with a score higher than a predefined confidence
threshold. This results in gaining a higher recall while the tags remain accurate.
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4 Evaluation

The tagged corpus was evaluated on 480 words which were randomly selected
from various domains such as Politics, Science, Culture, Art and had an average
sense count of 2.17. Seven human experts were involved in the evaluation pro-
cess. In the first step, the output from SenseRelate was revised manually and
the wrong tags assigned were corrected. This led to fully accurate sense tagged
English sentences. After these tags were transferred and assigned to Persian
words on corresponding Persian sentences, the human experts evaluated each
tagged word as “the best sense assigned”, “almost accurate” and “wrong sense
assigned”. The second option considers cases in which the assigned sense is not
the best available sense for a word in a particular context, but it is very close to
the correct meaning (not a wrong sense) which is influenced by the evaluation
metric proposed by Resnik and Yarowsky in [18]. Evaluation results indicate an
error rate of 9% for the selected Farsi words. Table 1 summarizes these results.
Studying the output results revealed the content words describing the main con-
cept of each sentence are highly probable to receive the correct sense tag.

This system demonstrates a good accuracy of 91%, but a relatively low recall
of 46%. Note that the original English tagger has an average recall of 57%.
This will act as an upper bound for our system’s recall. The reason for a lower
recall than the English tagger is that FarsNet is still at a preliminary stage of
development, and does not cover all words and senses in Persian. In terms of
size, it is significantly smaller (10000 synsets) than WordNet (more than 117000
synsets) and it covers roughly 9000 relations between both senses and synsets.
Another problem is tagging verbs in Persian sentences. Since verbs appear in
their infinitive format in FarsNet while they are inflected in a particular tense and
person, a better morphological analysis of Persian verbs is required to increase
the number of matches. Moreover, structural differences between the English
and Persian languages usually lead to observing single English words translating
to Persian phrases or compound words. Since FarsNet does not contain all these
words collocations, we might tag some part of a compound word and leave the
rest untagged. Since our main goal is developing a cross-lingual, yet language
independent, approach to create sense tagged corpora, we have not designed
Persian-specific solutions to improve the recall at this time. Having an “ideal”
aligned WordNet (a lexical resource such that all the sense distinctions in one
language are reflected in the other, and all words and phrases are included)
would minimize this issue.

Since the senses in FarsNet are not sorted based on their frequency of usage (as
opposed to WordNet), we assigned the first sense appearing in FarsNet (for each
POS) to words to create a baseline system. According to the results indicated
in Table 1, applying our novel approach results in a 11% improvement in the
F-score4 in comparison with this selected baseline. However, assigning the most

4 F-Score is calculated as 2 (1−ErrorRate)·Recall
1−ErrorRate+Recall

, where ErrorRate is the percentage of
words that have been assigned the wrong sense.
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Table 1. Evaluation Results

Cross Lingual Cross Lingual + Direct Baseline

P R F-Score P R F-Score P R F-Score

Best Sense 80%
0.46 0.60

76%
0.57 0.67

45%
0.46 0.49Almost Accurate 11% 8% 11%

Wrong Sense 9% 16% 44%

frequent sense to Persian words would be a more realistic baseline which we plan
to employ once it is made available for FarsNet.

The untagged words remaining from Cross-lingual phase were sense tagged us-
ing the Direct approach. Since the final tagged corpus should be highly accurate,
we did not sacrifice accuracy to gain a higher recall. Therefore, we considered a
minimum score of 85, and approved the tags with an associate score of equal to
or higher than this threshold. This results in an improvement of 11% in recall
at a cost of 6% in accuracy. Due to the small size of FarsNet and the relatively
higher error rate of the Direct approach, an improvement in the recall resulted
in a decrease in accuracy. Hence, exploiting the Cross Lingual approach with-
out passing the results through the Direct phase will result in obtaining a more
accurate tagged corpus while the recall remains about 11% lower.

5 Conclusions and Future Work

We proposed an automatic approach for creating fully sense-tagged corpora for
the Persian language which has an error rate of 9%. Although the resulted corpus
might be noisy, it is still much easier and less time consuming to check already
tagged data than to start tagging from scratch.

Since the accuracy of the tags assigned to the English words will affect that of
Persian sense tags, a more accurate English tagger can improve the final results
of our system. We are planning to replace SenseRelate with a more accurate
English tagger such as WSDGate framework6 to minimize the manual correc-
tion of English tags. Moreover, we are investigating linguistic based solutions to
improve the matching desired Persian words during the Transfer phase. Finally,
improvements in Word Alignment techniques For the English – Persian language
pair can be of great benefit to maximize the coverage of our system.

Acknowledgements. This research is partially supported by Natural Sciences
and Engineering Research Council of Canada (NSERC). We would like to thank
Prof. Shamsfard from the Natural Language Processing Research laboratory of
Shahid Beheshti University (SBU) for providing us with the FarsNet 1.0 package.
5 This threshold is set based on experiments favouring precision over recall.
6 http://wsdgate.sourceforge.net/
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Extracting Product Descriptions from Polish

E-Commerce Websites Using Classification and
Clustering�
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Abstract. A novel method for extracting product descriptions from e-
commerce websites is presented. The algorithm consists of three major
steps: (1) extracting descriptions of appropriate length from the source
documents related to the search query using shallow text analysis meth-
ods; (2) assigning each of the description to one of the predefined cat-
egories by means of text classification and (3) grouping the results by
a text clustering algorithm to return the descriptions found in the clus-
ters with the highest quality. The recall and precision of the search are
examined using a set of queries for laptops currently being sold in pop-
ular shopping sites. It is shown that, although the extraction method
based purely on the classification and the method based purely on the
clustering give acceptable results, the highest precision is achieved when
using them together. It was also observed that examining about 20 first
sites returned by Google is sufficient to get high quality descriptions of
popular products.

1 Introduction

Recent years brought us an explosive growth of Internet usage in commerce,
both in the form of business to consumer and business to business applications.
While such quick pace of development of services has been highly beneficial to
customers and economy, the technical quality of the communications infrastruc-
ture, that powers contemporary electronic or Internet stores, has not evolved
with the same speed. Instead of systems, exchanging highly structured infor-
mation, as envisioned by Semantic Web enthusiasts, we still have to deal with
traditional natural language information resources, providing financial data and
product information in fuzzy form. While this usually does not create too many
problems for an average customer just browsing the web in pursuit of next gad-
get, it makes any kind of aggregate information processing difficult or downright
impossible. A typical price comparison engine such as Google Shopping or Ceneo
constitutes a good example. Lack of structured protocols and data formats used
� This work is supported by the National Centre for Research and Development

(NCBiR) under Grant No. SP/I/1/77065/10 by the Strategic scientific research and
experimental development program: ”Interdisciplinary System for Interactive Scien-
tific and Scientific-Technical Information”.
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for storing product information results in multitude of factual errors in their de-
scriptions on ecommerce sites and problems with such a seemingly simple task,
as identification of similar products.

Historically there were two approaches to taming the problem of unstructured
data. One of them is getting rid of said data in favor of information in more rigid
form – an approach that clearly has not been possible in the case of commer-
cial Web, as mentioned above. Another one involves using artificial intelligence
methods, such as knowledge discovery algorithms, in order to automatically –
at least partially – extract and arrange useful data from unstructured source.
Such approach was a basis of a research project that our team undertook for a
business client, looking for a way of effectively extracting and comparing product
descriptions and product technical specifications form various online resources.
The preliminary results of this project are described in this paper.

The paper is structured as follows: second chapter provides information about
some previous attempts at information extraction and structuring from web re-
sources. Next section presents an outline of data extraction and mining algo-
rithms that we devised. In chapter 4 experimental results of its evaluation are
presented and discussed, while the final chapter contains closing remarks.

2 Related Work

Many algorithms described in the literature concentrate on automatic or semi-
automatic creation of rules for extracting structured information from the web-
pages and then applying these rules to extract the desired information. The rules
can be created manually, by creating a special wrapper program or automati-
cally, by machine learning techniques. Manual wrapper creation requires the user
to first study a number of webpages and analyse their layout and then to to cre-
ate a wrapper program, performing the actual extraction. Although there exist
a number of toolkits that provide some support in form of pattern specification
languages or automatic code generation [7,11,14], the process of creating the
wrapper manually is time consuming and error-prone. Obviously, this approach
does not scale to a large number of different webpages. Additionally, if the layout
of the pages is changed, the wrappers must be recreated from scratch.

Therefore, much research has been done in the area of semi-automatic and
automatic wrapper generation. The first approach requires preparing a small set
of webpages and labelling the appropriate interesting fragments in them. Thanks
to labelling, by analysing the structure of the webpage around the labelled frag-
ments, the computer program can observe common patterns and automatically
discover the rules to extract the desired information. The rules can be then ap-
plied to massively extract information from other pages, if only they have similar
layout to the ones in the training set. Examples of such systems are described in
[4,6,9,10,12,13]. Instead of learning rules from the training set, algorithms [2,15]
use instance-based methods, similar to the k-nearest-neighbors approach. When-
ever information needs to be extracted from a new page, the page is compared
to the pages previously successfully processed. Thus, only a single manually la-
belled page is required to start the process of data extraction. Only if the new
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page cannot be matched with any previously labelled instance, manual labelling
is required.

The best scalability is offered by the methods requiring no manual labelling
of pages [3,5]. The algorithm [3] detect patterns in pages containing repeated
items, e.g. search results or product lists. Because of repetitions, the HTML
code forming the page template can be separated from the text being extracted.
The method [5] achieves the same by analysing similarities and differences be-
tween a set of pages sharing the same template. The algorithm presented in
this paper also belongs to this class of algorithms. However, our algorithm con-
centrates more on what should be extracted by means of classification, instead
of discovering common template fragments. It also does not assume existence
of any regularity or patterns in pages. Therefore it can be applied to random
results returned by the search engine.

3 Algorithm

As the input, the presented system takes a query in form of a few terms iden-
tifying the product. Typically, this should be the vendor name and the model
name. For the best results, the query should identify exactly one product, and
not a whole family of products varying in features. As the output, the system
should return descriptions that characterize the product it has been asked for.
The descriptions have to be found in the WWW. An example description is
presented in Figure 1.

The query is first used to find the related webpages. This can be done by any of
the well known full-text-search methods. In our implementation, for simplicity
of implementation, we used the Google Search API. Google returns a list of

Fig. 1. Example e-commerce page displaying a description of a product
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Internet addresses of the documents, which then have to be fully downloaded.
Initially, we took not more than the first 50 search results for further processing,
but taking less proved to be sufficient.

The index may return the same document stored under different URLs. The
documents are clustered using agglomerative hierarchical clustering algorithm
[8] and cosine similarity to eliminate the duplicates. Two documents a and b
with cosθ(a, b) > 0.95 are regarded as the same document. Duplicate documents
need to be removed in order not to mislead the cluster analysis performed later,
which assumes that product descriptions come from different sources.

Each of the remaining documents undergoes shallow text analysis, to filter out
the undesired content like HTML tags, scripts, images and split the documents
into smaller fragments that might form the product descriptions. Most of the
sites are usually designed to look good and to provide good user experience.
The semantic structure of the documents is the secondary concern. Website
designers use various techniques for formatting the content, not always following
the recommendations of World Wide Web Consortium (W3C). For example, the
page can be laid out as a large, invisible table, or the content visible to the
user as a table can be created with a separate section (div) for each of the rows.
Therefore, simply dividing the content by paragraphs or the lowest level sections,
may produce fragments containing only parts of the product description. Instead,
we build the DOM representation of the document, and, starting from the lowest
level, recursively merge the nodes, until fragments of desired minimum length are
formed. This process is illustrated in Figure 2. If a node is selected, the merging
of this branch stops, and the ascendants of the selected node are not considered.
Thus, a single node cannot be used to build more than one fragment, and there
is no risk of introducing duplicates.

To improve the quality of the classification and clustering algorithms used
further, the stop-words are filtered out from the fragments, based on a fixed list
of 274 Polish stop-words. Because Polish is a strongly inflected language, the
remaining words are replaced by their lemmas. A dictionary-based approach is

div

div

p p

div

p p

152 100 800 20

252 820

1072

Fig. 2. DOM element merging technique used for splitting the page content into frag-
ments. The nodes represent DOM tree elements and the labels below them represent
the length of their textual representation. The lowest elements containing text longer
than 200 characters are selected.
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used. The dictionary has been made by the players of the Polish word game
called “Literaki” [1] (very similar to Scrabble), and it contains about 3.5 million
various word forms.

The fragments are then classified. There is one class per each named product
category. The list of product categories is configured by the administrator of the
system, and it reflects the list of product categories found in the e-commerce sites
that are explored. There is also a special class called other, which groups the
fragments that could not be classified as belonging to any other product class.
Fragments not describing any product are expected to fall into that class. Any
known classification algorithm can be used. The selection of a classifier affects
the quality of obtained results, the performance of the system and the amount
of work required to prepare the system before it can be used. Some classifiers
require learning process, like K Nearest Neighbours, Artificial Neural Networks
or Support Vector Machine classifiers [8]. Although they provide high quality
results, we decided to use a simpler approach, that does not require careful
training set selection phase and allows for describing product categories by lists
of weighted keywords. The weight of a keyword expresses the likelyhood that the
keyword is used to describe a product belonging to the category. Weights can be
negative. A negative weight of the keyword means that the fragment containing
this keyword is unlikely to belong to the category. Given a fragment f , a set
of keywords K with their weights w : K → R, total number of words N(f) in
the fragment f , and number of occurences n(k, f) of word k in the fragment f ,
we can formulate the likelyhood p that the fragment f belongs to the category
described by keywords K as:

p(f,K) =
∑

k∈K sgnw(k)|w(k)n(k, f)|α

N(f)
(1)

The α > 0 parameter controls how sensitive is the p function to the number of
repetitions of the same keyword. For α = 1, the result is proportional to the
number of occurences of the keyword. Therefore, there is no difference, whether
the fragment contains the same keyword twice, or two different keywords (as-
suming same weights). However, for smaller α, a fragment containing different
keywords is valued higher. We empirically checked that when using α values less
than 0.5 we were able to create classifiers with acceptable quality. Each fragment
is assigned to the category for which the formula (1) yields the highest value.
This highest value of p is further referred to as a score psel(f) of the fragment.
Fragments with p value lower than some threshold value pmin are classified as
belonging to the other class and discarded from further processing. If there are
too many fragments at this point, to save processing time, m fragments with the
highest score are chosen.

The remaining fragments are grouped into clusters by an agglomerative hi-
erarchical clustering algorithm. Each fragment is represented as a term vector,
where the terms are weighted using tf-idf. As a distance function between two
term vectors, cosine distance Δ(f1, f2) = 1− cos θ(f1, f2) has been chosen. Clus-
ters are merged basing on single-linkage. Fragments classified as belonging to
different categories are not merged. Merging stops when the distance between
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the two nearest clusters is higher than some fixed threshold value dmax. Each
cluster Cj is assigned a score calculated by the following formula:

sj =
|Cj |2(|Cj | − 1)∑

a,b∈Cj
Δ2(a, b)

∑
f∈Cj

psel(f) (2)

The score increases with the size of the cluster. Obtaining a large cluster
means that there are many different pages containing similar information on
the searched product, therefore it can be believed that such information has
higher credibility. Also, the more similar are the fragments in the cluster, the
higher is the likelyhood that they describe the same product, thus the higher
is the score. The cluster score is also proportional to the sum of the individual
scores of the contained fragments, calculated by the classifier. The user is pre-
sented the medoids of the clusters with the scores exceeding a constant minimum
threshold. The higher is this threshold set, the better is the precision and the
lower is the recall of the algorithm.

4 Experimental Results

We evaluated precision and recall of the proposed algorithm in four variants: (1)
the classification and grouping used together (CG); (2) fragments after the clas-
sification directly used as the output, without further grouping (C); (3) without
the classification stage and with all fragment scores set to 1.0 (G) and (4) no clas-
sification and no clustering at all, with the algorithm reporting result fragments
immediately after the DOM merging phase (M). In each of the experiments, the
initial document set retrieved from Google was limited to 50 documents, m was
set to 120 fragments and the output result set size was limited to 10 fragments.
These settings allowed to answer most queries within less than 30 seconds when
using the CG version of the algorithm, including the time required for asking
Google and download the pages.

The returned fragments were then compared by an expert to the original
specification of the product. The results are presented in Table 1. The classi-
fication and clustering applied together provided the highest search precision.
Over 80% of returned fragments contained descriptions of the searched product.
Turning off the clustering increased the total number of returned fragments, but
decreased the overall precision. Surprisingly, skipping the classification phase not
only decreases the precision, but also reduces the total number of returned frag-
ments. This is caused by limiting the number of fragments entering the clustering
phase. Without the classification phase, the average quality of these fragments
is poor. Only about quarter of these fragments were valid product descriptions
in the experiment, as can be seen in the M column of Table 1. Therefore, the
probability to form highly-scored clusters from these fragments is lower, than
from the fragments filtered in the classification phase.

Apart from performing the quantitive precision analysis, we looked closer at
the content of the returned false positive fragments. They can be divided into
the following two categories:
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– Fragments that are formally descriptions of some products, but describe not
the products that the user searched for. This kind of false positive was mostly
reported when using classification without clustering. A single e-commerce
page may reference more than one product. For example, a product details
page may additionally contain some other product recommendations or ad-
vertisements. Because the returned fragments need not contain the query
terms, wrong fragment of such page can be returned. False positives of this
kind are usually filtered out in the clustering phase, because the probablity
of finding more fragments describing exactly the same irrelevant product is
low, and such fragments cannot form high quality clusters.

– Navigation menus and other common elements of the website template. Be-
cause these elements are common across many pages of the same website
they can form large clusters and be highly scored by the clustering algo-
rithm. Most of false positives of this kind are filtered out in the classification
phase.

Precision is influenced by the number of pages given at the input. If the number
of pages actually containing relevant product desctriptions is low, both precision
and recall decrease and results become unuseful. We have found that 10 pages
is a minimum required to get at least one useful product description.

5 Final Notes

The algorithm presented in this paper has shown itself useful for searching for
descriptions of products in e-commerce sites. Within a few seconds, it can answer
queries with good precision, significantly reducing the amount of work required
for manually finding product descriptions in the web. It requires only a constant
amount of preparatory work for training or configuring the classifier, therefore it
does not suffer from scalability issues of algorithms based on page labelling. Ad-
ditionally it does not rely on template-generated pages nor any special patterns

Table 1. Number of returned positives (P) and true positives (TP) in four variants of
the algorithm (details in the text)

Query CG C G M

P TP P TP P TP P TP

Dell Vostro 3500 3 3 9 8 5 3 10 3
Dell Vostro 3700 5 5 6 6 5 3 10 2
Dell Latitude E6400 4 2 8 3 1 1 10 2
Lenovo ThinkPad R500 4 4 9 6 5 1 10 1
IBM Lenovo G560 6 6 8 6 4 2 6 1
Acer Aspire 5741 6 4 10 5 3 2 10 4
Toshiba Satellite A660 7 5 7 3 1 1 10 4

Mean precision: 0,83 0,65 0,54 0,26
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in the page content. These features make it great for supporting e-commerce site
content editors by allowing them to quickly locate good descriptions of products
they enter into the system.

We presume that using better, more complex classification algorithms
could lead to increase of precision and recall. Also merging the presented tech-
nique with methods employing pattern discovery might offer further quality
enhancements.
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Abstract. We give the first direct cut-free ExpTime (optimal) tableau
decision procedure, which is not based on transformation or on the pre-
completion technique, for checking satisfiability of a knowledge base in
the description logic ALCI.

1 Introduction

Description logics (DLs) are used, amongst others, as a logical base for the Web
Ontology Language OWL. They represent the domain of interest in terms of
concepts, individuals, and roles. A concept is interpreted as a set of individuals,
while a role is interpreted as a binary relation among individuals. A knowledge
base in a DL usually has two parts: a TBox consisting of terminology axioms, and
an ABox consisting of assertions about individuals. One of the basic inference
problems in DLs, which we denote by Sat, is to check satisfiability of a knowledge
base. Other inference problems in DLs are usually reducible to this problem. For
example, the problem of checking consistency of a concept w.r.t. a TBox (further
denoted by Cons) is linearly reducible to Sat.

In this paper we study automated reasoning in the description logic ALCI,
which extends the basic description logic ALC with inverse roles. Both problems,
Sat and Cons, in ALCI are ExpTime-complete. To deal with these problems
one can translate them into another problem in another logic, for example, by
encoding the ABox by “nominals” and “internalizing” the TBox or by using
other transformations [2,1]. Then one can use an available decision procedure for
the latter problem. This approach is, however, not efficient in practice.1 Direct
decision procedures for DLs are usually based on tableaux and have been highly
optimized. Traditional tableau decision procedures for DLs use backtracking to
deal with “or”-branchings and are sub-optimal in terms of worst-case complexity
(e.g. 2ExpTime instead of ExpTime). Together with Goré and Sza�las we have
developed direct complexity-optimal tableau decision procedures for a number
1 In the well-known tutorial [6], Horrocks and Sattler wrote “direct algorithm / im-

plementation instead of encodings” and “even simple domain encoding is disastrous
with large numbers of roles”.

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 465–475, 2011.
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of modal and description logics by using global caching [3,9,12,10,11,13]. For the
logics SHI [3], CPDL [10] and REGc [11] we used analytic cut rules to deal with
inverse roles and converse modal operators. As cuts are not efficient in practice,
Goré and Widmann developed cut-free ExpTime tableau decision procedures,
based on global state caching, for the Cons problem in ALCI [4] and CPDL [5].
They did not study the more general problem Sat for these logics.

In this paper we give the first direct cut-free ExpTime (optimal) tableau de-
cision procedure, which is not based on transformation or on the pre-completion
technique, for the Sat problem in ALCI. We use our methods of [9,12,13] to
deal with ABoxes and a similar idea as of [4,5] to deal with inverse roles. Our
procedure can be implemented with various optimizations as in [7].

2 Notation and Semantics of ALCI
Our language uses a finite set C of concept names, a finite set R of role names,
and a finite set I of individual names. We use letters like A and B for concept
names, r and s for role names, and a and b for individual names. We refer to A
and B also as atomic concepts, and to a and b as individuals.

For r ∈ R, let r− be a new symbol, called the inverse of r. Let R− = {r− |
r ∈ R} be the set of inverse roles. A role is any member of R ∪ R−. We use
letters like R and S for roles. For r ∈ R, define (r−)− = r.

Concepts in ALCI are formed using the following BNF grammar:

C,D ::= � | ⊥ | A | ¬C | C �D | C �D | ∀R.C | ∃R.C

We use letters like C and D to denote arbitrary concepts.
A TBox is a finite set of axioms of the form C � D or C

.= D. An ABox
is a finite set of assertions of the form a :C (concept assertion) or R(a, b) (role
assertion). A knowledge base in ALCI is a pair (T ,A), where T is a TBox and
A is an ABox.

A formula is defined to be either a concept or an ABox assertion. We use
letters like ϕ, ψ, ξ to denote formulas, and letters like X , Y , Γ to denote sets of
formulas.

An interpretation I = 〈ΔI , ·I〉 consists of a non-empty set ΔI , called the
domain of I, and a function ·I , called the interpretation function of I, that
maps every concept name A to a subset AI of ΔI , maps every role name r to
a binary relation rI on ΔI , and maps every individual name a to an element
aI ∈ ΔI . The interpretation function is extended to inverse roles and complex
concepts as follows:

(r−)I = {〈x, y〉 | 〈y, x〉 ∈ rI} �I = ΔI ⊥I = ∅
(¬C)I = ΔI \ CI (C �D)I = CI ∩DI (C �D)I = CI ∪DI

(∀R.C)I =
{
x ∈ ΔI | ∀y

[
(x, y) ∈ RI implies y ∈ CI]}

(∃R.C)I =
{
x ∈ ΔI | ∃y

[
(x, y) ∈ RI and y ∈ CI]}

Note that (r−)I = (rI)−1 and this is compatible with (r−)− = r.
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For a set Γ of concepts, define Γ I = {x ∈ ΔI | x ∈ CI for all C ∈ Γ}.
An interpretation I is a model of a TBox T if for every axiom C � D (resp.

C
.= D) of T , we have that CI ⊆ DI (resp. CI = DI).
An interpretation I is a model of an ABox A if for every assertion a :C (resp.

R(a, b)) of A, we have that aI ∈ CI (resp. (aI , bI) ∈ RI).
An interpretation I is a model of a knowledge base (T ,A) if I is a model of

both T and A. A knowledge base (T ,A) is satisfiable if it has a model.
An interpretation I satisfies a concept C (resp. a set X of concepts) if CI �= ∅

(resp. XI �= ∅). A set X of concepts is satisfiable w.r.t. a TBox T if there exists
a model of T that satisfies X . For X = Y ∪ A, where Y is a set of concepts
and A is an ABox, we say that X is satisfiable w.r.t. a TBox T if there exists
a model of T and A that satisfies X .

3 A Tableau Calculus for ALCI
We assume that concepts and ABox assertions are represented in negation nor-
mal form (NNF), where ¬ occurs only directly before atomic concepts.2 We use
C to denote the NNF of ¬C, and for ϕ = a : C, we use ϕ to denote a :C. For
simplicity, we treat axioms of T as concepts representing global assumptions:
an axiom C � D is treated as C � D, while an axiom C

.= D is treated as
(C � D) � (D � C). That is, we assume that T consists of concepts in NNF.
Thus, an interpretation I is a model of T iff I validates every concept C ∈ T .
As this way of handling the TBox is not efficient in practice, the absorption tech-
nique like the one discussed in [9,13] can be used to improve the performance of
our algorithm.

From now on, let (T ,A) be a knowledge base in NNF of the logic ALCI. In
this section we present a tableau calculus for checking satisfiability of (T ,A).

In what follows we define tableaux as rooted “and-or” graphs. Such a graph
is a tuple G = (V,E, ν), where V is a set of nodes, E ⊆ V × V is a set of edges,
ν ∈ V is the root, and each node v ∈ V has a number of attributes. If there is
an edge (v, w) ∈ E then we call v a predecessor of w, and call w a successor of
v. The set of all attributes of v is called the contents of v. Attributes of tableau
nodes are:

– Type(v) ∈ {state, non-state}. If Type(v) = state then we call v a state, else
we call v a non-state (or an internal node). If Type(v) = state and (v, w) ∈ E
then Type(w) = non-state.

– SType(v) ∈ {complex, simple} is called the subtype of v. If SType(v) =
complex then we call v a complex node, else we call v a simple node. The
graph never contains edges from a simple node to a complex node. If (v, w)
is an edge from a complex node v to a simple node w then Type(v) = state
and Type(w) = non-state. The root of the graph is a complex node.

– Status(v) ∈ {unexpanded, expanded, incomplete, unsat, sat}.
2 Every formula can be transformed to an equivalent formula in NNF.
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– Label(v) is a finite set of formulas, called the label of v. The label of a
complex node consists of ABox assertions, while the label of a simple node
consists of concepts.

– RFmls(v) is a finite set of formulas, called the set of reduced formulas of v.
– DFmls(v) is a finite set of formulas, called the set of disallowed formulas

of v.
– StatePred(v) ∈ V ∪ {null} is called the state-predecessor of v. It is available

only when Type(v) = non-state. If v is a non-state and G has no paths
connecting a state to v then StatePred(v) = null. Otherwise, G has exactly
one state u that is connected to v via a path not containing any other states.
In that case, StatePred(v) = u.

– ATPred(v) ∈ V is called the after-transition-predecessor of v. It is available
only when Type(v) = non-state. If v is a non-state and v0 = StatePred(v)
(�= null) then there is exactly one successor v1 of v0 such that every path
connecting v0 to v must go through v1, and we have that ATPred(v) = v1.
We define AfterTrans(v) = (ATPred(v) = v). If AfterTrans(v) holds then
either v has no predecessors (i.e. it is the root of the graph) or it has exactly
one predecessor u and u is a state.

– CELabel (v) is a formula called the coming edge label of v. It is available only
when v is a successor of a state u (and Type(v) = non-state). In that case, we
have u = StatePred(v), AfterTrans(v) holds, CELabel (v) ∈ Label (u), and
• if SType(u) = simple then CELabel (v) is of the form ∃R.C and C ∈

Label(v)
• else CELabel (v) is of the form a :∃R.C and C ∈ Label (v).

Informally, v was created from u to realize the formula CELabel (v) at u.
– ConvMethod (v) ∈ {0, 1} is called the converse method of v. It is available

only when Type(v) = state.
– FmlsRC (v) is a set of formulas, called the set of formulas required by con-

verse for v. It is available only when Type(v) = state and will be used only
when ConvMethod(v) = 0.

– AltFmlSetsSC (v) is a set of sets of formulas, called the set of alternative sets
of formulas suggested by converse for v. It is available only when Type(v) =
state and will be used only when ConvMethod (v) = 1.

– AltFmlSetsSCP(v) is a set of sets of formulas, called the set of alternative
sets of formulas suggested by converse for the predecessor of v. It is available
only when v has a predecessor being a state and will be used only when
ConvMethod (v) = 1.

We define
AFmls(v) = Label(v) ∪RFmls(v)

Kind(v) =
{

and-node if Type(v) = state
or-node if Type(v) = non-state

BeforeFormingState(v) = v has a successor which is a state

The set AFmls(v) is called the available formulas of v. In an “and-or” graph,
states play the role of “and”-nodes, while non-states play the role of “or”-nodes.
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(�)
X, C �D

X, C, D
(�)

X, C �D

X, C | X, D

(∃)
X, ∃R1.C1, . . . , ∃Rk.Ck

C1, X1, T & . . . & Ck, Xk, T if

⎧⎨⎩
X contains no concepts of the
form ∃R.D and, for 1 ≤ i ≤ k,
Xi = {D | ∀Ri.D ∈ X}

(�′)
X, a : (C �D)

X, a :C, a :D
(�′)

X, a : (C �D)

X, a :C | X, a :D

(∀′
)

X, a :∀R.C, R(a, b)

X, a :∀R.C, R(a, b), b :C
(∀

′
i)

X, a :∀R.C, R−(b, a)

X, a :∀R.C, R−(b, a), b :C

(∃′) X, a1 :∃R1.C1, . . . , ak :∃Rk.Ck

C1, X1, T & . . . & Ck, Xk, T if

⎧⎨⎩
X contains no assertions of the
form a :∃R.D and, for 1 ≤ i ≤ k,
Xi = {D | ai :∀Ri.D ∈ X}

Table 1. Some rules of the tableau calculus CALCI

By the local graph of a state v we mean the subgraph of G consisting of all
the path starting from v and not containing any other states. Similarly, by the
local graph of a non-state v we mean the subgraph of G consisting of all the
path starting from v and not containing any states.

We apply global state caching: if v1 and v2 are different states then Label(v1) �=
Label(v2) or RFmls(v1) �= RFmls(v2) or DFmls(v1) �= DFmls(v2). If v is a
non-state such that AfterTrans(v) holds then we also apply global caching for
the local graph of v: if w1 and w2 are different nodes of the local graph of
v then Label(w1) �= Label (w2) or RFmls(w1) �= RFmls(w2) or DFmls(w1) �=
DFmls(w2).

Our calculus CALCI for the description logic ALCI will be specified, amongst
others, by a finite set of tableau rules, which are used to expand nodes of
tableaux. A tableau rule is specified with the following information: the kind
of the rule (an “and”-rule or an “or”-rule); the conditions for applicability of
the rule (if any); the priority of the rule; the number of successors of a node
resulting from applying the rule to it, and the way to compute their contents.

Tableau rules are usually written downwards, with a set of formulas above
the line as the premise, which represents the label of the node to which the
rule is applied, and a number of sets of formulas below the line as the (possible)
conclusions, which represent the labels of the successor nodes resulting from
the application of the rule. Possible conclusions of an “or”-rule are separated
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Function NewSucc(v, type, sT ype, ceLabel, label, rFmls, dFmls)

Global data: a rooted graph (V, E, ν).
Purpose: create a new successor for v.
create a new node w, V := V ∪ {w}, if v �= null then E := E ∪ {(v, w)};1

Type(w) := type, SType(w) := sType, Status(w) := unexpanded;2

Label (w) := label, RFmls(w) := rFmls, DFmls(w) := dFmls;3

if type = non-state then4

if v = null or Type(v) = state then StatePred (w) := v, ATPred(w) := w5

else StatePred (w) := StatePred (v), ATPred(w) := ATPred(v);6

if Type(v) = state then CELabel(w) := ceLabel, AltFmlSetsSCP(w) := ∅7

else ConvMethod(w) := 0, FmlsRC (w) := ∅, AltFmlSetsSC (w) := ∅;8

return w9

Function FindProxy(type, sT ype, v1, label, rFmls, dFmls)

Global data: a rooted graph (V, E, ν).
if type = state then W := V else W := the nodes of the local graph of v1;1

if there exists w ∈ W such that Type(w) = type and SType(w) = sType and2

Label (w) = label and RFmls(w) = rFmls and DFmls(w) = dFmls then
return w
else return null3

Function ConToSucc(v, type, sT ype, ceLabel, label, rFmls, dFmls)

Global data: a rooted graph (V, E, ν).
Purpose: connect v to a successor, which is created if necessary.
if type = state then v1 := null else v1 := ATPred(v)1

w := FindProxy(type, sType, v1, label, rFmls, dFmls);2

if w �= null then E := E ∪ {(v, w)}3

else w := NewSucc(v, type, sType, ceLabel, label, rFmls, dFmls);4

return w5

Function TUnsat(v)

return (⊥ ∈ Label(v) or there exists {ϕ, ϕ} ⊆ Label(v))1

Function TSat(v)

return (Status(v) = unexpanded and no rule except (conv) is applicable to v)1

Function ToExpand

Global data: a rooted graph (V, E, ν).
if there exists a node v ∈ V with Status(v) = unexpanded then return v1

else return null2

by |, while conclusions of an “and”-rule are separated by &. If a rule is a unary
rule (i.e. a rule with only one possible conclusion) or an “and”-rule then its
conclusions are “firm” and we ignore the word “possible”. The meaning of an
“or”-rule is that if the premise is satisfiable w.r.t. T then some of the possible
conclusions are also satisfiable w.r.t. T , while the meaning of an “and”-rule is



Checking Satisfiability of a Knowledge Base in ALCI 471

Procedure Apply(ρ, v)

Global data: a rooted graph (V, E, ν).
Input: a rule ρ and a node v ∈ V s.t. if ρ �= (conv) then Status(v) = unexpanded

else Status(v) = expanded and BeforeFormingState(v) holds.
Purpose: applying the tableau rule ρ to the node v.

if ρ = (forming-state) then1

ConToSucc(v, state,SType(v), null,Label(v),RFmls(v),DFmls(v))2

else if ρ = (conv) then ApplyConvRule(v) // defined on page 4723

else if ρ ∈ {(∃), (∃′)} then4

ApplyTransRule(ρ, v); // defined on page 4725

if Status(v) = {incomplete, unsat, sat} then6

PropagateStatus(v), return7

else8

let X1, . . . , Xk be the possible conclusions of the rule;9

if ρ ∈ {(∀′
), (∀′

i)} then Y := RFmls(v)10

else Y := RFmls(v) ∪ {the principal formula of ρ};11

foreach 1 ≤ i ≤ k do12

ConToSucc(v, non-state,SType(v), null, Xi, Y,DFmls(v))

Status(v) := expanded;13

foreach successor w of v with Status(w) /∈ {incomplete, unsat, sat} do14

if TUnsat(w) then Status(w) := unsat15

else if Type(w) = non-state then16

v0 := StatePred (w), v1 := ATPred(w);17

if SType(v0) = simple then18

let ∃R.C be the form of CELabel(v1);19

X := {D | ∀R−.D ∈ Label(w) and D /∈ AFmls(v0)}20

else21

let a :∃R.C be the form of CELabel(v1);22

X := {a :D | ∀R−.D ∈ Label(w) and (a :D) /∈ AFmls(v0)}23

if X �= ∅ then24

if ConvMethod(v0) = 0 then25

FmlsRC (v0) := FmlsRC (v0) ∪X;26

if X ∩DFmls(v0) �= ∅ then Status(v0) := unsat, return27

else if X ∩DFmls(v0) �= ∅ then Status(w) := unsat28

else29

AltFmlSetsSCP(v1) := AltFmlSetsSCP(v1) ∪ {X};30

Status(w) := incomplete31

else if TSat(w) then Status(w) := sat32

UpdateStatus(v);33

if Status(v) ∈ {incomplete, unsat, sat} then PropagateStatus(v)34

that if the premise is satisfiable w.r.t. T then all of the conclusions are also
satisfiable w.r.t. T .

We write X,ϕ or ϕ,X to denote X ∪ {ϕ}, and write X,Y to denote X ∪ Y .
Our tableau calculus CALCI for ALCI w.r.t. the TBox T consists of rules which
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Procedure ApplyConvRule(v)

Global data: a rooted graph (V, E, ν).
Purpose: applying the rule (conv) to the node v.

let w be the only successor of v, E := E \ {(v, w)};1

if ConvMethod(w) = 0 then2

newLabel := Label(v) ∪ FmlsRC (w);3

ConToSucc(v, non-state,SType(v), null, newLabel,RFmls(v),DFmls(v))4

else5

let {ϕ1}, . . . , {ϕn} be all the singleton sets belonging to AltFmlSetsSC (w),6

and let remainingSetsSC be the set of all the remaining sets;
foreach 1 ≤ i ≤ n do7

newLabel := Label(v) ∪ {ϕi},8

newDFmls := DFmls(v) ∪ {ϕj | 1 ≤ j < i};
ConToSucc(v, non-state, SType(v), null, newLabel,RFmls(v), newDFmls)9

Y := {ϕi | 1 ≤ i ≤ n};10

foreach X ∈ remainingSetsSC do11

ConToSucc(v, non-state, SType(v), null,Label(v) ∪12

X,RFmls(v),DFmls(v) ∪ Y )

Procedure ApplyTransRule(ρ, u)

Global data: a rooted graph (V, E, ν).
Purpose: applying the transitional rule ρ, which is (∃) or (∃′), to the state u.

let X1, . . . , Xk be all the conclusions of the rule ρ with Label(u) as the premise;1

if ρ = (∃) then2

let ∃R1.C1, . . . , ∃Rk.Ck be the corresponding principal formulas;3

foreach 1 ≤ i ≤ k do4

v := NewSucc(u, non-state, simple,∃Ri.Ci, Xi, ∅, ∅);5

FmlsRC (u) := FmlsRC (u)∪ {D | ∀R−
i .D ∈ Label(v) and D /∈ AFmls(u)}6

else7

let a1 :∃R1.C1, . . . , ak :∃Rk.Ck be the corresponding principal formulas;8

foreach 1 ≤ i ≤ k do9

v := NewSucc(u, non-state, simple, ai :∃Ri.Ci, Xi, ∅, ∅);10

FmlsRC (u) := FmlsRC (u) ∪ {ai :D | ∀R−
i .D ∈ Label (v), a :D /∈11

AFmls(u)}

if FmlsRC (u) ∩ DFmls(u) �= ∅ then Status(u) := unsat;12

while Status(u) �= unsat and there exists a node w in the local graph of u such13

that Status(w) = unexpanded and a unary rule ρ �= (forming-state) is
applicable to w do Apply(ρ, w);

if Status(u) �= unsat then14

if FmlsRC (u) �= ∅ then Status(u) := incomplete15

else ConvMethod (u) := 116

are partially specified in Table 1 together with two special rules (forming-state)
and (conv).
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Function Tableau(T ,A)
Input: a knowledge base (T ,A) in NNF in the logic ALCI.
Global data: a rooted graph (V, E, ν).

X := A ∪ {(a :C) | C ∈ T and a is an individual occurring in A};1

ν := NewSucc(null, non-state, complex, null, X, ∅, ∅);2

if TUnsat(ν) then Status(ν) := unsat3

else if TSat(ν) then Status(ν) := sat;4

while (v := ToExpand()) �= null do5

choose a tableau rule ρ different from (conv) and applicable to v;6

Apply(ρ, v); // defined on page 4717

return (V, E, ν)8

Procedure UpdateStatus(v)

Global data: a rooted graph (V, E, ν).
Input: a node v ∈ V with Status(v) = expanded.

if Kind(v) = or-node then1

if some successors of v have status sat then Status(v) := sat2

else if all successors of v have status unsat then Status(v) := unsat3

else if every successor of v has status incomplete or unsat then4

if v has a successor w such that Type(w) = state then5

// w is the only successor of v
Apply((conv), v)6

else Status(v) := incomplete7

else // Kind(v) = and-node8

if all successors of v have status sat then Status(v) := sat9

else if some successors of v have status unsat then Status(v) := unsat10

else if v has a successor w with Status(w) = incomplete then11

AltFmlSetsSC (v) := AltFmlSetsSCP (w), Status(v) := incomplete12

13

Procedure PropagateStatus(v)

Global data: a rooted graph (V, E, ν).
Input: a node v ∈ V with Status(v) ∈ {incomplete, unsat, sat}.
foreach predecessor u of v with Status(u) = expanded do1

UpdateStatus(u);2

if Status(u) ∈ {incomplete, unsat, sat} then PropagateStatus(u)3

The rules (∃) and (∃′) are the only “and”-rules and the only transitional rules.
The other rules of CALCI are “or”-rules, which are also called static rules. The
transitional rules are used to expand states of tableaux, while the static rules
are used to expand non-states of tableaux.

For any rule of CALCI except (forming-state) and (conv), the distinguished
formulas of the premise are called the principal formulas of the rule. The rules
(forming-state) and (conv) have no principal formulas. As usually, we assume
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that, for each rule of CALCI described in Table 1, the principal formulas are not
members of the set X which appears in the premise of the rule.

For any state w, every predecessor v of w is always a non-state. Such a node v
was expanded and connected to w by the static rule (forming-state). The nodes
v and w correspond to the same element of the domain of the interpretation
under construction. In other words, the rule (forming-state) “transforms” a
non-state to a state. It guarantees that, if BeforeFormingState(v) holds then
v has exactly one successor, which is a state.

See the long version [8] for more discussions, in particular, on the use of the
attribute RFmls and the ways of dealing with converses (i.e. with inverse roles).

The priorities of the rules of CALCI are as follows (the bigger, the stronger):
(�), (�′), (∀′), (∀′i): 5; (�), (�′): 4; (forming-state): 3; (∃), (∃′): 2; (conv): 1.

The conditions for applying a rule ρ �= (conv) to a node v are as follows:

– the rule has Label(v) as the premise (thus, the rules (�), (�), (∃) are ap-
plicable only to simple nodes, and the rules (�′), (�′), (∀′), (∀′i), (∃′) are
applicable only to complex nodes)

– all the conditions accompanying with ρ in Table 1 are satisfied
– if ρ is a transitional rule then Type(v) = state
– if ρ is a static rule then Type(v) = non-state and
• if ρ ∈ {(�), (�), (�′), (�′)} then the principal formula of ρ does not belong

to RFmls(v), else if ρ ∈ {(∀′), (∀′i)} then the formula b :C occurring in
the rule does not belong to AFmls(v)
• no static rule with a higher priority is applicable to v.

Application of a tableau rule ρ to a node v is specified by procedure
Apply(ρ, v) given on page 471. This procedure uses procedures ApplyConvRule
and ApplyTransRule given on page 472. Auxiliary functions are defined on
page 470. Procedures used for updating and propagating statuses of nodes are de-
fined on page 473. The main function Tableau(T ,A) is also defined on page 473.
It returns a rooted “and-or” graph called a CALCI -tableau for the knowledge
base (T ,A). See the long version [8] of this paper for the proof of the following
theorem.

Theorem 3.1. Let (T ,A) be a knowledge base in NNF of the logic ALCI. Then
procedure Tableau(T ,A) runs in exponential time (in the worst case) in the size
of (T ,A) and returns a rooted “and-or” graph G = (V,E, ν) such that (T ,A) is
satisfiable iff Status(ν) �= unsat.

4 Conclusions

We have given the first direct cut-free ExpTime (optimal) tableau decision pro-
cedure, which is not based on transformation or on the pre-completion technique,
for checking satisfiability of a knowledge base in the description logicALCI. This
satisfiability problem is more general than the problem of checking satisfiability
of a concept w.r.t. a TBox studied by Goré and Widmann for ALCI in [4]. Our
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technique is more advanced than the one of [4] as we do also global caching for
nodes in the local graphs of non-states v obtained after a transition (in [4], such
local graphs are trees) and we check incompatibility w.r.t. converse as soon as
possible. We also delay applications of the converse rule.
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logic with converse. In: Giesl, J., Hähnle, R. (eds.) IJCAR 2010. LNCS, vol. 6173,
pp. 225–239. Springer, Heidelberg (2010)

6. Horrocks, I., Sattler, U.: Description logics - basics, applications, and more. In:
Tutorial Given at ECAI-2002,
http://www.cs.man.ac.uk/~horrocks/Slides/ecai-handout.pdf

7. Nguyen, L.A.: An efficient tableau prover using global caching for the description
logic ALC. Fundamenta Informaticae 93(1-3), 273–288 (2009)

8. Nguyen, L.A.: The long version of the current paper (2011),
http://www.mimuw.edu.pl/~nguyen/alci-long.pdf

9. Nguyen, L.A., Sza�las, A.: expTime tableaux for checking satisfiability of a knowl-
edge base in the description logic ALC. In: Nguyen, N.T., Kowalczyk, R., Chen,
S.-M. (eds.) ICCCI 2009. LNCS(LNAI), vol. 5796, pp. 437–448. Springer, Heidel-
berg (2009)

10. Nguyen, L.A., Sza�las, A.: An optimal tableau decision procedure for Converse-PDL.
In: Nguyen, N.-T., Bui, T.-D., Szczerbicki, E., Nguyen, N.-B. (eds.) Proceedings
of KSE 2009, pp. 207–214. IEEE Computer Society, Los Alamitos (2009)

11. Nguyen, L.A., Sza�las, A.: A tableau calculus for regular grammar logics with con-
verse. In: Schmidt, R.A. (ed.) CADE-22. LNCS(LNAI), vol. 5663, pp. 421–436.
Springer, Heidelberg (2009)

12. Nguyen, L.A., Sza�las, A.: Checking consistency of an ABox w.r.t. global assump-
tions in PDL. Fundamenta Informaticae 102(1), 97–113 (2010)

13. Nguyen, L.A., Sza�las, A.: Tableaux with global caching for checking satisfiability
of a knowledge base in the description logic SH. T. Computational Collective
Intelligence 1, 21–38 (2010)

http://www.cs.man.ac.uk/~horrocks/Slides/ecai-handout.pdf
http://www.mimuw.edu.pl/~nguyen/alci-long.pdf


SWRL Rules Plan Encoding with OWL-S Composite
Services

Domenico Redavid1, Stefano Ferilli2, and Floriana Esposito2

1 Artificial Brain S.r.l., Bari, Italy
redavid@abrain.it

2 Computer Science Department, University of Bari “Aldo Moro”, Italy
{ferilli,esposito}@di.uniba.it

Abstract. This work extends a SWRL based OWL-S atomic services compo-
sition method in order to obtain and manage OWL-S composite services. After
the identification of the OWL-S constructs in a SWRL plan, the steps for build-
ing the OWL-S control contructs tree, itself serializable with language syntax as
well, is given. The obtained composed SWS can be considered as a Simple Pro-
cess, encoded as a SWRL rule and fed to the SWRL composer for making up new
compositions.

1 Introduction

The profitable use of Web services is closely tied to the automation of the following
key operations: discovery, selection, composition, and invocation. The technologies de-
veloped for Web services do not allow to create intelligent tools that can automatically
perform these four operations. In fact, Web services representation languages is based
on XML and thus lacks a formal semantics. The Semantic Web (SW) [1] is the obvi-
ous candidate to fulfill this task. Its overlap with the technologies of Web services is
referred to as Semantic Web Services (SWS) [2] whose main purpose is automating
the operations mentioned above by exploiting representation languages and reasoning
mechanisms developed for the SW. This relates the evolution of SWS to the results
achieved in the SW. In order to exploit the advantages offered by the SW (mainly, the
distributed knowledge base available on the Web), we need to use its methodologies and
standards. Currently, many methods have been proposed to realize SWS composition,
but almost all are based on the exploitation of methods outside SW standards. This is
a problem from a practical point of view since a change of representation language is
needed. Consequently it is easy to miss the semantics of information [3]. This work ex-
tends the SWRL based OWL-S1 atomic services composition method presented in [4]
in order to obtain and manage OWL-S composite services. This paper is structured as
follow. In the Sec. 2 we recall the basic notions needed to understand the proposed ap-
proach. In Sec. 3 and Sec. 4 we present the logic applied to identify OWL-S constructs
inside a SWRL rule plan and the applied procedure to obtain composite services. In
Sec. 5 a practical example of application of our method is presented. Finally, in Sec. 6
and Sec. 7 a brief description of the state of the art about automatic approach to OWL-S
composite services and a discussion on future work are given.

1 OWL-S: Semantic markup for web services, http://www.w3.org/submission/owl-s/

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 476–482, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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2 Background

In this section we briefly report the characteristics of the considered OWL-S composer
and some required notions about OWL-S composite services. The work presented in
[4] showed how to encode an OWL-S atomic process as a SWRL rule [5] (i.e., inCon-
dition ∧ Precondition is the body, output ∧ effect is the head). After obtaining a set of
SWRL rules, the following algorithm was applied: it takes as input a knowledge base
containing SWRL rules set and a goal specified as a SWRL atom, and returns every
possible path built combining the available SWRL rules in order to achieve such a goal.
The set of paths can be considered as a SWRL rules plan (referred as plan in the fol-
lowing) representing all possible combinable OWL-S Atomic processes that lead to the
intended result (the goal). The aim of this work is to describe the plan by means of an
OWL-S composite process. According to OWL-S specifications, the service model de-
fines the concept of a Process that describes the composition of one or more services in
terms of their constituent processes. A Process can be Atomic (a description of a non-
decomposable service that expects one message and returns one message in response),
Composite (consisting of a set of processes within some control structure that defines
a workflow) or Simple (used as an element of abstraction, i.e., a simple process may
be used either to provide a view of a specialized way of using some atomic process,
or a simplified representation of some composite process for purposes of planning and
reasoning). As stated, OWL-S Composite processes (decomposable into other Atomic
or Composite processes) can be specified by means of the following control constructs
offered by the language: Sequence, Split, Split + Join, Any-Order, Choice, If-Then-
Else, Iterate, Repeat-While and Repeat-Until, and AsProcess. One crucial feature
of a composite process is the specification of how its inputs are accepted by particular
sub-processes, and how its various outputs are produced by particular sub-processes.
Structures to specify the Data Flow and the Variable Bindings are needed. When defin-
ing processes using OWL-S, there are many places where the input to one process
component is obtained as one of the outputs of a preceding step, short-circuiting the
normal transmission of data from service to client and back. For every different type
of Data Flow a particular Variable Bindings is given. Formally, two complementary
conventions to specify Data Flow have been identified:consumer-pull (the source of a
datum is specified at the point where it is used) and producer-push (the source of a da-
tum is managed by a pseudo-step called Produce). Finally, we remark that a composite
process can be considered as an atomic one using the OWL-S Simple process decla-
ration. This allows to treat Composite services during the application of the SWRL
Composer.

3 Encoding the SWRL Plan with OWL-S Constructs

According to the OWL-S specification about a composed process and its syntax, it is
possible to represent the composition of atomic services obtained through the SWRL
rule composer by means of an OWL-S composite service. In this section we will
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Fig. 1. The OWL-S control constructs in the plan

Table 1. OWL-S Control Constructs identified in the plan

Sequence. Represents the simplest situation of the plan, in which the rules are geared to each other in a sequential manner,
that is the head of a rule corresponds to one of the atoms in the body of another. This indicates a sequential execution, and
thus will be used the Sequence construct. According to the specification, Sequence is a construct whose components are
executed in a given order and the result of the last element is used as the result of the whole sequence (Fig. 1 a)).
Split-Join. Represents the situation where two or more rules, with different head atoms are grafted directly into two or more
atoms in the body of a particular rule. In this circumstance there is a branch that is evaluated and coded with a construct of
the type Split-Join. According to the specifications, Split-Join is a construct whose components are executed simultaneously,
i.e., they run competitively and with a certain level of synchronization. This construct is used because it is necessary that all
grafted rules are performed successfully. The condition behind the utilization of this construct assumes that its components
can be overlapped in the execution, i.e., they are all different (Fig. 1 b)).
Choice. Represents the situation where two or more rules, with the same head atoms, are grafted directly into one of the
atoms in the body of a particular rule. In this circumstance there is a branch that is evaluated and encoded with the construct
Choice. According to the specifications, Choice is a construct whose components are part of a set from which any one can
be called for execution. This construct is used because the results from the rules set can be easily overlapped, no matter
which component is going to be run because the results are always of the same type (Fig. 1 c)).
If-Then-Else. It could represent the situation where the body of a rule are the atoms that identify a precondition. In this
case, the service that identifies the rule to be properly executed needs that its precondition must be true. In this circum-
stance, therefore, the precondition was extrapolated and used as a condition in the If-Then-Else construct. According to the
specifications, If-Then-Else construct is divided into three parts: the ’then’ part, the ’else’ part and the ’condition’ part. The
semantics behind this construct is to be understood as: “if the ’condition’ is satisfied, then run the ’then’ part, otherwise
run the ’else’ part.”. In this case it is understood that if the condition is satisfied then one can run the service, otherwise the
service will not be executed (Fig. 1 d)).
Any-Order. Represents a situation similar to the Split-Join, but this particular case covers those circumstances where control
constructs or processes are present multiple times in the structure of the plan, and it is important that their execution is not
overlapped in order to prevent a break in the composite process. This type of situation can be resolved through the use of
the Any-Order construct because its components are all performed in a certain order but never competitively (Fig. 1 e)).

analyze how it is possibe to get one. An OWL-S composed process can be considered
as a tree whose nonterminal nodes are labeled with control constructs, each of which
has children that are specified through the OWL property components. The leaves of the
tree are invocations of the processes mentioned as instances of the OWL class Perform,
a class that refers to the process to be performed. Bearing in mind the characteristics of
the plan constructed by means of the method specified in [4], we identify the OWL-S
control constructs to be used to implement the plan applying the guidelines reported in
Table 1. Currently, the OWL-S specification does not completely specify the Iteration
and its dependent constructs (Repeat-While and Repeat- Until) and how the asProcess
construct could be used. For this reason they are not treated in this paper, but they will
be considered in future work. Furthermore, The Split construct is not covered in this
discussion because for atomic services occurs only in the presence of the same input
parameter.
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Fig. 2. A) The different types of grafted SWRL rules in the plan. B) Consumer-pull data flow.

4 The Procedure to Build the OWL-S Constructs Tree

For our purposes, each rule is represented in the composer as an object that has various
features and information that could be helpful to the composition. Such an object, called
Rulebean, contains information about:

– The atoms in the declared precondition of the rule;
– The URI of the atomic process to which the rule refers;
– The number of atoms in which the grafted rules have correspondence;
– A list containing pointers to the other Rulebeans with which it is linked.

The information about the atoms of the preconditions allow to check the presence of IF
conditions that could lead to identify a situation that needs an IF-Then-Else construct.
The URI of the atomic process to which the rule refers is necessary because the leaves
of the constructs tree must instantiate the processes to be performed. Finally, since
each rule can be linked to other rules, it is necessary to store both their quantity and a
pointer to the concatenated rules. In this way each Rulebean carries within it the entire
underlying structure. This structure is implemented as a tree of lists, where each list
contains the Rulebeans that are grafted on the same atom. Now let’s show in detail the
steps needed to encode a plan with the OWL-S control constructs. Referring to Figure
2A), the procedure involves the application of three subsequent steps depending on the
number of grafted rules (n):

1. Search all Rulebeans grafted with a number of rules equal to zero (n = 0) (Figure 2 a)).
a. Store therein an object that represents the “leaf”, i.e., an executable process.

2. Search all Rulebeans grafted with a number of rules equal to one (n = 1) (Figure 2 b).
a. Check the engaged list:

i. If there is only one Rulebean, the node will be of type “Sequence”;
ii. If there are multiple Rulebeans, the node will be of type “Choice”;

b. Store the object representing the created structure in the Rulebean.
3. Search all Rulebeans grafted with a number of rules greater than one (n ≥ 2) (Figure 2 c).

a. For each grafted list follow the steps in 2.a;
b. Make the following checks on the structure:

i. If there are repeated Rulebeans add a node of type “Any-Order”;
ii. If there are no repeated Rulebeans add a node of type “Split-Join”;

c. Stores the object representing the created structure in the Rulebean
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Since the If-Then-Else construct overlaps with the constructs assigned during this pro-
cedure, it is identified in another way. During the creation of a Rulebean, a check is
performed to verify if there are atoms in the body of the rule labeled as belonging to
a precondition. If this is the case, the Rulebean will be identified as the "Then" part of
the construct, and the atoms of the precondition will form the ’If’ condition. The “Else”
part will be identified as the complementary path, if existing (for the “Sequence” con-
struct it does not exist, of course). Finally, the data flow is implemented in accordance
with the consumer-pull method, i.e., the binding of variables is held exactly at the point
in which it occurs. Referring to the example in Figure 2B), we can see that parameter y
of S1 is in correspondence with parameter x of S2 which means that the output of S2 is
the same, semantically speaking, as the input of S1. In practice, an OWL-S declaration
will be created, specifying that the input y of S1 comes from the output x of S2.

Table 2. OWL-S Atomic services test set

OWL-S SERVICE NAME INPUTS OUTPUTS
Service-10 Books:Title Books:Book
Service-12 Books:Title Books:Book
Service-15 Books:Book Books:Person
Service-28 Books:Novel Books:Person
Service-9 Books:Person; Books:Book Concept:Price

5 Example

Let us consider the subset of atomic services in Table 2 chosen from the OWLS-TC
dataset2. By means of the OWL-S service composer presented in [4], we obtain the
plan in Figure 3 a). Now, applying the algorithm described in Section 3, we obtain the
OWL-S constructs tree of Figure 3 b). In practice, we start searching Rulebeans grafted
with a number of rules equal to zero, finding Service-10, Service-12 and Service-28.
These will be tree leafs. We go on searching Rulebeans grafted with a number of rules
equal to one, finding Service-15. It has two rulebeans grafted on the same Atom, i.e.,
books : Book, thus we use a “Choice” construct. To link the obtained structure with
Service-15 (another tree leaf) we use the “Sequence” construct, naming this structure
C1. We continue serching Rulebeans grafted with a number of rules greater than one,
finding Service-9. It has Service-10 and Service-12 grafted on the Atom books : Book,
and Service-28 (another tree leaf) and C1 grafted on the Atom books : Person. Both
pairs are linked with a “Choice” construct, and we call them C2 and C3, respectively.
Since C2 and C3 contains repeated Rulebean (Service-10 in “Choice” with Service-
12), we model this situation with the “Any-Order” construct. The depicted “If-Then-
Else” construct is obtained applying the following consideration. Supposing that the
precondition of Service-28 states that in order to execute the service the input must be
exclusively a “books:Novel” (an OWL subclass of “books:Book”). Then, we can put
this assertion as the IF condition, the execution of the service as the “Then” part, and
the non execution of the service as the “Else” part.

2 OWL-S service retrieval test collection, http://projects.semwebcentral.org/projects/owls-tc/
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Fig. 3. The SWRL plan obtained applying the composer over the services of Table 2

6 Related Work

In this section we analyze some works on SWS composition that involve OWL-S com-
posite services. In [6], the semantics underlying a relevant subset of OWL-S has been
translated into First Order Logic (FOL), obtaining a set of axioms for describing the
features of each service. By combining these axioms within a Petri Net, they obtain
process-based service models that enable reasoning about interactions among the pro-
cesses. [7] demonstrate how an OWL reasoner can be integrated within the SHOP2 AI
planner for SWS composition. The reasoner is used to store the world states, answer the
planners queries regarding the evaluation of preconditions, and update the state when
the planner simulates the effects of services. [8] propose CASheW-S, a compositional
semantic system based on Pi-Calculus in order to realize OWL-S service composition.
OWL-S is encoded with the proposed system. [9] proposes CCTR, an extension of
Concurrent Transaction Logic (CTR), as a formalism for modelling, verification and
scheduling composite SWS. It describe how OWL-S and CCTR can be used together
for modeling a complex service and constraints, and make reasoning. Clearly, all the
mentioned works involve a representation change from OWL-S, which is based on de-
scription logic, to other formalisms. The disadvantage of these changes is that a loss
of semantics might take place during the transformation process [3]. Furthermore, rea-
soners built for these formalisms work with the CWA, while SW reasoners with OWA.
Conversely, our method works using only standards and tools proposed for the Semantic
Web.
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7 Conclusions and Future Work

The automatic SWS composition is the more complex process to achieve with only the
tools built on the Description Logics [10]. In this article we presented the extension of a
composition method for Semantic Web Services in order to integrate OWL-S composite
services. In particular, we have shown that having a plan of atomic services represented
using SWRL rules is possible to identify the corresponding OWL-S control constructs.
The constructs identified in this way are used to build the OWL-S control construct tree
that is directly serializable using the syntax of the language. The constructed OWL-S
composite service can be considered as a Simple Process, then encoded as a SWRL
rule and finally fed to the SWRL composer for obtaining new compositions. As a future
work, it is important to find ways to manage the remaining constructs (Iteration) and
improve the composer in order to reuse internal parts of composite process during the
composition. Another objective is to integrate into the composer ontology alignment
methods in order to enable Semantic interoperability. As in previous work, the emphasis
will be placed on the exclusive use of technologies developed for the Semantic Web.
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Abstract. In this study, we introduce two novel features: the consecutive 
sequential request ratio and standard deviation of page request depth, for 
improving the accuracy of malicious and non-malicious web crawler 
classification from static web server access logs with traditional data mining 
classifiers. In the first experiment we evaluate the new features on the 
classification of known well-behaved web crawlers and human visitors. In the 
second experiment we evaluate the new features on the classification of 
malicious web crawlers, unknown visitors, well-behaved crawlers and human 
visitors. The classification performance is evaluated in terms of classification 
accuracy, and F1 score. The experimental results demonstrate the potential of 
the two new features to improve the accuracy of data mining classifiers in 
identifying malicious and well-behaved web crawler sessions. 

Keywords: Web Crawler Detection, Web Server Access Logs, Data Mining, 
Classification, DDoS, WEKA. 

1   Introduction 

Today, the world is highly dependent on the Internet, the main infrastructure of the 
global information society. Consequently, the availability of Internet is very critical 
for the economic growth of the society. For instance, the way traditional essential 
services such as banking, transportation, medicine, education and defence are 
operated is now actively replaced by cheaper and more efficient Internet-based 
applications. However, the inherent vulnerabilities of the Internet architecture provide 
opportunities for various attacks on its security. Distributed denial-of-service (DDoS) 
is an example of a security attack with particularly severe effect on the availability of 
the Internet. United States’ Department of Defence report from 2008, presented in [1], 
indicates that cyber attacks in general (and DDoS attacks in particular) from 
individuals and countries targeting economic, political, and military organizations 
may increase in the future and cost billions of dollars. 

An emerging (and increasingly more prevalent) types of DDoS attacks - known as 
Application Layer or Layer-7 attacks - are shown to be especially challenging to detect. 
Namely, the traditional network measurement systems are shown to be rather ineffective 
in identifying the presence of Layer-7 DDoS attacks. The reason for this is that in an 
application layer attack, in order to cripple or completely disable a Web server, the 
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attacker utilizes legitimate-looking network sessions. For instance, HTML requests sent 
to a web server may be cleverly constructed to perform semi-random walks of web site 
links. Since the attack signature resembles legitimate traffic, it is difficult to construct an 
effective metric to detect and defend against the Layer-7 attacks.   

So far, a number of studies on the topic of application-layer DDoS attacks have 
been reported. Thematically, these studies can be grouped into two main categories: 
1) detection of application-layer DDoS attacks during a flash crowd event based on 
aggregate-traffic analysis and 2) differentiation between well-behaved and malicious 
web crawlers based on web-log analysis. 

In this study, we introduce two new features, in addition to traditional features, to 
improve the detection of malicious and non-malicious web crawlers with data mining 
classifiers. Namely, we performed two sets of experiments. The goal of the first 
experiment is to evaluate whether the two new features improve the detection of web 
crawlers from sessions of human visitors and well-behaved web crawlers. The goal of 
the second experiment is to evaluate whether the two new features improve the 
detection of malicious crawlers and unknown web visitors from sessions of human 
visitors, well-behaved crawlers, malicious crawlers and unknown visitors (either 
human or robot). The implementations of classification algorithms, utilized in our 
study, are provided by WEKA data mining software [2]. 

The paper is organized as follows: In Section 2, we discuss previous works on web 
crawler detection. In Section 3, we present an overview of the web crawler 
classification by employing a log analyzer pre-processor. In Section 4, we outline the 
design of the experiments and the performance metrics that were utilized. In Section 
5, we present and discuss the results obtained from the classification study. In Section 
6, we conclude the paper with our final remarks. 

2   Related Work 

In over the last decade, there have been numerous studies that have tried to classify 
web robots from web server access logs. One of the first studies on classification of 
web robots using data mining classification techniques is presented in [3]. In the 
study, authors attempt to discover web robot sessions by utilizing a feature vector of 
properties of user sessions. This classification model when applied to a dataset 
suggests that robots can be detected with more than 90% accuracy after only four 
issued web-page requests. Other techniques have also been proposed that utilize 
similar classification methods, namely, [4] and [5]. 

The novelty of our research is twofold. Firstly, to the best of our knowledge, this is 
the first study that classifies web crawlers as malicious, known well-behaved web 
robots (such as Googlebot and MSNbot among others) and unknown visitors 
(potential crawlers). Secondly, in addition to employing traditional features in our 
classification, we also introduce two new features and evaluate whether the utilization 
of these additional features can improve the classification accuracy rates. 

3   Dataset Preparation 

Crawlers are programs that traverse the Internet autonomously, starting from a seed 
list of web pages and recursively visiting documents accessible from that list. Their 
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primary purpose is to discover and retrieve content and knowledge from the Web on 
behalf of various Web-based systems and services. In this section we describe how 
crawlers can be detected by a simple pattern matching pre-processor with log analyzer 
functionality. The pre-processing task consists of identifying sessions, extracting 
features of each session and lastly performing session classification. 

3.1   Session Identification 

Session identification is the task of dividing a server access log into sessions. 
Typically, session identification is performed by first grouping all HTTP requests that 
originate from the same user-agent, and second by applying a timeout approach to 
break this grouping into different sub-groups, so that the time-lapse between two 
consecutive sub-groups is longer than a pre-defined threshold. Usually, a 30-min 
period is adopted as the threshold in Web-mining studies [3].  

3.2   Features 

From previous web crawler classification studies, namely [3], [4], and [5], we have 
adopted seven different features that are shown to be useful in distinguishing between 
browsing patterns of web robots and humans. These features are: 1) click rate, 2) 
HTML-to-Image Ratio, 3) Percentage of PDF/PS file requests, 4) Percentage of 4xx 
error responses, 5) Percentage of HTTP requests of type HEAD, 6) Percentage of 
requests with unassigned referrers and 7) ‘Robot.txt’ file request. (Note that in the rest 
of the paper we will refer to these features based on their numeric ID shown here). 

As mentioned earlier, features 1-7 have been used in the past for distinguishing 
between human- and robot-initiating sessions. However, based on the 
recommendations and discussion presented in [6], we have derived two additional and 
novel features in web robot classification: 

8. Standard deviation of requested page’s depth – a numerical attribute calculated 
 as the standard deviation of page depth across all requests sent in a single  
session. For instance, we assign a depth of three to a web page 
‘/cshome/courses/index.html’ and a depth of two to a web page 
‘/cshome/calendar.html’. This attribute should be low for web robot sessions and 
high for human sessions since a web robot should scan over a narrower directory 
structure of a web site than a human user.  

9. Percentage of consecutive sequential HTTP requests – a numerical attribute 
calculated as the number of sequential requests for pages belonging to the same 
web directory and generated during a single user session. For instance, a series of 
requests for web pages matching pattern ‘/cshome/course/*.* will be marked as 
consecutive sequential HTTP requests. However, a request to web page 
‘/cshome/index.html’ followed by a request to a web page 
‘cshome/courses/index.html’ will not be marked as consecutive sequential 
requests. This attribute should be high for human user sessions since most Web 
browsers, for example, retrieve the HTML page, parse through it, and then 
automatically send a barrage of requests to the server for embedded resources on 
the page such as images, videos, and client side scripts to execute. Alternatively, it 
should be low for crawler-based sessions because web robots are able to make 
their own decisions on what resource should be requested from the web server. 
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3.3   Dataset Labelling 

The sessions of the training/testing dataset are classified as belonging to a certain 
class based on the user agent field found in the users’ requests. The log analyzer 
maintains a table of user agent fields of all known (malicious or well-behaved) web 
crawlers as well as of all known browsers. (This table can be built from the data found 
on web sites in [7] and [8]). Also note that sessions with the name of known browsers 
in the user agent field are identified/labelled as belonging to a human visitor.) Out of 
all identified user sessions, 70% of sessions are placed in the training dataset while 
the rest are placed in the test dataset. This exclusive separation of user sessions 
ensures a fair investigation since, following the training phase, the classifiers are 
tested on previously unseen sessions. 

In this study, we perform two types of classifications/experiments. In the first 
experiment we examine whether human users (class label = 0) and well-behaved 
crawlers (class label = 1) can be separated by the classification algorithms. In the 
second experiment we examine whether human users and well-behaved crawlers 
(class label = 0) can be separated from known malicious crawlers and unknown 
visitors (class label = 1) by the classification algorithms.  

4   Experimental Design 

4.1   Web Server Access Logs 

The datasets were constructed by pre-processing web server access log files provided 
by York CSE department. The log file stores detailed information about user web-
based access into the domain www.cse.yorku.ca during a 4-week interval - between 
mid December 2010 and mid January 2011. There are a total of about 3 million log 
entries in the file. Tables 1 list the number of sessions and class label distributions 
generated by the log analyzer for experiments 1 and 2.  

Table 1. Class distribution in training and testing datasets used in Experiment #1 and # 2 

 Training Testing 
Total Number of Sessions 96845 36789 

Total # of Session with Class Label = 0 in Experiment 1 94723 35933 
Total # of Session with Class Label = 1 in Experiment 1 2122 856 
Total # of Session with Class Label = 0 in Experiment 2 94263 35864 
Total # of Session with Class Label = 1 in Experiment 2 2582 925 

4.2   Classification Algorithms 

The detection of web crawlers was evaluated with the following seven classifiers: 
C4.5 [9], RIPPER [10], Naïve Bayesian, Bayesian Network, k-Nearest Neighbour 
(with k=1), LibSVM and Multilayer Perceptron (MP), a neural network algorithm. 
The implementation of each algorithm is provided in the WEKA software package 
(more on data mining classification algorithms can be found in [11]). Each classifier 
is trained on one training dataset and then tested on another supplementary dataset. In 
the testing phase, in order to determine the classification accuracy, the classification 
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results generated by the classifiers are compared against the ‘correct’ classifications 
derived by the log analyzer.  

4.3   Performance Metrics 

In order to test the effectiveness of our classifiers, we adopted metrics that are 
commonly applied to imbalanced datasets: recall, precision, and the F1-score [5], 
which summarizes both recall and precision by taking their harmonic mean. F1 score 
summarizes the two metrics into a single value, in a way that both metrics are given 
equal importance. The F1-score penalizes a classifier that gives high recall but 
sacrifices precision and vice versa. For example, a classifier that classifies all 
examples as positive has perfect recall but very poor precision. Recall and precision 
should therefore be close to each other, otherwise the F1-score yields a value closer to 
the smaller of the two. 

5   Classification Results 

The motivation for the first experiment was to evaluate whether features 8 and 9 can 
improve the accuracy in classifying sessions as either belonging to a human user or a 
well-behaved web crawler. The motivation for the second experiment was to evaluate 
whether features 8 and 9 can improve the accuracy in classifying sessions as 
belonging to malicious web crawlers and unknown visitors. 

5.1   Experiment 1 Results 

The Figure 1 shows the difference in terms of percentage points between the accuracy 
rates of classification results when all 9 features and when only features 1-7 are 
utilized. As can be observed, there is a slight improvement in accuracy rate when all 9  
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features are used for all algorithms except the Bayesian Network which shows a slight 
decline in the accuracy rate. The actual classification accuracies when features 1-7 are 
applied were already very high, above 95% in the case of all seven classifiers. This 
explains such a modest improvement in classification accuracy when all 9 features are 
applied. 

A more accurate evaluation of classifiers’ performance can be derived by 
examining the recall, precision and F1 score metrics. Figure 2 shows the difference in 
terms of percentage points between the F1 score for the seven algorithms that are 
trained on the data set containing all 9 features and F1 score for the seven algorithms 
that are trained on the data set containing only first 7 features. As can be observed, the 
use of 9 features results in noticeably higher F1 score (between 0.5% up to nearly 4%) 
in six out of seven examined algorithms. 

5.2   Experiment 2 Results 

The Figure 3 shows the difference in terms of percentage points between the accuracy 
rates of classification results when all 9 features and when only features 1-7 are 
utilized. As can be observed, there is a slight improvement in accuracy rate when all 9 
features are used for all algorithms except in the scenario where SVM algorithm is 
employed which shows a slight decline in accuracy. The modest improvement in 
classification accuracies is again due to high accuracies (from 95% to 99%) achieved 
by the classifiers when only 7 features were used.  
 

A more accurate evaluation of classifiers’ performance can be made by applying 
the recall, precision and F1 score metrics. Figure 4 shows the difference in terms of 
percentage points between the F1 score for the seven algorithms that are trained on the 
data set containing all 9 features and F1 score for the seven algorithms that are trained 
on the data set containing only first 7 features. As can be observed, in almost all seven 
algorithms (except for SVM) the F1 score is noticeably higher (between 0.5% up to 
nearly 7%) when all 9 features are used to train the classification algorithms. 
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6   Conclusion and Final Remarks 

In this paper, we propose two new features for detecting known well-behaved web 
crawlers, known malicious web crawlers, unknown and human visitors of a university 
web site using existing data mining classification algorithms. Additionally, this is the 
first study that attempts to classifiers both non-malicious and malicious crawlers from 
web server access logs. 

The results conclusively show that the two new features proposed, the consecutive 
sequential requests ratio and standard deviation of page request depths, improve the 
classification accuracy and F1 score when most of the classification algorithms are 
employed.  

As evident in our study, the browsing behaviours of web crawlers (both malicious 
and well-behaved) and human users are significantly different. Therefore, from the 
data mining perspective, their identification/classification is very much a feasible 
task. However, the identification/classification of malicious crawlers that attempt to 
mimic human users will remain the most difficult future classification challenge. 
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Abstract. This paper concerns the issue of diversity in entity summarisation
on RDF knowledge graphs. In particular, we study whether and to what extent
the notion of diversity is appreciated by real users of a summarisation tool. To
this end, we design a user evaluation study and experimentally evaluate and
compare, on real data concerning the movie domain (IMDB), two graph-entity
summarisation algorithms: PRECIS and DIVERSUM, that were proposed in our
recent work. We present successful experimental results showing that diversity-
awareness of a graph entity summarisation tool is a valuable feature and that
DIVERSUM algorithm receives quite positive user feedback.

Keywords: diversity, entity summarisation, RDF graphs, experiments, user
evaluation.

1 Introduction

Semantic knowledge representation in the form of RDF-style graphs is gaining impor-
tance in research and applications especially in the context of automatic knowledge
harvesting from open-domain sources such as WWW.

In such knowledge graphs the nodes represent entities (e.g. in the movie domain:
actors, directors, or movies) and the directed arcs represent relations between entities
(e.g. “acted in”, “directed”, “has won prize”). Equivalently, each arc of such a graph,
together with its ends can be called a “RDF triple” and corresponds to subject and object
(nodes) connected by a predicate (arc label). SPARQL1 query language, or alike, can be
used to query such knowledge graphs. While it is powerful and expressive, it demands
that the user knows its sophisticated syntax and, in addition, has some pre-requisite
knowledge of the base being queried (e.g. names of relations, etc.). Thus, if one wants
to make querying RDF-like knowledge bases accessible to broad audience, there is a
need to “relax” querying syntax to make it easy for ordinary users.

Probably the simplest imaginable “query” would be like “tell me something about
an entity x”, i.e., to ask for a summary of important facts about an entity x specified by
the user, together with a small limit on the number of selected facts (triples). The main

1 http://www.w3.org/TR/rdf-sparql-query/
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issue would be how to select a small number of facts to include into the summary to
make it useful. Additionally we focus here on the issue of diversity of such a summary.

Summarisation has been intensively studied for text documents, for example by Wan
et al. [12]or, for multiple documents, by Wan [11]. Zhang et al. [13] (as a recent example
for a large set of similar papers) consider the problem of creating concise summaries for
very large graphs such as social networks or citation graphs; in contrast to this, our work
aims at summarising information around a single node in a graph. Ramanath et al. [5,6]
propose methods for summarising tree-structured XML documents within a constrained
budget. The problem of entity summarisation in the form of a graph with limited number
of edges was originally proposed in [8], together with an efficient algorithm, called
PRECIS.

The concept of diversity has recently attracted much interest in IR research (over 50
works at the time of writing). Due to space limitations we refer only to selected works
here. In particular, the algorithms studied in this paper are indirectly derived from the
concepts presented in [3,1] in the ways that are described in [7]. The issue of results
diversification in structured data, e.g. in relational databases was studied in [10].

The problem of entity summarisation on RDF graphs has been recently proposed and
studied in [8] together with a PRECIS algorithm, and in [7] where a diversified variant
of the problem, named DIVERSUM, was introduced.

This paper builds on our previous work in [8,7]. Contributions of this paper are as
follows: 1) synthesis of our previous work on entity summarisation with limited edge
budget on RDF knowledge graphs; 2) motivation, based on recent advances in informa-
tion retrieval, for diversification of summaries; 3) design, implementation and running a
user evaluation experiment assessing the quality of both PRECIS and DIVERSUM al-
gorithms and comparing them; 3) report and detailed analysis of experimental results on
a real data set from the movie domain (IMDB) that confirms both the need for diversity
and good absolute result quality of the DIVERSUM algorithm.

2 Problem Formulation and Baseline Algorithm (PRECIS)

We define the problem of entity summarisation on knowledge graphs as follows:
INPUT: 1) G – an underlying knowledge base (a multi-digraph with positive real

weights on arcs representing triples’ “importance”); 2) q – a node of G (entity to be
summarised); 3) k ∈ N – a limit on edges (triples) in the summary

OUTPUT: S – a connected subgraph of G of at most k arcs, containing q , being a
“good summary” of q

In [8] an efficient greedy algorithm for the above problem, called PRECIS, was in-
troduced and preliminarily evaluated. The idea of the algorithm is simple, since it con-
structs the summary by greedily selecting the edges that are closest (according to the
weights on arcs) to the input node (entity) until k edges are selected. The algorithm
could be viewed as the adaptation of the Dijkstra’s shortest paths algorithm to multi-
graphs, arc number constraint, and to focusing on arcs rather than nodes (see figure 1).

Since the weights on arcs represent “importance” of triples (facts), the output of the
algorithm could be regarded as the selection of the top-k most important facts con-
cerning the summarised entity. One should notice here the analogy to the classic PRP
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PriorityQueue PQ; Set RESULT;
forEach a in radius k from q: a.distance := "infinity"
forEach a adjacent to q: {a.distance := a.weight; PQ.insert(a)}

while( (RESULT.size < k) and ((currentArc = PQ.delMin()) != null) )
forEach a in currentArc.adjacentArcs:

if (not RESULT.contains(a)) then
a.distance := min(a.distance, (a.weight + currentArc.distance))
if (not PQ.contains(a)) then PQ.insert(a)
else PQ.decreaseKey(a,a.distance)

RESULT.add(currentArc)
return RESULT

Fig. 1. The PRECIS algorithm for computing entity summarisation. The algorithm is an adapta-
tion of the Dijkstra’s single-source shortest paths algorithm. Each arc a has two real attributes:
weight and distance as well as an adjacentArcs attribute that keeps the set of arcs sharing
a node with a (except a itself). PQ is a min-type priority queue for keeping the arcs being
processed, with the value of weight serving as the priority, and RESULT is a set. PQ and
RESULT are initially empty. We also assume that “infinity” is a special numeric value being
greater than any real number.

(“Probability Ranking Principle”) model, formerly used in information retrieval, where
top-k most relevant documents are selected as the result for a search query q. PRP
model has been criticised in IR community for producing results that can be redundant
and dominated by the most popular interpretation of a query (when it is ambiguous).

Similarly, the PRECIS algorithm that focuses solely on “importance” of facts has
high risk of producing results that are redundant in terms of relation type of selected
facts. Example of the PRECIS’s output with this problem is shown on figure 3 (left).

3 Diversified Entity Summarisation on RDF-Graphs
(DIVERSUM)

To improve the results of importance-based PRECIS summarisation algorithm described
in section 2 we follow the analogy with information retrieval, where many ideas on
search result diversification were proposed to avoid redundancy.

An example of an early work in IR in this spirit is [2], where the result optimises a
balanced combination of “relevance” and “novelty” in a model called MMR (“Maximal
Marginal Relevance”). This idea has been further intensively studied and extended in
numerous recent papers (see [3,1], for example).

Adapting the general ideas on diversification from IR to the case of knowledge
graphs, [7] proposed a problem of DIVERSUM that concerns producing a diversified
entity summarisation with limited edge budget on RDF knowledge graphs together with
an algorithm that is a modification of PRECIS. Compared to PRECIS, that focuses
solely on “importance” of selected facts, the DIVERSUM algorithm2 proposed in [7]
applies a modified fact selection procedure so that it focuses not only on “importance”

2 We will use the term DIVERSUM both for the algorithm and the name of the problem.
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but also on “novelty” and “popularity” of selected facts. In short, the algorithm greedily
selects triples from those connected to the current result (initially consisting solely of
the summarised entity), and the priority is determined by (first) novelty (arc label not
present in the result yet), (second) popularity (arc multiplicity) and (third) importance
(arc weight) (see figure 2 for a pseudo-code).

1. dist = 1; S = ∅; Λ = ∅;
2. while in zone(dist, q, S) there is still an arc with the label that is not in Λ:

(a) select a highest-multiplicity label l /∈ Λ in zone(dist, q, S); Λ.add(l)
(b) among the triples in zone(dist, q, S) with label l select the triple a that has the maxi-

mum weight (“witness count”); S.add(a)
(c) if S.size == k or G is exhausted then return S, else try to do next iteration

of the while loop in line 2
3. dist++; reset Λ; go to line 2

Fig. 2. A greedy algorithm for DIVERSUM. zone(i, q, S) (where i ∈ N+) denotes the set of
triples (x, a, y) in distance i from q and there is a path (that ignores arc directions) from x or y to
q completely contained in S (i.e. a is connected to the result). First, the algorithm considers only
candidates from zone(1, q, S) (i.e. the triples adjacent directly to q) until the labels are exhausted,
next, it focuses on zone(2, q, S), zone(3, q, S), etc. until the result consists of k triples or the
underlying graph is exhausted. Λ - stands for the growing set of labels present in S. Notice that
in line 3 we reset the Λ set. Different implementations of this operation allow for considering
different variants of the algorithm. For example, if reset does nothing, we force uniqueness of
each arc label selected for the summary; if reset makes the set empty, the uniqueness is forced
only within each zone.

An example output of the algorithm is on figure 3 (right). One can see that the result
does not suffer from the redundancy problem inherent to the PRECIS algorithm.

To summarise, from a high-level perspective, while PRECIS is totally diversity-
unaware, the notion of diversity in the DIVERSUM algorithm proposed in [7] is ex-
treme in the sense that it allows only one repetition of each relation type (arc label)
within a fixed arc-node distance from the summarised entity.

Since the algorithms can be viewed as representing two opposite poles (in the above
sense) in the context of entity summarisation on RDF graphs, the remaining sections
(and the main focus of this paper) is devoted to perform and analyse user evaluation
experiment to support our intuition that diversification is the right direction towards
improving the summarisation quality.

4 Evaluation Experiment

The experiment had the following goals:

– Assessing the need for diversification in entity summarisation on RDF-graphs by
comparison of diversity-aware algorithm (DIVERSUM), with a diversity-unaware
baseline (PRECIS)

– Assessing absolute quality of the diversity-aware algorithm
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Fig. 3. Left: an example output of the PRECIS algorithm (noticeable redundancy in relation type).
Right: an example output of the DIVERSUM algorithm. Both examples were computed for entity
“Tom Cruise” and run on the IMDB dataset concerning movie domain with edge limit set to 10.

– Collecting valuable observations and user feedback, concerning both algorithms,
that can serve for improving the summarisation algorithm in future work.

In the experiment, the PRECIS algorithm is used as a baseline graph entity summarisa-
tion algorithm to compare with the DIVERSUM algorithm. In the time of writing, the
authors are not aware of any other publicly available algorithms that could be reason-
ably used as such a baseline.

A dataset for our experiments was extracted from the IMDB database concerning
movie domain (www.imdb.org), that contains information concerning 59k entities,
including 12k actors, over 530k edges representing 73 different binary relations. The
“importance” weights on the arcs in this dataset were computed as inverse of, so called,
“witness counts”, (the number of times the given fact was found in the database).

To make the results visually cleaner, we pruned from the base graph some relations
of technical nature, constituting redundant information or of little potential interest to
the end users, so their omission would not affect the results significantly. The ignored
IMDB relations are: type, hasImdb, hasLanguage, hasProductionLanguage, hasDura-
tion, participatedIn. This pre-filtering step was done after manual inspection of many
results of both algorithms. In addition, some triples were pruned since they represented
some incorrect facts.3

Concerning the choice of entities to be summarised in the experiment, we selected
20 prominent actors contained in the dataset, with high overall number of movies the
actor participated in and the condition that both considered algorithms can produce at
least 14 edges (facts) in the summarisation.

The dataset contains also many other interesting types of entities to be potentially
summarised, such as directors, for example. However, in order to obtain reliable results
with limited resources, in this experiment we decided to focus only on a single type of
entities being summarised: actors. Since the IMDB dataset contains thousands of actors,
we first pre-selected about 50 most active actors and then manually selected 20 out of
it, considering the number of edges produceable in their summaries. The set was inten-
tionally diversified in the terms of geographical and cultural context. More precisely, it
included not only actors that are known to the global audience but also some very active
actors known only in some particular regions of the world (e.g. some prominent Indian

3 Due to the imperfect knowledge harvesting procedure, such as entity disambiguation.

www.imdb.org
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or European actors). This choice made it possible to better evaluate the summarisation
algorithms in the full range of familiarity of the user with the summarised entity.

We decided to evaluate the algorithms for two different levels of summary edge limit:
low (7 edges) and high (12 edges). The choice of number 12 was made after manual
inspection of many summaries, as it turned out that summaries with substantially more
than 12 edges are not easy to comprehend by humans (which is contradictory to the
main function of a useful summary) and there was only a limited number of actors in
the dataset for which both algorithms could generate much more than 12 edges.

The idea of the experimental evaluation was simple: to repeatedly present human
evaluators with a pair of outputs produced by PRECIS and DIVERSUM, next to each
other, concerning the same entity and the same number of presented facts, and ask
simple questions concerning the relative and absolute quality of the outputs, such as:

– which output is preferred, why and what is the familiarity with the entity?
– what fraction of the presented facts is interesting or irrelevant to the user?
– what important facts about the entity are missing?
– what is the overall usefulness of the output as a small summary of the entity?

Before the experiment, the evaluators were given precise instructions, including a gen-
eral description of the problem. To avoid any bias, the evaluators were not told any
details concerning the summarising algorithms, and additionally, the outputs were pre-
sented each time in random order. Importantly, the evaluators were not informed that
diversification is the issue studied in the experiment. In addition, the evaluators were
noticed that the focus of the experiment is on the choice of facts in the summary rather
than the particular graphical layout of the resulting graph.

Technically, the experiment was performed as follows. We designed and imple-
mented a web application for presenting the pairs of outputs of the algorithms (in ran-
dom order) and providing a form for collecting the user answers and open-text expla-
nations for their the choice (figure 4).

Next, we invited a pool of evaluators that were not involved in this project and did
not know its real goal. It is worth mentioning that the evaluators represented extreme

Fig. 4. Evaluation form used in the experiment. Due to space limitations, the picture omits sum-
marisation outputs that were presented to the evaluator (see fig. 3 for an example of such pair.)
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diversity in terms of cultural background and could be regarded as experts in the domain
of information retrieval. Evaluators were our departmental colleagues, so that their ob-
jectivity and honesty can be assumed. In the experiment, the evaluators asynchronously
visited the web page to assess the generated outputs. The evaluation was anonymysed,
though from subsequent analysis of apache logs it seems that the number of actual ac-
tive evaluators was between 10 and 20. The application was designed so that it was very
unlikely that the same user would see the same pair of outputs more than once (in such
case, the evaluator was instructed to skip the example).

5 Results and Discussion

Within three days of experiment’s duration we collected 71 assessments out of which 66
expressed clear preference of one of the algorithms over another (5 other assessments
were not completed). Each out of 20 selected actors received at least 2 assessments (18
actors received more) with median 3, mean 3.3, and maximum of 6.

As the main result of the experiment, in over 80% of cases, the diversity-aware sum-
marisation (DIVERSUM) was preferred to the diversity-unaware one (figure 5). Impor-
tantly, the pairwise comparison results were consistent with the per-summary answers,
i.e., whenever DIVERSUM was preferred, the corresponding answers for the absolute
assessment of each algorithms also assessed DIVERSUM not lower than PRECIS.

Considering the dependence of the assessment on the summary size, DIVERSUM
was even stronger preferred (over 90% of cases) for the low edge limit value (k = 7).

One of our doubts before the experiment was that the user assessments depend on
the particular algorithms applied, not the “diversity” notion itself. Our fears were dis-
pelled, though, because the evaluators independently happened to frequently notice and
literally appreciate the higher degree of “diversity” when explaining why they prefer
one algorithm (actually, DIVERSUM) over another. Remind that evaluators where not
informed that diversification is the actual focus of the experiment.

Fig. 5. Fraction of cases where human evaluators preferred DIVERSUM to PRECIS
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Fig. 6. Left: usefulness of the results of the DIVERSUM algorithm; right: assessment of facts
selected by the DIVERSUM algorithm

Fig. 7. Left: familiarity of the evaluators with the summarised entities (number of cases); right:
preference between DIVERSUM and PRECIS for different levels of familiarity

Thus, the results of the experiment seem to really demonstrate the value of diversifi-
cation, despite the obvious dependence of the outputs on particular algorithms used.

Considering the absolute assessments of the usefulness of the diversity-aware sum-
marisation, in only 5% of cases it was marked as “poor” or “useless” for the low level
of limit budget (k = 7) and in about 10% in total (figure 6). The average value for
DIVERSUM was close to “good” (however there is still much room for improvement).

The above positive results of DIVERSUM are obtained for entities that are highly
diversified in the terms of familiarity of the user with the summarised entity. More
precisely, in about 50% of the cases the familiarity was marked as “high” or “medium”
and in other as “little” or even “unknown” (see the left part of figure 7).

It is important to notice that DIVERSUM performs quite well, in opinion of the
users, across the full range of degree of familiarity of the user with the summarised
entity (see the right part of figure 7). In particular, for high familiarity it was preferred
in about 83% cases, for little in over 90% cases. The algorithm seems to perform a bit
worse for unknown entities, but it is still preferred here in about 62% of cases.

Considering more direct assessments of the facts selected by the DIVERSUM al-
gorithm, the results are also very promising: in over 93% of cases the summary was
assessed as having “almost all” or “some” interesting facts, and in about 98% of cases
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Fig. 8. DIVERSUM: Comparison of assessment of selected facts for different levels on edge
limit: k = 12 (left) and k = 7 (right). The layout of the graphs is the same as that of figure 6.

the evaluators did not complain that the summary was missing most important facts.
In only about 11% of cases the summaries contained facts assessed as “irrelevant” by
evaluators. See figure 6 for details.

There is a significant difference of user experience concerning the choice of facts se-
lected by the DIVERSUM algorithm for two different levels of the edge limit (figure 8).
Similarly to the previously reported aspects of summaries, the algorithm performs bet-
ter for low level of edge limit (except the assessment of the “missing facts” as obviously
performing better for higher edge limit).

Overall, one observes that the diversified entity summarisation algorithm received
definitely better assessments than the diversity-unaware baseline in all evaluated as-
pects. It is clear that across all measured properties the attractiveness of the diversified
summarisation is higher for smaller summarisation size (limit). It has an intuitive ex-
planation: as the number of possible facts to select decreases, the algorithm should pay
more attention to try to cover more diversified aspects of the entity.

To summarise, the results of the experiment constitute an evidence that:

– diversification of the results of entity summarisation is a very appreciated property
– the diversity-aware summarisation algorithm (DIVERSUM) is significantly pref-

ered by human evaluators over the diversity-unaware one
– the DIVERSUM algorithm obtained quite high absolute notes from user evaluators.
– the diversity of summarisation is even more appreciated for low limit of facts that

can be presented in the summary.

We observed the following problems while analysing the results:

– some results seem to suffer a “topic drift” i.e. presenting some facts that seem to be
too distant from the entity summarised

– sometimes, the algorithm selects irrelevant facts

It seems that both problems are, to a large extent, caused by the fact that the current
variant of DIVERSUM does not allow for repeated selection of the same arc label in
the given “zone”. This property can be viewed as “extreme diversification” and actually
seems to be too strong. As a consequence, when each arc label in the current zone is
represented by some selected fact, the algorithm starts to look for facts that are in further
zones, that would result in topic drift or presenting some irrelevant facts.
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This problems can be addressed in an improved variant of the algorithm, by allowing
for a mild arc label repetition in a given zone. In addition, such a “relaxation” of the
algorithm may produce better results, since it would be possible to better represent the
characteristic of a given entity by showing more facts that concern the main activity of
this entity (e.g. more facts concerning “acted in” for a famous, active actor).

Finally, only once the usefulness of a summary was marked as “perfect” which means
that there is still room for improvement.

6 Conclusions and Further Work

We studied the issue of diversified entity summarisation in knowledge graphs and pre-
sented experimental user evaluation. Our experiments performed on real IMDB dataset,
clearly show that diversity is a needed property of a summarisation and, in addition, the
DIVERSUM algorithm obtained quite positive absolute feedback that encourages for
continuing the work. One of the main future directions of future work, due to our obser-
vations, will be to allow for a mild arc label repetition to alleviate the problems of topic
drift and irrelevant fact selection. It would be valuable to experiment with other types
of entities (e.g., directors or movies) and on datasets from different domains (e.g., the
libraryThing dataset from [4]). Importantly, in the current approach there is no objective
measure of RDF-graph summary diversity introduced. Designing such a measure is a
part of ongoing work [9]. Another direction is to improve the automated visualisation
of the result. In such an automated visualisation, the arc labels could be automatically
grouped (e.g. facts concerning private life of an actor vs his professional life) based on
some automatically collected statistics such as arc label co-incidence. It would be also
very interesting to directly incorporate user interest profiles to a future version of our
algorithm towards personalizing the resulting summarisation.
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Abstract. The notion of similarity is crucial to a number of tasks and
methods in machine learning and data mining, including clustering and
nearest neighbor classification. In many contexts, there is on the one
hand a natural (but not necessarily optimal) similarity measure defined
on the objects to be clustered or classified, but there is also informa-
tion about which objects are linked together. This raises the question to
what extent the information contained in the links can be used to obtain
a more relevant similarity measure. Earlier research has already shown
empirically that more accurate results can be obtained by including such
link information, but it was not analyzed why this is the case. In this pa-
per we provide such an analysis. We relate the extent to which improved
results can be obtained to the notions of homophily in the network, tran-
sitivity of similarity, and content variability of objects. We explore this
relationship using some randomly generated datasets, in which we vary
the amount of homophily and content variability. The results show that
within a fairly wide range of values for these parameters, the inclusion of
link information in the similarity measure indeed yields improved results,
as compared to computing the similarity of objects directly from their
content.

1 Introduction

Similarity is an important notion in machine learning and data mining; it plays
a crucial role in, for instance, many clustering methods, and in nearest neighbor
classification. The quality of obtained clusterings or classifiers depends strongly
on whether a relevant similarity measure is used (“relevant” meaning suitable
for the task at hand).

In application domains such as web mining or social network analysis, objects
do not only have an internal content, they are also linked together by a graph
structure. The question is then, whether this graph structure can help clustering
or classification. This has already been shown convincingly in several research
areas, such as collective classification [4] or entity resolution [5]. In this paper,
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we investigate, in a more general context, one way in which a better similarity
measure can be devised by incorporating network information.

To make this more concrete, consider two web pages, both about the same
subject, but far away from each other in the web. These are highly unlikely
to be clustered together by standard graph clustering systems (because graph
clustering methods typically form clusters of nodes that are close to each other in
the graph), yet we want to consider them as similar. Their contents will indicate
that they are similar indeed. One could argue that looking only at the content,
and ignoring the graph structure, is then likely to be the most appropriate way
of comparing the pages. In this paper, we show that this is not the case: the
use of some information in the graph structure, by other means than a standard
graph clustering algorithm, can yield a more relevant similarity measure than
what we can compute based solely on the object’s content. We explain why this
may be the case, and investigate the conditions under which it is indeed the
case. This investigation includes both a theoretical analysis and an experiment
with synthetic data that allows us to quantify the predicted effects.

We will discuss the problem in the context of annotated graphs, an abstract
formalism that generalizes over more concrete application domains such as social
networks, protein protein interaction networks, digital libraries, or the world
wide web. We introduce the problem setting formally in Section 2; next, in
Section 3, we will discuss how similarity measures can be improved by taking
the network structure into account. Section 4 reports on an experiment with
synthetic data that quantifies the effects discussed in Section 3. Section 5 briefly
discusses related work, and Section 6 concludes the paper.

2 Problem Setting

2.1 Annotated Graphs

We formulate the problem formally using the concept of an annotated graph. An
annotated graph is a graph where nodes or edges can have annotations, which
can be of a varying nature, and more complex than simple labels. An example
of an annotated graph is the web, where edges are hyperlinks and nodes are
html documents. Other examples include social networks (where edges are friend
relationships and nodes are people; a person can have a rich description) and
digital libraries (edges are references from one paper to another). In this paper,
we will consider only node annotations, not edge annotations; this covers, among
other, all the above applications.

Formally, we define an annotated graph G as a simple undirected graph G =
(V,E, λ) where V = {v1, v2, . . . , vn} is a set of n vertices or data elements,
E ⊆ V × V is the set of edges, and λ : V → A is a function that assigns to any
element v of V an “annotation”. We also call this annotation λ(v) the content
of vertex v. As the graph is simple (no loops) and undirected, we have for all
v, w ∈ V that (v, w) ∈ E ⇔ (w, v) ∈ E and (v, v) /∈ E.

The space of possible annotations is left open; it can be a set of symbols from,
or strings over, a finite alphabet; the set of reals; an n-dimensional Euclidean
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space; a powerset of one of the sets just mentioned; etc. The only constraint on
A is that it must be possible to define a similarity measure sA : A × A → R
that assigns a value to any pair of annotations expressing the similarity between
these annotations.

2.2 Semantic and Observed Similarity

All data elements are described using an annotation, which is an element ofA. In
general, it is useful to distinguish the representation of an object from the object
itself. For instance, in a dataset of objects that are to be clustered, each object
might be described using a fixed set of attributes, but that does not necessarily
imply that these attributes completely determine the object; rather, an object’s
representation is a projection of the object onto the representation space. Sim-
ilarly, when we have a text document, we can associate a certain semantics to
the document; when representing the document as a bag of words, it is pro-
jected onto a vector space, and different documents (with different semantics)
are projected onto the same vector. (E.g., “Carl hit the car” means something
different from “The car hit Carl”, but the bag-of-words representation of these
two sentences is exactly the same.)

This discussion shows that similarity in the annotation space does not nec-
essarily coincide with semantic similarity: it is only an approximation of it. In
practice, when we perform clustering or similarity-based classification (as in near-
est neighbor methods), our real intention is to get results that are semantically
meaningful.

We call the semantic space (in which the real objects live) S; an object o ∈ S
is represented using an annotation a ∈ A. Besides the similarity measure sA in
A, we assume there is a similarity measure in S, sS : S×S → R, which expresses
the semantic similarity of two objects.

Note that, in general, it will be difficult to define S and sS in a formal way.
We assume that they exist in the real world, that there is some intuitive notion
of them; if not, we would not be able to talk about the “meaning” of the sentence
“the car hit Carl”, and how it differs from the meaning of “Carl hit the car”.
But they may be very difficult to specify: for instance, given a picture, what is
the semantics of it, i.e., what does it represent? (One approximation might be
constructed, for instance, by asking multiple people what they see and experience
when looking at the picture and take the intersection of all their comments.)
Generally, the semantics of an object is very difficult to define, but for this
paper, we do not need to do that; we just assume that there is some notion of
semantics and semantic similarity, and it is expressed abstractly by S and sS .

2.3 Similarity Approximations

The fact that there is a difference between observed similarity sA and semantic
similarity sS , and the fact that we are really interested in semantic similarity,
raises the question: can we find a better approximation to the semantic similarity
than sA? This would of course be possible by changing the annotation space A,



504 T. Witsenburg and H. Blockeel

making it richer; but we assume that A and the data elements in it are given
and cannot be changed. (The question of how to change A is essentially the
feature construction problem, which is orthogonal to what we discuss in this
paper.) However, when the documents are also linked together, we may be able
to obtain a better approximation of sS by taking the link structure into account.
In the following section, we propose a simple way of doing that.

3 Similarity Measures

3.1 Content-Based, Contextual, and Combined similarity

We now discuss three similarity measures for annotated nodes in a graph. These
similarity measures were first proposed in [6].

The first is called content similarity; it is identical to the sA similarity
measure proposed before:

Scontent(v, w) = sA(λ(v), λ(w))

Now let φ : V × V → {0, 1} be a function that assigns a value to a pair of
elements in the data set such that φ(v, w) = 1 if (v, w) ∈ E and 0 otherwise. We
define the neighbor similarity Sneighbor : V × V → R between two elements v
and w from V as the average annotation similarity between v and all neighbors
of w:

Sneighbor(v, w) =
∑

u∈V sA(λ(v), λ(u)) · φ(u,w)∑
u∈V φ(u,w)

(1)

This similarity is not symmetric, but we can easily symmetrize it, leading to the
contextual similarity Scontext : V × V → R:

Scontext(v, w) =
Sneighbor(v, w) + Sneighbor(w, v)

2
(2)

The motivation behind defining this similarity measure is, briefly: if similar
nodes tend to be linked together, then the neighbors of w in general are similar to
w; and if similarity is transitive, a high similarity between v and many neighbors
of w increases the reasons to believe that v is similar to w, even if there is little
evidence of such similarity when comparing v and w directly (for instance, due
to noise or missing information in the annotation of w). In the following section,
we explain this motivation in more detail.

This contextual similarity measure is complementary to the content-based
one, in the sense that it does not use the content-based similarity between v and
w at all. Since in practical settings it may be good not to ignore this similarity
entirely, it may be useful to consider the combined similarity Scombined :
V × V → R:

Scombined(v, w) = c · Scontent(v, w) + (1− c) · Scontext(v, w) (3)

with 0 ≤ c ≤ 1. c determines the weight of the content-based similarity in the
combined similarity. As Witsenburg and Blockeel [6] found no strong effect of



Improving the Accuracy of Similarity Measures by Using Link Information 505

using different values for c, from now on we consider only the combined similarity
with c = 1

2 .
We call the contextual and the combined similarity measures hybrid similarity

measures, because they use information in the graph structure as well as in the
annotations.

3.2 Intuitive Motivation for Hybrid Similarity

Intuitively, the motivation for the use of hybrid similarity measures relies on
three phenomena that can be expected to occur in an annotated graph (such as
the web or a social network):
– Homophily in the network: homophily refers to the fact that in a net-

work, connections are more likely between similar objects than between dis-
similar objects; for instance, people who are more similar (same age, common
interests, etc.) are more likely to be friends. Homophily is a phenomenon that
often occurs in social and other networks [2].

– Transitivity of similarity: with this we mean that if x and y are similar,
and y and z are similar, then x and z will be relatively similar as well. Note
that transitivity is in some sense a generalization of the triangle inequality
for distances. Indeed, when similarity is expressed using a distance metric
(shorter distance implying higher similarity), for instance, s(x, y) = 1/d(x, y)
with d some distance metric, then d(x, z) ≤ d(x, y) + d(y, z) immediately
leads to s(x, z) ≥ 1/(1/s(x, y) + 1/s(y, z)), that is, s(x, z) is lower bounded
by half the harmonic mean of s(x, y) and s(y, z), which gives a concrete
quantification of transitivity in this particular case. Similarity measures do
not have to be transitive in any predefined way, but some intuitive notion of
transitivity is generally included in the intuition of similarity.

– Content variability: when two nodes represent the same semantic object o,
the actual content of the nodes (their annotation) may still vary. Generally,
it can be assumed that the content of a node varies around some center;
this central representation could be seen as the “closest” approximation to
the semantic object. The variation in possible content of a node, given the
semantic object it refers to, creates an inherent lower bound on the expected
error of any estimator that estimates the object from the annotation alone.

The combination of these three phenomena makes it possible to explain why
a contextual similarity might work better than a pure content-based similarity.
Essentially, the estimated similarity between two objects, as measured by the
content-based similarity, will have an error because of content variability. Ho-
mophily and transitivity imply that when an object is similar to another object,
it is likely to be similar also to that objects neighbors, or more generally: the
similarity between o1 and any neighbor of o2 will not differ very much from the
similarity between o1 and o2 itself. Now the point is that, since o2 can have multi-
ple neighbors, a statistical effect comes into play: the average similarity between
o1 and the neighbors of o2 can be estimated more accurately than an individual
similarity between o1 and a neighbor of o2, or than the similarity between o1

and o2. We describe this effect mathematically in the following section.
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3.3 Analysis of Hybrid Similarity

Let us denote the semantic similarity between the contents of two nodes v and
w as σ(v, w); that is, σ(v, w) = sS(λ(v), λ(w)). Further, we use the notation σ̂
to denote an estimator of σ. The content-based similarity Scontent is one such
estimator; we denote it σ̂1. Let ε denote the difference between this estimator
and what it estimates. We then have

σ̂1(v, w) = Scontent(v, w) = σ(v, w) + ε(v, w). (4)

Any distribution over pairs of annotated nodes gives rise to distributions of
σ, σ̂ and ε. If the estimator is unbiased, ε has a distribution centered around 0:
E[ε(v, w)] = 0. Note that any estimator can be made unbiased by subtracting its
bias from it; so in the following, we will simply assume that the estimator is un-
biased, hence E[ε(v, w)] = 0. Finally, we denote the variance of this distribution
as σ2

ε .
Now consider, as a second estimator, the neighbor similarity:

σ̂2(v, w) = Sneighbor(v, w) =
∑

i Sneighbor(v, wi)
n

=
∑

i σ(v, wi)
n

+
∑

i ε(v, wi)
n

(5)
where wi ranges over all neighbors of w (i.e.,

∑
i is short for

∑
wi|(w,wi)∈E) and

n is the number of such neighbors.
Now consider the conditional distribution of σ(v, wi), given σ(v, w). σ(v, wi)

is likely dependent on σ(v, w), since w and wi are connected. More specifically,
due to homophily and transitivity, as explained before, we expect them to be
positively correlated. Let us write

σ(v, wi) = σ(v, w) + ξ(w,wi) (6)

where ξ denotes the difference between, on the one hand, the similarity between
v and w, and on the other hand, the similarity beween v and wi. This formula
is generally valid (by definition of ξ), but in the presence of homophily and
transitivity, we additionally expect ξ to be small.

Using Equation 6 to substitute σ(v, wi) in Equation 5 gives

σ̂2(v, w) = σ(v, w) +
∑

i ξ(w,wi)
n

+
∑

i ε(v, wi)
n

. (7)

Observe that, among v, w and wi there is no relation except for the fact that
w and wi are connected to each other. This entails the following. For symmetry
reasons, the distribution of ε(v, wi) must be equal to that of ε(v, w) (from v’s
point of view, wi is just a random node, just like w). For each wi, ε(v, wi)
therefore has an expected value of 0 and a variance of σ2

ε .
Again because of symmetry, there is no reason to believe that σ(v, w) should

on average be greater or smaller than σ(v, wi), which means E[ξ(w,wi)] = 0. As
the wi are also interchangeable among themselves, all ξ(w,wi) have the same
distribution, the variance of which we denote as σ2

ξ .
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Now consider the case where all ε(v, wi) are independent, all ξ(w,wi) are
independent, and ε(v, wi) is independent from ξ(w,wi) for all wi. For this special
case, we obtain the following squared errors for the two estimators:

SE(σ̂1(v, w)) = E[(σ̂1(v, w) − σ(v, w))2] = σ2
ε

SE(σ̂2(v, w)) = E[(σ̂2(v, w)− σ(v, w))2 ] =
σ2

ε + σ2
ξ

n

We now see that the first estimator has an expected squared error of σ2
ε ,

whereas the second estimator has an expected squared error of (σ2
ε + σ2

ξ )/n.
This second term can be larger or smaller than the first; it tends to become
smaller as n, the number of neighbors, increases, but when (and whether) it
becomes smaller than σ2

ε depends on the relative size of σ2
ξ .

Note that, intuitively, σ2
ε is related to content variability (it reflects the ex-

tent to which the observed content similarity between two nodes approximates
their real similarity), whereas σ2

ξ is related to the amount of homophily in the
network (it expresses to what extent nodes that are linked together are indeed
similar). In networks with strong homophily and high content variability, the
second estimator can be expected to be more accurate than the first.

The case where ε and ξ are not independent is mathematically more com-
plex. We already have σ2

ε and σ2
ξ for the variance of ε(v, wi) and ξ(w,wi).

If we denote the covariance between ε(v, wi) and ε(v, wj) (j �= i) as Cε, the
covariance between ξ(w,wi) and ξ(w,wj) (j �= i) as Cξ, and the covariance
between ε(v, wj) and ξ(w,wi) as Cεξ, then using the rule that V ar(

∑
i Xi) =∑

i V ar(Xi) +
∑

i,j �=i Cov(Xi, Xj), and exploiting the linearity of V ar and Cov,
one quickly arrives at

SE(σ̂2(v, w)) =
σ2

ε

n
+

σ2
ξ

n
+

n− 1
n

Cε +
n− 1
n

Cξ +
2
n
Cεξ (8)

which shows that strong autocorrelations of ξ and ε are likely to spoil the ad-
vantage of using σ̂2. Such correlations are not impossible; for instance, when
ε(w,w1) is high, this may be because λ(w) deviates strongly from its expected
value (due to content variability), which makes ε(w,w2) more likely to be high
too. It is difficult to estimate how large this effect can be.

Finally, note that Scontext(v, w) is the average of Sneighbor(v, w) and
Sneighbor(v, w), and hence is likely to be slightly more accurate than σ̂2 (its
standard error is

√
2 times smaller, in case of independence of the error terms

for v and w), again due to the error-reducing effect of averaging. Scombined, being
the average of Scontent and Scontext, can be more accurate than either or them,
or have an accuracy somewhere in between.

4 Experiments with Synthetic Data

4.1 The Synthetic Data Set

In order to test the relative performance of Scontent, Scontext, and Scombined,
similarity measures proposed above, and characterize under which circumstances
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which measure works best, we have created a synthetic data set in which we can
vary the amount of content variability and homophily in the network. Roughly,
one could think of the data set as a set of documents; each document is rep-
resented as a boolean vector that shows which words occur in the document,
and documents may be linked to each other. The documents are organized into
classes. We start with a dataset with zero content variability and perfect ho-
mophily: each document of a particular class is the same (has all the words
characteristic for the class, and no words characteristic for other classes), within
a class all documents are linked to each other, and there are no links between
classes. Afterwards, we increase content variability by removing words from doc-
uments and introducing words from other classes into them. Similarly, we de-
crease homophily by introducing links between documents of different classes
and removing links between documents from the same class. Our goal is to in-
vestigate the effect of these changes on the accuracy of the similarity measures.

Concretely, our dataset D consists of 1000 data elements xi, i = 1, . . . , 1000,
divided into 10 classes of 100 elements each. Each element is a binary vector with
1000 components, each of which represents one particular word; each class has
100 words that are characteristic for it, and each word is characteristic for only
one class. A 1000 by 1000 binary matrix G indicates the connections between
the data elements. In the original dataset, D and G are both block matrices;
for 100(c − 1) + 1 ≤ i ≤ 100c, xij = 1 for j = 100(c − 1) + 1, . . . , 100c and 0
elsewhere (that is, for each class all documents contain all characteristic keywords
and no other), and similar for G (all and only documents of the same class are
connected).

Now, increasing content variability means flipping bits in D, and decreas-
ing homophily means flipping bits in G. The amount of bits that is flipped is
determined by a parameter p (where relevant we write pD and pG for the cor-
responding parameter for D and G), with 0 ≤ p ≤ 1. Originally, we flipped bits
randomly, giving each single bit a probability p of being flipped, but this led to
artifacts in the results, due to the fact that each document has approximately
the same amount of flipped bits (a narrow binomial distribution around 1000p).
Therefore, instead, we have chosen p to be the maximum fraction of bits flipped,
but to let the actual number of flipped bits vary between 0 and Ψ = 1000p
according to a sinus-shaped distribution:

f(x) =
{

π
2Ψ sin

(
πx
Ψ

)
if x ∈ [0, Ψ ]

0 otherwise (9)

This distribution (visualized in Figure 1) was chosen ad hoc; the actual distribu-
tion does not matter much, the important thing is to have an easily computable
distribution that is not too narrow and gradually approaches zero near the
borders.

We will alter pD and pG separately. We expect that increasing pD (content vari-
ability) renders the content based similarity less accurate, while the other similar-
ity suffer less from this. Conversely, increasing pG is expected to have no influence
on content based similarity, but cause the other similarities to deteriorate.
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0 Ψ total bits
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number of bits altered

Fig. 1. Distribution of the amount of bits that will be flipped

4.2 Clustering Methods

We can evaluate the practical usefulness of the similarity measures by using
them to perform clustering; a similarity measure is considered more relevant if
it yields clusters that are closer to the actual (hidden) classes. We have used
three different clustering algorithms: agglomerative hierarchical clustering using
complete linkage (hereafter referred to as agglomerative clustering), k-means and
k-medoids.

We express the quality of a clustering using the F-measure, as suggested by
Larsen and Aone [1]. The F -measure for a cluster c with respect to a class l
is defined as F (c, l) = 2PR

P+R , where P is the precision (number of documents
labelled l in a cluster c, divided by the number of documents in c) and R is the
recall (number of documents labelled l in cluster c, divided by the total number
of documents of class l in the data set). Larsen and Aone define the F -measure
of a class as the highest F -measure found for that class for any cluster, i.e.,
F (c) = maxl F (c, l), and the overall F-measure of the clustering as the weighted
average of all F (c) (weighted according to the number of instances belonging to
that class). Its value is between 0 and 1, where 1 is a perfect score.

Since there are 10 classes in the data set, we choose k = 10 for k-means and
k-medoids, while the hierarchical clustering is simply cut off at 10 clusters.

4.3 Results

We ran experiments for many combinations of pD and pG. Figure 2 shows several
samples from the obtained results. We first discuss those that show the effect
of content variability pD, while the homophily parameter pG remains constant;
these are shown in the left column in Figure 2 for, from top to bottom: ag-
glomerative clustering with pG = 30%, k-means with pG = 60%, and k-medoids
with pG = 0%. The curves are as expected: they start near 1 at the left; as
pD increases, all measures eventually yield less good results; however, some go
down faster than others. This is most visible for k-means: here the purely con-
textual measure keeps giving good performance when the other deteriorate. For
k-medoids and agglomerative clustering, the effect is much less outspoken, yet,
contextual similarity tends to be equally good as, or better than, the other
measures.
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Fig. 2. Each graph plots for each of the three similarity measures the overall F -score
against a varying pD (left) or pG (right) parameter, and this for agglomerative clustering
(top row), k-means (middle row) and k-medoids (bottom row)
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We now turn to the effect of pG. Here we expect the F -measure of the found
clusterings to decrease with increasing pG for the contextual similarity, less so for
the combined similarity, and to remain constant for content based similarity. The
right column in Figure 2 shows results for (top to bottom) agglomerative clus-
tering with pD = 70%, k-means with pD = 60%, and k-medoids with pD = 50%.
In all graphs, the contextual similarity clearly outperforms the content based
similarity when pG = 0%, but the opposite is true when pG = 100%. The point
where they cross is fairly early for k-medoids, about halfway for agglomerative
clustering, and fairly late for k-means. This was consistently the case also for
other values of pD (not shown).

4.4 Results on Real Data

The above analysis used synthetic data, where homophily and content variability
were controlled. It is clear that, depending on the amount of homophily and con-
tent variability, one method will be better than the other. The question remains
in which areas certain real-life datasets lie. Earlier work with the Cora dataset
[6] has shown that the area where contextual and combined similarity perform
better is certainly not empty. This, in turn, implies that some networks indeed
contain enough homophily to make the use of hybrid similarities rewarding.

5 Related Work

We have no knowledge of other work that discusses, given the difference between
observed and semantic similarity of objects, how a better estimate of the seman-
tic similarity can be obtained by using information in the network. The most
closely related work is that on clustering annotated nodes in a graph. Witsen-
burg and Blockeel [6,7] distinguish clustering methods that look only at node
content, clustering methods that look only at the graph structure, and clustering
methods that use both. Among the latter, those by Neville et al. [3] and Zhou
et al. [8] are most relevant, as they can be seen as hybrid clustering methods.
They address the clustering problem itself (reducing it to a standard graph clus-
tering problem); they do not address the more basic question of how to improve
similarity estimates for objects using their graph context.

6 Conclusion

When estimating the similarity between two annotated nodes in a graph, one can
simply rely on the nodes’ annotations. However, we have argued in this paper
that it may be useful to take also the network context into account. For one
particular kind of similarity, we have argued, both on an intuitive level and using
a more detailed analysis, under what conditions this may be the case; we have
related this to the properties of homophily, content variability, and similarity of
transitivity. Using a synthetic dataset in which homophily and content variability
are controlled, we have observed experimentally that the similarity measures
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indeed behave as expected by our theoretical analysis. This confirms that, and
explains why, similarity measures that look not only at content but also at graph
context are of practical importance.
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Abstract. This paper presents a model and an application that can be used to 
assess chat conversations according to their content, which is related to a 
number of imposed topics, and to the personal involvement of the participants. 
The main theoretical ideas that stand behind this application are Bakhtin’s 
polyphony theory and Tannen’s ideas related to the use of repetitions. The 
results of the application are validated against the gold standard provided by 
two teachers from the Human-Computer Interaction evaluating the same chats 
and after that the verification is done using another teacher from the same 
domain. During the verification we also show that the model used for chat 
evaluation is dependent on the number of participants to that chat. 

Keywords: Rhythmicity, Polyphony, Chat Analysis, Repetition, Involvement, 
Computer-Supported Collaborative Learning, Dialogism. 

1   Introduction 

Lately, one can see a tendency toward an increased use of collaborative technologies 
for both leisure and work. There is an intense use of instant messaging systems 
(chats), blogs, forums, etc. for informal talks in our spare time. Their usage is also 
encouraged by the learning paradigm of Computer-Supported Collaborative Learning 
(CSCL) that suggests these tools are also suitable for collaborative knowledge 
building: “many people prefer to view learning as becoming a participant in a certain  
discourse” [10, 13]. 

Unfortunately, these tools do not provide analysis facilities that keep up with the 
above mentioned tendency, and therefore nowadays there are a lot of collaborative 
conversations that cannot be assessed – one cannot say whether one such conversation 
was good/efficient or not and is also unable to evaluate the participation of every 
participant. 

Most of the research done in conversations’ analysis is limited to a model with  
two interlocutors where at all moments there is usually only one topic in focus. The 
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analysis is often based on speech acts, dialog acts or adjacency pairs [6]. Most of the 
time, the analysis is done to detect the topics discussed and to segment the 
conversation [1, 9] or to identify the dialogue acts [7]. 

However, there are situations when more than two participants are involved in a 
conversation. This claim is obvious for forums, but is also valid for chats allowing 
explicit referencing, like ConcertChat [5]. In such cases, some complications appear, 
because the conversation does not follow only one thread, multiple topics being 
discussed in parallel. Therefore, a new model is needed, which allows the 
understanding of the collaboration mechanisms and provides the means to measure the 
contributions of participants: the inter-animation and the polyphony theory identified 
by Bakhtin [2] which states that in any text there is a co-occurrence of several voices 
that gives birth to inter-animation and polyphony: “Any true understanding is dialogic 
in nature.” [13]. The same idea is expressed in [8]: “knowledge is socially built 
through discourse and is preserved in linguistic artefacts whose meaning is co-
constructed within group processes”. 

For the moment, there are very few systems that use the polyphony theory for the 
conversation’s analysis, PolyCAFe [12] being one such example. This system 
analyzes the contribution of each user and provides abstraction and feedback services 
for supporting both learners and tutors. It uses Natural Language Processing 
techniques that allow the identification of the most important topics discussed (with 
TF-IDF and Latent Semantic Analysis), speech acts, adjacency pairs, Social Network 
Analysis in order to identify the conversation threads and the individual involvement 
of the participants. 

In this paper, we present a system that also starts from Bakhtin’s polyphony theory 
[2, 3], where by voice we understand either a participant to the chat, or an idea (a 
thread of words that are present throughout the chat in order to represent something). 
This larger view of the notion of “voice” was inspired by Tannen’s ideas [11] related 
to the use of repetitions as a measure of involvement. The purpose of the system is to 
evaluate the quality of the whole conversation from the point of view of participants’ 
involvement in the conversation and by the effectiveness of the conversation from 
some given key-concepts point of view. 

The paper continues with the presentation of the functions of repetitions and the 
information that we have extracted from chat conversations considering these 
functions. After that, we present the results of the application’s validation and what 
we have undertaken for its verification. The paper concludes with our final remarks. 

2   Functions of Repetition 

Deborah Tannen identified four major functions of repetitions in conversations: 
production, comprehension, connection and interaction. She also pointed out that 
these functions taken together provide another one – the establishment of coherence 
as interpersonal involvement [11]. 

Repetition “facilitates the production of more language, more fluently” [11].  
People are supposed to think about the things that they are about to utter and using 
repetition, the dead times that could appear during this time are avoided, and thus the 
fluency of the talk is increased.  
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The comprehension benefits from the use of repetitions in two ways. First of all, 
the information is not so dense when using repetitions and the one receiving it has 
enough time to understand it. Secondly, repetition is also useful for comprehension 
because usually only the important concepts are repeated, which signals what is the 
real message of the conversation, or what does it emphasize. 

The repetition also serves as a linking mechanism for connecting the phrases from 
the text. Through repetition, the transition between ideas is softer, and the topics seem 
to be better connected. Repetition “serves a referential and tying function” [4].  

In the same time, repetition has a role in connecting the participants also, because 
the author is able to present his opinion on the spoken subjects, emphasizing the facts 
that he/she believes are of greater importance and trying to induce the same feelings 
in the audience. Therefore, the repetition also has an interactional role by bonding the 
“participants to the discourse to each other, linking individual speakers in a 
conversation and in relationships” [11]. 

According to Tannen [11], the combination of all the previous functions leads to a 
fifth purpose – the creation of interpersonal involvement. Repeating the words of the 
other speakers, one shows his/her response according to what previous speakers said, 
along with his/her attitude by presenting their own facts and therefore keeping the 
conversation open to new interventions. 

Tannen considers that “dialogue combines with repetition to create rhythm. 
Dialogue is liminal between repetitions and images: like repetition is strongly 
sonorous” [11]. 

3   Extracted Information 

Considering the above ideas, we have built an application that tracks the repetitions 
from a conversation and evaluates the contribution of the users in terms of their 
involvement and the quality of the conversation in terms of some given key concepts 
that needed to be debated. In this analysis, we did not consider repetition only as exact 
apparition of the same word, but in the broader sense of repetition of a concept 
determined using lexical chains built using WordNet (http://wordnet.princeton.edu). 

The information that we collected was both qualitative and quantitative: 

- how interesting is the conversation for the users - counted as the number of a 
user’s replies, since once a conversation is interesting for a user, it is more 
likely that he/she will be interested in participating and therefore will utter 
more replies than if he/she is not interested in the subject debated in the 
conversation; 

- persistence of the users -the total number of the user’s consecutive replies; 
- explicit connections between the users’ words - considered as the explicit 

references made by the participants (facility provided by ConcertChat 
environment); 

- activity of a user - the average number of uttered characters per reply for that 
user. This information is needed in addition to the number of uttered replies 
because we desire that the answers to be as elaborate as possible, thus giving a 
higher probability to the apparition of important concepts; 
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- absence of a user from the conversation - determined as the average time 
between a user’s consecutive replies; 

- on topic - a qualitative measure of the conversation, showing to what degree 
the participants used concepts related to the ones imposed for debating. This 
measure is intended to penalize the off-topic debate; 

- repetition - how often a participant repeats the concepts introduced by others, 
showing the interaction between users and the degree of attention devoted by 
one participant to the words of the others; 

- usefulness of a user - how often the concepts launched by a user have been 
used by a different participant; 

- topic rhythmicity - the number of replies between two consecutive occurrences 
of the same topic. This measure is also intended to eliminate off-topic talk. 

Once we decided what information will be extracted, we needed to determine the 
threshold values that allow us to consider a chat to be useful or not from the debated 
concepts and the participants’ involvement points of view. 

In order to determine these values, we considered 6 chats consisting of 1886 replies 
– ranging from 176 to 559 replies – that have been created by undergraduate students 
in the senior year involved in the Human-Computer Interaction (HCI) course using 
the ConcertChat environment [5]. They were divided in small groups of 4-5 students, 
every participant having to present a web-collaboration platform (chat, forum, blog, 
wiki) and prove its advantages over the ones chosen by the other participants. 

The purpose of the chats was to facilitate the understanding of the pros and cons of 
all the given platforms and to find the best (combination of) communication and 
collaboration technologies to be used by a company to support team work. 

These chats were automatically analyzed using the application that we have 
developed. A couple of tests have been developed starting from the collected 
information. For each of these tests, the application gives a grade from 0 to 10, 
specifies if that test have been passed or not and what was the cause of that test (a 
person, a topic or an overall criterion). See Figure 1 for an output of the application. 

Based on the obtained values we identified the thresholds and the tendencies to be 
desired for a chat. All these values are presented in Table 1. 

As it can be seen, we usually want high values: we want both the most and least 
interested person in the chat to be as active as possible (test 1 and 2) because it means 
they had a reason to discuss more – either for presenting more information or for 
debating more the given topics; we want the explicit connections between users to be 
as high as possible (thus showing the involvement in the discussion – test 4); the 
minimum/maximum activity (reflected as the average number of words/characters per 
utterance) should be high as well, because we desire to have elaborated sentences and 
not just key words appearing sporadically (test 6 and 7); the chat should contain as 
many words as possible related to the subjects given as an input, therefore 
discouraging spamming and off-topic discussions (test 8); we also should look for 
high values in repetitions, for they tell us that the users were paying attention to other 
users’ words (tests 9 and 10); and finally, we want users to say important things that 
can be useful for the other participants to better understand the debated subjects and 
that can help them build their own ideas on those users’ words (tests 11 and 12). 
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Fig. 1. Application output for a given chat 

Table 1. The values obtained for the chats with 4-5 participants involved and the desired  
tendencies for the tests 

Name of test Tend
ency 

Chat 
1 

Chat 
2 

Chat 
3 

Chat 
4 

Chat 
5 

Chat 
6 

Min Max 

0. Utterance number  high 183 291 377 176 559 300 176 559 
1. Most interested  high 0.38 0.4 0.3 0.34 0.38 0.32 0.3 0.4 
2. Least interested  high 0.11 0.18 0.15 0.16 0.12 0.08 0.08 0.18 
3. Users persistence low 0.31 0.08 0.16 0.07 0.17 0.17 0.07 0.31 
4. Explicit connections high 0.43 0.79 0.27 0.4 0.19 0.48 0.19 0.79 
5. Absence low 0.047 0.019 0.016 0.033 0.011 0.037 0.011 0.047 
6. Minimum activity high 8 36 27 14 52 6 6 52 
7. Maximum activity high 59 132 93 48 345 48 48 345 
8. On topic - lex. chain high 0.23 0.28 0.21 0.19 0.2 0.25 0.19 0.28 
9. Repetitions (min) high 0.1 0.13 0.1 0.15 0.08 0.11 0.08 0.15 
10. Repetitions (max) high 0.14 0.15 0.13 0.18 0.12 0.15 0.12 0.18 
11. Least useful user high 1.84 2.03 2.1 1.73 2.1 2.69 1.73 2.69 
12. Most useful user high 2.12 2.16 2.16 2.16 2.36 2.95 2.12 2.95 
13. Topic rhythmicity low 1.36 0.76 1.51 1.69 0.92 1.22 0.76 1.69 
14. Passed tests (%) high 15 76 23 30 46 53 15 76 
15. Quality high 2.72 7.25 3.44 4.1 5.08 4.62 2.72 7.25 
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Now we shall focus our attention on the tests where small values are required. The 
first test that shows such a characteristic (test 3) is related to the users’ persistence in 
the chat expressed as the number of consecutive replies uttered by a user without the 
intervention of the other participants, and based on our results we want them to be as 
few as possible. The idea behind this is the fact that too many consecutive replies of 
the same user show that the other participants had nothing to add or comment and that 
is a sign of not being involved, not paying attention to what that user had to say. More 
than that, when a user utters too much content that is not interesting for the other 
participants, they tend to get bored and they lose the interest in the conversation as a 
whole, which results in even less intervention from their part and a poor quality 
conversation. The second test that requires small values to show a high involvement 
of the participants is test number 5, which measures the maximum time between two 
consecutive replies of a user. If a user is taking too long to respond then he/she is not 
actively participating in that chat (the user is considered to be missing that part of the 
conversation). The last test needing small values is test number 13, which basically 
states that we need a small number of replies between two consecutive occurrences of 
a specific topic – the given topics should have high frequencies in the conversation. 
We desire a constant deliberation on all topics and not just users speaking in turns 
about the topics that were provided in order to be debated. This test also has a 
graphical representation of the provided topics’ rhythmicity, therefore it is easier to 
understand what we measure, based on its graphical depiction (see Figure 2). 

 

Fig. 2. Graphical representation of topic rhythmicity. a) chat with high rhythmicity for the 
debated topics; b) chat with poor rhythmicity for some of the topics. 

In the above figure, there are two examples of rhythmicity in chats. The chats have 
been divided in equal shares (separated by the horizontal lines) and, in each of them, 
the topics to be debated are represented by a different line. The more a topic is 
debated in a share of a conversation, the closer is the line representing that topic to the 
right side of that share of the chat graphical representation. Figure 2.a. shows a chat 



 Repetition and Rhythmicity Based Assessment Model for Chat Conversations 519 

 

with high rhythmicity for all topics – these were debated in parallel as it can be seen 
by the lack of flat lines near the left side of the representation. The other figure (2.b.) 
shows the opposite: it has flat lines on the left side of the graphic showing that the 
topic that they represent has not been debated in those parts of the chat. The 
conversation starts with a discussion about blogs, while the other topics are ignored. 
As time passes, these topics get into focus in the detriment of chat, which seems to be 
forgotten for a while (it is absent in three of the eleven shares of the given chat). The 
end of the conversation finds all the given topics in focus, as it is desirable, but having 
long periods of one-topic debate – the topics have been debated in turns which means 
the participants did not compare them and therefore did not achieve one of the 
purposes of the conversation. 

Test 14 shows the percentage of the passed tests (tests where the obtained grade 
was above 5) considering the min and max as inferior and superior thresholds, while 
test 15 represents the average grade obtained by the chat for the 13 tests. 

4   Validation 

First of all we needed to validate the results obtained with the application and 
therefore we asked two HCI teachers to evaluate the chats having in mind two main 
criteria: the quality of the content related to the given concepts and the participants’ 
involvement. Their grades, along with the average values and the scores provided by 
our application are presented in Table 2. 

Table 2. The gold standard values provided for the 6 chats along with the scores provided by 
our application and with the revised values 

Chat Reviewer 1 Reviewer 2 Average Application score Modified app. Score 
Chat 1 7.8 7.74 7.77 2.72 7.08 
Chat 2 10 9.3 9.65 7.25 10 
Chat 3 9 8.9 8.95 3.44 7.8 
Chat 4 8.4 8.6 8.5 4.1 8.46 
Chat 5 10 9 9.5 5.08 9.44 
Chat 6 9 9 9 4.62 8.98 

 
As it can be easily seen, the application’s grades are much smaller than the ones 

provided by the reviewers and therefore we increased these grades by the average of 
the difference between the reviewers’ grades and the scores provided by the 
application (4.36). The new values are presented in Figure 3 below. 

Before modifying the application scores, we had to see how trustworthy were the 
grades provided by the reviewers and therefore we computed their correlation. This 
value was 0.8829, which shows that their values are very similar and being domain 
experts and having experience in teaching, we decided we can trust the values 
provided. We have also computed the correlation between the reviewers’ average 
grades and the scores provided by the application. The value was 0.8389, very close 
to the correlation between the reviewers, showing a strong correlation between the 
application’s grades and the real value of the chats. 



520 C.-G. Chiru et al. 

 

 

Fig. 3. Application’s validation 

5   Verification of the Model 

We considered two different verification methods for our application. The first one 
was meant to demonstrate that the model used for a chat conversation depends very 
much on the number of participants. Therefore, we considered 4 chats consisting of 
1250 replies that had between 6 and 8 participants. These chats had the same focus 
and objectives as the ones used for the application’s validation. These chats have been 
automatically analyzed using our application in order to see whether the model for 4-5 
participants could have been also applied for them. The values obtained, along with 
the thresholds for these chats and for the chats having 4-5 participants are presented in 
Table 3. The results clearly show that the model for 4-5 participants (represented by 
the used thresholds) is not adequate for chats with 6-8 participants. 

Table 3. Differences between chats with 4-5 participants (chats 1-6) and chats with 6-8 
participants 

Name of test Chat 
7 

Chat 
8 

Chat 
9 

Chat 
10 

Min  
6-8 

Max 
6-8 

Min  
4-5 

Max   
4-5 

0. Utterance number  138 380 473 259 138 473 176 559 
1. Most interested  0.31 0.27 0.21 0.19 0.19 0.31 0.3 0.4 
2. Least interested  0.06 0.04 0.07 0.02 0.02 0.07 0.08 0.18 
3. Users persistence 0.3 0.02 0.004 0.003 0.003 0.3 0.07 0.31 
4. Explicit connections 1.04 1.01 1.01 1.03 1.01 1.04 0.19 0.79 
5. Absence 0.12 0.058 0.028 0.134 0.134 0.028 0.011 0.047 
6. Minimum activity 1 2 16 1 1 16 6 52 
7. Maximum activity 21 137 90 46 21 137 48 345 
8. On topic - lex. chain 0.2 0.19 0.29 0.34 0.19 0.34 0.19 0.28 
9. Repetitions (min) 0.07 0.03 0.06 0.06 0.03 0.07 0.08 0.15 
10. Repetitions (max) 0.13 0.09 0.09 0.13 0.09 0.13 0.12 0.18 
11. Least useful user 2.77 3.53 4.24 4.09 2.77 4.09 1.73 2.69 
12. Most useful user 3.39 4.96 5.1 4.81 3.39 5.1 2.12 2.95 
13. Topic rhythmicity 1.54 1.46 0.51 0.69 0.51 1.46 0.76 1.69 
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After we have seen that the thresholds do not match, we wanted to verify that we 
have the same type of chats as previously presented. Consequently, we have modified 
these chats by considering not the physical participants, but the point of view - “the 
voice” - that they represent. Therefore, we considered the persons debating the same 
topics as being a single participant and thus we ended up having again chats with 4 
participants debating the same topics as before. These chats have been automatically 
evaluated and the results showed that they fit well enough in the model with only 4-5 
participants, as it can be seen in Table 4. In conclusion, the chats were not different 
from what we have seen already, but the thresholds were not adequate for them. 

The second, and maybe the most important verification method, was tested on 
three different chats from the same set with the ones used for learning and validation 
(4 participants debating about chat, forum, blog and wiki), consisting of 911 replies, 
and asked another teacher of the HCI class to evaluate them in the same fashion as for 
validation. After that, the chats have been automatically evaluated using our 
application and the correlation between the reviewer and the application’s grades has 
been computed. The correlation was 0.7933. The values are presented in Table 5. 

Table 4. The values obtained for chats 7-10 modified to have 4 participants 

Test No. Mod 
7 

Mod 
8 

Mod 
9 

Mod 
10 

Min 
mod 

Max 
mod 

Min 
6-8 

Max 
6-8 

Min 
4-5 

Max 
4-5 

Test 1 0.42 0.35 0.28 0.3 0.28 0.42 0.19 0.31 0.3 0.4 
Test 2 0.13 0.13 0.22 0.19 0.13 0.22 0.02 0.07 0.08 0.18 
Test 3 0.17 0.1 0.05 0.02 0.02 0.17 0.003 0.3 0.07 0.31 
Test 4 1.02 1.01 1 1.01 1 1.02 1.01 1.04 0.19 0.79 
Test 5 0.055 0.018 0.009 0.02 0.009 0.055 0.134 0.028 0.011 0.047 
Test 6 4 30 106 60 4 106 1 16 6 52 
Test 7 41 232 188 115 41 232 21 137 48 345 
Test 8 0.2 0.2 0.29 0.34 0.2 0.34 0.19 0.34 0.19 0.28 
Test 9 0.13 0.1 0.11 0.17 0.5 1.53 0.03 0.07 0.08 0.15 
Test 10 0.18 0.136 0.12 0.19 0.12 0.19 0.09 0.13 0.12 0.18 
Test 11 1.88 1.98 2.01 1.91 0.1 0.17 2.77 4.09 1.73 2.69 
Test 12 2.14 2.36 2.38 2.14 1.88 2.01 3.39 5.1 2.12 2.95 
Test 13 1.53 1.49 0.5 0.68 2.14 2.38 0.51 1.46 0.76 1.69 

Table 5. The gold standard values provided for the 3 chats along with the scores computed by 
our application and with the revised values 

Chat Reviewer Application Modified application score 
Chat 11 9.627 5.24 9.6 
Chat 12 7.574 4.76 9.12 
Chat 13 8.777 5.39 9.75 

6   Conclusion and Further Work 

In this paper we have presented an application that evaluates the quality of a chat 
according to a number of predefined conversation topics and to the personal involvement 
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of the participants. During the verification, we have shown that the models that should be 
used to evaluate the chats are dependent on the number of participants: they are different 
for small (4-5 participants) and medium (6-8 participants) teams, and we expect that 
these models are also different for 2-3 participants and for more than 8 participants. 

The good correlation between the application and the domain experts obtained at 
both the validation and verification stages recommends it as a reliable application. 
Also, the large number of tests, gives a lot of flexibility to the user, allowing him/her 
to give more or less importance to some of the tests and therefore to evaluate exactly 
the aspects considered to be important.  

In the meantime, an evaluator can make a complex analysis of the chats by 
correlating the results of the different tests, this way identifying the causes that lead to 
the obtained results and thus being able to take the right decision in the evaluation. 
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Abstract. This paper presents a new strategy of visualizing music. The
presented method is a transformation of musical content in dynamically
changing spatial figures. The proposed visualization system was linked
with an external system of automatic emotion detection. The labels pro-
duced by the system were used to modify certain parameters of the vi-
sualization. Therefore, because the visual presentation of emotions can
be subjective, the system was expanded with user profiles obtained by
grouping questionnaires. This allowed the adjustment of some parame-
ters of visualization to user preferences.

Keywords: Music visualization, harmonic analysis, consonance and
dissonance, emotion detection.

1 Introduction

At a time when live musical concerts often have scene decoration, flashing lights
and choreographed dance moves, just listening to a piece of music from the
speakers does not always provide sufficient satisfaction. Many listeners are ac-
customed to video clips in which the music is accompanied by attractive images,
photos, videos, etc. The system presented in this paper automatically generates
3-D visualizations based on MIDI files. Spatial figures created in real-time addi-
tionally enrich the music experience, allowing for a perception of music through
an additional communication channel so that this perception becomes richer and
fuller.

1.1 Previous Work

There are different attitudes towards the visualization of music and it still is not
a fully solved problem. The attitudes focus on the different elements of music
such as pitch, rhythm, dynamics, harmony, timbre or attempt a comprehensive
analysis of the forms of musical composition [1], [2]. Smith and Williams [3] use
colored spheres to visualize music, which they place in 3-D space. The character-
istics of these visual objects depend on properties that describe musical tones:
pitch, volume and timbre. Foote [4] presented a method for visualizing the struc-
ture of music by its acoustic similarity or dissimilarity in time. Acoustic similarity
between two instants of an audio recording was calculated and presented in a
two-dimensional representation. While constructing a visualization, Whitney [5]

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 523–532, 2011.
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refers to the ancient principles of harmony created by Pythagoras, based on the
relations of natural numbers. He tries to find a relationship between the harmony
in sound and its visualization. To present musical consonance and dissonance in
visual form, he uses points moving in space whose speed is dependent on the
numerical relations of simultaneously sounding tones. This work has been contin-
ued by Alves [6]. Bergstrom, Karahalios and Hart [7] focus on the analysis of the
harmonic aspects of music. With the help of figures called isochords, they visual-
ize musical chords in 2-D space (Tonnetz coordinate system), which emphasizes
consonant intervals and chords. Ciuha, Klemenc and Solina [8] also made an at-
tempt to visualize the harmonic relationships between tones. The visualization
uses a three-dimensional piano roll notation, in which the color depends on the
simultaneously sounding tones. Consonant tone combinations are represented by
saturated colors and dissonant are unsaturated. Isaacson put forth a summary
of selected music visualization methods presenting both content and sound files
as well as files used for the analysis of musical form [9].

1.2 System Construction

The presented visualization system (Fig. 1) was linked with an external system of
automatic emotion detection [10]. The labels produced by the external system
were used to modify certain parameters of the visualization. When using the
system, the user first completes a questionnaire through which the system assigns
the user to one of the profiles. The user then selects a MIDI file to be played
and visualized. The visualization module uses an external system for automatic
emotion detection in the MIDI file. The discovered emotions partially affect the
created visualizations by changing the parameters of the drawn spatial figures.

The emotion labels obtained from the external system for automatic emotion
detection are classified into four main groups corresponding to four quarters of
the Thayer model [11]: e1 (energetic-positive), e2 (energetic-negative), e3 (calm-
negative), e4 (calm-positive).

Fig. 1. The construction of the personalized music visualization system
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2 Method of Creating Spatial Figures

The harmonic content of the composition consists of chords assigned to the
successive sections of the musical piece. Let’s examine a chord consisting of three
sounds. Because every musical tone can be presented - to simplify - as an ideal
sinusoid of frequency f , we describe each component of the chord Ak sinusoidal
function Si(t) with frequency fi. Assigning each of the obtained functions one
of the X , Y and Z axis of the Cartesian system {U}, we build a spatial figure
Φ, corresponding to the Ak chord:

Ak → Φ (1)

For a thus obtained figure we assume the name: AKWET = AKkordW-
ertETalon. The name AKWET was created by the juxtaposition of the follow-
ing words: chord (german Akkord), value (german Wert) and pattern (french
Etalon).

It is possible to describe the formation of each AKWET as a result of move-
ment of point P whose spatial position is determined by the values of function
Si(t) placed respectively on the X , Y and Z axis (Fig. 2).

Fig. 2. Creating an image of an exemplary musical pattern

We assign to each axis of the system {U} (X , Y and Z) a sinusoidal signal
Si(t) with frequency fi, where i = 1, 2, 3. These signals reflect different compo-
nents of the pattern. If we simultaneously subdue signals Si(t) to discretization
with sampling frequency F  fi, we obtain a sequence of samples whose every
element we consider as a ternary vector, determining the position of point Pj .
The coordinates of a single point Pj , which are calculated on the basis of a joint
time t and the function of Si(t) signals, can be noted as follows:

Pj = (Pjx, Pjy , Pjz) (2)
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Pjx = S1(tj) = A1sinω1tj (3)

Pjy = S2(tj) = A2sinω2tj (4)

Pjz = S3(tj) = A3sinω3tj (5)

AKWET Φ is a spatial figure occurring in time (Fig. 2), and its duration
depends on the value of the component signals. The construction of an AKWET
is based on a principle similar to that on which the Lissajous figures are con-
structed [12]. But the important difference in this approach is that: firstly, the
obtained figures are spatial, and secondly, they are used to visualize and analyze
harmonic musical content.

3 Figure Parameters

The parameters describing the formed spatial figures (AKWETs) were divided
into two groups. The first consists of drawing parameters that were permanently
defined by the designer. The second group consists of parameters that are mod-
ified on the basis of the emotion obtained from the external system for emotion
detection.

3.1 Unchanging Figure Parameters

Form of the Figures. The form of the figures is closely related to the method
of figure formation and presents closed lines drawn in 3-D space, the complexity
of which depends on the chord’s dissonance ability. Below is a visualization of
two basic chords: major and minor, whose sound is significantly different and
simply said: the major chord is happy and the minor sad [13].

It turns out that the figures corresponding to the major and minor chords dif-
fer substantially. The form of the major chord (Fig. 3a) is much simpler, cleaner
and transparent. Whereas, the minor chord (Fig. 3b) creates a complicated,
multilayered form, and despite a proper shape, it is difficult to associate it with
calm.

Figure Sizes. In the proposed system of sound consonance visualizations, the
size of the figures is dependent on the volume of the music. The louder the
volume, the larger the figures are drawn.

Below are two chords of the same harmonic content (major triad) but of a
different volume of the components making up the chords. The first one is quieter
(Fig. 4a), and the second louder (Fig. 4b). Different volumes of the individual
components of the chord caused not only a change in the size of the figures, but
also stretching and narrowing of its shape.

Number of Figures Shown Simultaneously. The more sounds in harmony
at the same time, the richer the harmonic sound that is obtained. Each new
component of harmony enters into a relationship with the others. This is ex-
pressed in the number of figures constructed during the visualization (Fig. 5).
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Fig. 3. AKWET from a major chord (a) and a minor chord (b)

Fig. 4. AKWET created from a quiet major triad (a) and from a loud major triad (b)

Until there are less than 4 audio components, a single AKWET is used. When
the amount of harmonious sounds increases, the number of AKWETs increases
as well, and their number is expressed as the amount of 3-voice combinations
without repetitions.

3.2 Figure Parameters Modified According to the Detected
Emotion

To emphasize the way the figures are drawn, depending on the emotion de-
tected by the external system for automatic emotion detection, it was decided
to change the parameters of the drawn line (thickness and type). Three types
of line thicknesses were selected: thin, medium, thick, and three types of line
shapes: continuous, dashed and dotted. The change of line type affected the
visual expression of the AKWETs formed.
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Fig. 5. Number of tones forming a harmony and type of visualization

4 Tester Questionnaires

The first step in the process of user profile construction was the collection of
questionnaires from the observer-listeners. The listeners came from different
professional groups (students, musicians, scientists, engineers, teachers, medi-
cal workers) and different age groups (from 20 to 50 years old). The study was
conducted on 41 people who filled out the visualization questionnaire, in which
they defined the parameters of the line that according to them should be used
to draw figures visualizing music with a particular emotion. For each emotion
(e1, e2, e3, e4), a tester chose one line type: continuous, dashed, dotted, and one
thickness: thin, medium and thick. For example, one of the choices might look
like this: for e1 (energetic-positive thin and continuous line, for e2 (energetic-
negative) medium and dashed line, etc.

Each of the testers also completed an additional personality questionnaire,
which was used to construct the user profiles. The set of questions used in this
questionnaire was as follows: Sex; Profession; Basic education; Age; How do you
feel at the moment?; Do you like reading books?; What are your hobbies?; What
kind of music do you prefer?; What is you favorite instrument?; What are your
two favorite ice cream flavors?; If you had $3,500.00 what would you most likely
spend it on?; How big is the city you live in?; Are you happy with your life and
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what you have achieved so far?; Do you consider yourself to be a calm person?;
Do you live with your family?; Does your job give you pleasure?; Do you like
playing with and taking care of little children?; Do you have or would you like
to have a little dog at home?

5 The Experiment Results

5.1 Clustering and Searching for User Profiles

To search for groups and classifications, the set of tools provided in the WEKA
package was used [14]. The visualization questionnaires were grouped with the
help of algorithms (K-Means and Expectation maximization). In each group,
there were testers who similarly answered the question which line should be
used to draw a certain emotion.

The resulting group and the responses from the personality questionnaires
were used to find the characteristics of these groups. A decision table was created,
in which the rows were the testers, and their answers to the questions from the
personality questionnaire were the columns. The last column was the group
found during grouping of the visualization questionnaires. This way, the created
data were classified using the following algorithms: PART, JRip, J48, and the
models that best described the collected data were found. An additional selection
of attributes was carried out using WrapperSubsetEval [15], which was tested
with the following algorithms: PART, J48, k-NN. This way, the most significant
questions describing the profiles - groups were found.

The winner of the classification was algorithm J48 (80% Correctly Classified
Instances) and the most appropriate set of grouping was the set obtained by
using K-Means (number of clusters equals 2).

5.2 Group Characteristics

From the selected attributes, it turned out that the most meaningful questions
and answers from the personality questionnaire were the questions presented in
Table 1.

Table 1. The most meaningful questions and answers in establishing the user profile

Question Answer

Age 20-30
Do you consider yourself to be a calm person? Yes

Explaining the meaning of the questions chosen in the selection process of
attributes gives rise to the conclusion that people who consider themselves to be
calm would like to draw figures corresponding to the emotions differently than
the people who do not consider themselves to be calm. Age also proved to be
significant in this regard. Below (Table 2) are descriptions of groups that were
read from the structure of the tree constructed by the J48 algorithm.
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Table 2. Group characteristics

Group Number Description
of people

Cluster 1 26 People who:
- are aged 20-30 and consider themselves to be calm

Cluster 2 15 People who:
- are over 30 years of age,
- if they are aged 20-30, they do not consider themselves
to be calm

Table 3. Mapping the type of emotion to the type of line

Type of emotion Centroid 1 Centroid 2

e1 continuous line, medium dotted line, thick
e2 dashed line, thick continuous line, thick
e3 dotted line, thin dashed line, thick
e4 continuous line, thin continuous line, thin

Fig. 6. Visualization of the chord during emotion e1 for profile 1 (a) and the chord
during emotion e1 for profile 2 (b)

5.3 Profile-Dependent Visualization

During the grouping, algorithm K-Means was also able to find the representatives
of groups: centroids. The line parameters of group representatives (Table 3)
were used during the visualization. Depending on the assigned user profile, the
appropriate type of line to draw the AKWETs was chosen.

From the observation of centroids, it seems that the type of line (thin and
continuous) is the same for emotions e4, while the lines are different for all the
other emotions. A representative of group 2 (Centroid 2) uses thick lines a lot
more often (emotions e1, e2, e3). Interestingly, both representatives of the groups
chose a thick line for emotion e2 (energetic-negative).
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Presented below is the same chord during emotion e1 (energetic-positive).
Depending on the identified system user profile, we obtain two different visual-
izations. For the first profile a continuous and thin line was used (Fig. 6a), and
for the second profile a dotted and thick line (Fig. 6b). Using different lines also
changes the character of the figure. The figure drawn by the continuous line is
drawn subjectively calmer than the dotted line. The figure drawn by the thick
line is less noble than the one drawn with a thin line.

6 Conclusion

This paper presents a new strategy of visualizing music. The presented method
is a transformation of musical content in dynamically changing spatial figures.
The proposed visualization system was linked with an external system of au-
tomatic emotion detection. The labels produced by the system were used to
modify certain parameters of the visualization. Mapping the emotion labels with
the parameter of drawing figures additionally strengthened their expression and
attractiveness. Therefore, because the visual presentation of emotions can be
subjective, the system was expanded with user profiles obtained by grouping
questionnaires. This allowed the adjustment of some parameters of visualization
to user preferences. The number of visualization parameters dependent on the
emotions are not closed and may be expanded in the future.
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Abstract. Aspects of automatic conversion between sheet music and
Braille music are studied in this paper. The discussion is focused on
syntactical structuring of information carried as sheet music and as
Braille music (their digital representations). The structuring is founded
on context-free methods. Syntactical structures of a given piece of mu-
sic create so called lexicon. Syntactical structures are reflected in the
space of sounds/notes. This dependency is a many-to-one mapping for
sheet music and is a many-to-many relation in case of Braille music. The
dependency between lexicon and the space of sounds/notes defines se-
mantics of the given language. Both syntactic structuring and semantic
valuation produce a basis for an automatic conversion between both lan-
guages: printed music notation and Braille music.

Keywords: syntactical structuring, semantics, data understanding,
music representation.

1 Introduction

Information exchange between human beings has been done in languages of
natural communication, which are human languages (i.e. created and developed
in a natural way by humans). Natural languages (English, Spanish, etc.) are the
most representative examples of languages of natural communication. In this
paper we focus the attention on processing music information. A special concern
is given to printed music notation, also called sheet music, and Braille music
description. Music description outlined as sheet music or as Braille music are
tools used in inter-personal communication. Both languages of music description:
printed music notation and Braille music satisfy the main feature of languages
of natural communication: they have been created, developed and used prior to
their formal codification and - up to now - they are not fully formalized. This
is why we consider printed music notation and Braille music as languages of
natural communication.

Our interest is focused on conversions between printed music notation and
Braille music. The conversion to Braille music is an important social task, which
� This work is supported by The National Center for Research and Development,
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helps to collect Braille music libraries for blind people. Such a conversion is
difficult (time consuming, boring, error engendering etc.) for humans. It is a
perfect task for automation. Lack of full formalization and codification of both
languages (printed music notation and Braille music) raises difficulties in au-
tomation of such a task. Successful realization of conversions between both lan-
guages requires involvement of data structuring, information processing, domain
knowledge etc. In the paper we discuss methods of information processing funda-
mental for these conversions: syntactical structuring and semantics, c.f. [3]. These
methods of information processing are integrated in frames of the paradigm of
granular computing, c.f. [1,4]. However, space of the paper does not allow for
immersion of conversions in this paradigm.

The paper is organized as follows. In Section 2 we study syntactical structuring
of music information carried in both languages of music description. Section 3 is
dedicated to valuation of syntactical structures. The valuation defines semantics
of languages. In Section 4 conversions are commented.

2 Syntactical Structuring

Syntactical approach to processing languages of natural communication (natural
languages, music notation, etc.) is the study of how elementary items (words,
notes) fit together to form structures up to the level of a complete constructions
of a language (a sentence, a score). Syntactical approach is a crucial stage and
a crucial problem in processing languages of natural communication.

Automatic analysis of languages of natural communication is commonly ap-
plied for natural languages. For several reasons automatic analysis of music no-
tation has been a research niche not exploited intensively. In this study an effort
is focused on syntactical description of music notation and Braille music. Then,
syntactical constructions are immersed in a space of real objects described by
syntactical constructions. Roughly, sounds played by a musical instruments are
real objects.

The trouble with this approach is that human language is quite messy and
anarchic, by comparison with languages of formal communication (like program-
ming languages or MIDI format). Languages of formal communication are de-
signed to conform to rigid (and fairly simple) rules. Such languages are almost
exclusively used in communication with computers. Language constructions that
break the rules are rejected by the computer. But it isn’t clear that a language
like music notation (or a natural language, English, Spanish) is rule-governed in
the same rigid way. If there is a definite set of rules specifying all and only the
valid constructions, the rules are certainly much more complicated than those
formal languages. But, it seems that complexity is not the whole point - it is
questionable whether a language of natural communication is fully definable by
rules at all, and such rules as there are will often be broken with no bad conse-
quences for communication. Thus, syntactical analysis of natural communication
must be intensely flexible and deeply tolerant to natural anarchy of its subjects.
This observations concerns, of course, music notation and Braille music. With
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these notes in mind, the proposed approach to syntactical structuring will rely
on sensible application of proposed context free grammars, i.e. that it will not
be applied maliciously to generate incorrect examples.

2.1 Printed Music Notation

Below a method of construction of a context-free grammar G = (V, T, P, S) to
describe printed music notation is provided. In fact, the Table includes the set P
of productions. The grammar presented in this Table shows a raw description of
the printed music notation presented in Figure 1, an excerpt of Chopin’s Grand
Valse Brillante in E-flat Major, Op. 18. The set V of nonterminals includes all
symbols in triangle brackets. The symbols <score> stands for the initial sym-
bols of the grammar S. The set T of terminals includes all names of symbols
of music notation as well as symbols of music notation themselves. For the sake
of clarity only basic music notation symbols are included with selected features,
e.g. duration of eight and shorter notes are indirectly defined by beams and flags
associated with the stem, while longer durations and pitches are not outlined at
all. However, a way of expansion of the grammar to a broader set of symbols
and properties of symbols is direct.

<score> → <system><score> | <system>
<system> → <part name><stave><system> | <part name><stave>
<part name> → ε |Flauto |Oboe |Clarinet I | etc.
<stave> → <beg barline><bl stave> | <bl stave>
<beg barline> → barline | etc.
<bl stave> → <clef><cl stave> | <cl stave>
<clef> → treble clef | bass clef | etc.
<cl stave> → <key signature><ks stave> | <ks stave>

<key signature> → � | � | �� | �� | ��� | ��� | etc.
<ks stave> → <time signature><ts stave> | <ts stave>

<time signature> → C | 44 |
3
4 |

6
8 | etc.

<ts stave> → <measure><barline><ts stave> | <measure><barline>
<barline> → <beg barline> | <simple barline> | <double barline> |etc.
<measure> → <change of k sign.><ks measure> | <ks measure>

<change of k sign.> → <key signature>
<ks measure> → <change of t sign.><ts measure> | <ts measure>
<change of t sign.> → <time signature>
<ts measure> → <vertical event><ts measure> | <vertical event>
<vertical event> → <stem><vertical event> | <stem>

<stem> → <beams><note stem>|<flags><note stem>|<note stem>|<rest>

<beams> → left-beam <beams> | right-beam <beams> | left-beam | right-beam
<flags> → flag <flags> | flag

<note stem> → note-head <note stem> | note-head stem
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Fig. 1. An example of music notation: the first 12 measures of Chopin’s Grand Valse
Brillante in E-flat Major, Op. 18

It is worth to notice that the grammar allows to describe two dimensional
constructions of music notation. For instance, the following productions allow
generating chords of notes, which are placed evenly vertically.

<vertical event> → <stem><vertical event> | <stem>

A part of derivation tree (Figure 2) of the printed music notation presented in
Figure 1. This part shows derivation of the first measure of the music. Further
parts of the tree could be derived analogously.

2.2 Braille Music

Printed music notation is a two dimensional language. Valuation of many sym-
bols of this language depends on their horizontal and vertical placement. More-
over, mutual placement of symbols often is as important as symbols themselves.
This feature, easily eyesight recognized, raises problems for blind people. This is
why a direct conversion to some two dimensional language is not applicable. In
past decades a music description language for blind people, so called Braille mu-
sic, has been invented. Braille music is a linear language. Due to this feature, the
second dimension of printed music notation is usually represented as repeated
vertical layers. Both partitions to layers and layers’ contents are rule governed.
However, such rules are based on deep implicit knowledge. Moreover, these rules
allow for diversity of descriptions of the same music items. These features must -
of course - be considered in construction of a grammar generating Braille music.
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Fig. 2. An excerpt of the derivation tree of printed music notation: the first measure
of Chopin’s Waltz Op. 18

Linearity of Braille music language makes construction of he grammar more
difficult in the sense of bigger number of variants and implied bigger number of
productions of the grammar. However, linearity of a grammar generating Braille
music makes its construction less sophisticated than construction of a grammar
for printed music notation.

In Figure 3 a part of a derivation tree of Braille music is shown. The tree
describes the piece of music presented in Figure 1. This part shows derivation of
some elements of the first measure of the music. Further parts of the tree could
be derived analogously. The grammar generating Braille music is not given in
this paper.
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Fig. 3. An excerpt of the derivation tree of Braille music: elements of the first two
measures of Chopin’s Waltz Op. 18

3 Semantics

Both languages of natural communication discussed in Section 2 describe the
same space of real objects. Hearing sensation, i.e. sounds/notes played at a mu-
sical instrument are elements of this space, elements described by printed music
notation and Braille music. In this paper we assume that notes are represented
by a triple (beginningtime, duration, pitch). The tiny triple of properties can be
easily attached by adding volume, articulation features etc.

Consequently, the space of language constructions is immersed in the space
of sounds. The immersion gives values of real world to language constructions.
The immersion defines meaning of language constructions, defines semantics. In
the consecutive sections we show that the immersion can be a mapping as well
as many-to-many relation.
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<measure>

<ks_measure>

<ts_measure>

<ts_measure>

<vertical_event>

<stem>

<beams> <note_stem>

right-beam note-head stem

<stem>

<beams> <note_stem>

right-beam note-head stem

Fig. 4. Printed music notation: samples of lexicon elements

3.1 Semantics of Printed Music Notation

By language constructions we understand a part of music notation with its
derivation subtree attached. The space of language constructions (also named
statements) is called lexicon.

The whole piece of music and its derivation tree is a trivial example of state-
ments, is a trivial element of the lexicon. Figure 4 provides another examples
of lexicon elements. Figure 4 explains that the same fragment of music notation
may have many derivation subtrees, i.e. may create many elements of the lexi-
con. This aspect of syntactical structuring, though important for such structural
operations on the space of music information like Select and Find/Replace, is
out of the scope of this paper.

Formally, the valuation mapping V describes semantics of printed music no-
tation:

V : L→ S

where: L is the lexicon of a printed music notation, S is the space of sounds/notes.
The mapping V assigns objects of real world S to statements stored in the
lexicon L.

The valuation mapping V is not a bijection, so then an inverse mapping cannot
be uniquely constructed. Ambiguity of an inverse of the valuation mapping is
raised by ambiguity of the language of music notation.

On the other hand, elements of the lexicon L indicated in Figure 4 are the
same for more than one eighth note of the notation. For instance, isolated notes
of the same duration and pitch are indistinguishable with some lexicon elements.
In Figure 2 these elements define the eighth note in the first measure. And, for
instance, the same lexicon elements will be utilized for the eighth note in the
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Fig. 5. Valuation function: mappings from printed music notation and Braille music
into the space of sounds. Derivation trees are not shown. The played notes are displayed
as strips on the scale of piano keyboard.

second measure. Isolated notes of the same duration and pitch are distinguishable
with derivation subtree with its own root in the root of the whole derivation tree.
This is another interesting aspect stemming out of the space of this paper.

3.2 Semantics of Braille Music

In case of Braille usage lexicon L contains Braille cells and theirs combinations.
Braille mapping is relation many-to-many, which means that one Braille cell can
describe one or more music notation symbol, and one music notation symbol can
be described by one or more Braille cells.

Assume that B is the set of Braille cells, which has a cardinality 26 = 64.
Then Braille music tuples (BC) create the space:

BC =
n⋃

k=1

B ×B × . . .×B︸ ︷︷ ︸
k times

where value of n doesn’t exceed 10, in practice n can be limited to 5, c.f. [5]).
Tuples of BC correspond to elements of printed music notation. This corre-

spondence is weakly context dependent, so then it would be comparably easy to
construct an almost one-to-one mapping between both languages. However, in
practice, many Braille tuples are contracted by dropping Braille cells, which could
be context-derived. Such a simplification makes a Braille music easy for reading
(by blind people), but heavily ambiguous and context dependent. For instance, a
note is described by a triple including a cell defining pitch within an octave and a
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duration within one of two intervals. This cell should be preceded by octave indi-
cator cell and duration modifier cell, but both such cells are dropped.

Consequently, semantics of Braille music is defined by the formula:

W ∈ B × S

where: B is the lexicon of a Braille music, S is the space of sounds/notes. The
relation W is clearly many-to-many one. It ties objects of real world S with
statements stored in the lexicon L.

A glimpse on semantics of Braille music (and of printed music notation) is
given in Figure 5. It is shown that some abstract semantic entities (clefs, key and
time signatures) are not represented in the sounds/notes space S. Therefore, a
space of such intangible items should supplement the space S.

4 Conversions

Creating digital libraries of wide range of documents is an important task of com-
puting equipment. This task often involves technologies recognizing structure of
acquired information. In case of music information we mention a paper-to-digital
information transfer. Such a transfer requires recognizing printed music notation
and storing acquired information structures in a digital form. The OMR (Optical
Music Recognition) technology provide tools for conversion of sheet music to a
digital form. In this study we discuss further processing of music notation, i.e.
conversion of a digital representation of sheet music to a Braille music. Such a
conversion could be done by a musician knowing Braille music. However, it is
desirable to employ an automaton for such a boring task. Automation of sheet
music to Braille music conversion would be easily automated assuming nonam-
biguity of both languages and a one-to-one mapping between them. Since, as it
is pointed out in previous sections, none of these conditions is satisfied, then it
is necessary to employ much more sophisticated methods for the conversion(s).

Formally, conversion from a piece of printed music to a piece of Braille music
is matter of construction of a mapping C:

C : L→ B

where: L is the lexicon of a printed music piece nd B is the Braille music lexicon.
However, automatic construction of such a mapping is extremely hard, if possible
at all, c.f. [2]. A flawless solution has been reported in [6]. The conversion was
done as mappings

L
V−→ S

W−1

−→ B

and
B

W−→ S
V −1

−→ L

where V −1 and W−1 are backward (some inverse) operations to mapping V
and relation W . Construction of inverse of mapping function was the main issue
of this conversions. It is achievable e.g. by limiting the space S, by simplifying
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Fig. 6. The structure of conversions between printed music notation and Braille music

lexicon, by using deep, language specific analysis or by analyzing wider part
of entirety at once. The solution has been accepted by authorities in Braille
music and has been proved by round conversions: V ◦ W−1 ◦ W ◦ V −1 and
W ◦V −1 ◦V ◦W−1, c.f. [6]. Finally, the space S of sounds/notes is supplemented
by abstract items, as mentioned in the recent section. The final structure of
conversions is shown in Figure 6.

5 Conclusions

Conversions between different languages of music description, namely: printed
music notation and Braille music, are studied in this paper. Conversions between
both languages, regarded as languages of natural communication, are difficult
to be automated. In fact, structural operations on these languages, including
conversions, still raise technological challenge. Successful practical tasks prove
that conversions (and other structural operations) should be regarded in broader
frames of paradigms of granular structuring and granular computing and should
involve syntactic and semantic data processing.
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Abstract. In this paper, we address the problem of automatic identi-
fication of instruments in audio records, in a frame-by-frame manner.
Random forests have been chosen as a classifier. Training data represent
sounds of selected instruments which originate from three commonly used
repositories, namely McGill University Master Samples, The University
of IOWA Musical Instrument Samples, and RWC, as well as from record-
ings by one of the authors. Testing data represent audio records especially
prepared for research purposes, and then carefully labeled (annotated).
The experiments on identification of instruments on frame-by-frame ba-
sis and the obtained results are presented and discussed in the paper.

Keywords: Music information retrieval, Sound recognition, Random
forests.

1 Introduction

Music information retrieval is a broad field, addressing various needs of potential
users of audio, or audio-visual data [18]. This may include finding a title and
a performer of a given excerpt, represented as an audio file taken from a CD,
or hummed by the user. Systems allowing such queries already exist, see for
example [19] or [25]; style or genre of the given piece of music can also be
classified using various systems [24]. A more advanced (or rather more musically
educated) user may also want to extract the score, to play it with colleagues,
if the score is not very complicated, or maybe is simplified, in order to make
such semi-amateur playing feasible. Extraction of pitch, so-called pitch tracking,
is already performed in query-by-humming systems. Multi-pitch tracking is a
more challenging issue, and some of musical sounds have no definite pitch. Still,
if pitches are extracted from a piece of music, labeling them with timbre can aid
extracting the score, because then the identified notes can be assigned to the
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voices (instruments). Our goal is to identify musical instruments in polyphonic
environment, when several instruments can be playing at the same time.

Recognition of a much simpler case, i.e. a single instrument playing a sin-
gle isolated sound, has already been investigated by various researchers. Results
vary, depending on the number of instruments taken into account, a feature
vector used, and a classifier applied, as well as the validation method utilized.
Accuracy for four instruments can reach 100%, and generally decreases with
increasing number of instruments, even below 40% when the number of instru-
ments approaches thirty. Also, since audio data are parameterized before apply-
ing classifiers, the feature vector representing the analyzed sounds also strongly
influences the obtained results.

The feature set can be based on the spectrum obtained from the sound analy-
sis, or the time-domain based description of the sound amplitude or its spectrum.
Fourier transform is commonly used here, but other analyzes can be applied as
well, e.g. wavelet transform. Although there is no standard set of parameters
used in the research on musical instrument recognition, low-level audio descrip-
tors from the MPEG-7 standard of multimedia content description [8] are quite
often used. Also, MFCC (Mel-Frequency Cepstral Coefficients), originating from
speech recognition, are sometimes applied in music information retrieval [4], and
the use of cepstral coefficients includes recognition of musical instruments [2].
Since we have already performed similar research, we decided to use MPEG-7
based sound parameters, as well as additional ones [13].

The accuracy of identification of timbre (i.e. of the instrument) not only de-
pends on the parameterization applied, but also on the classifier used. Many clas-
sification methods have already been applied to the task of musical instrument
identification, including k-nearest neighbors (k-NN), artificial neural networks
(ANN), rough-set based classifiers, support vector machines (SVM), Gaussian
mixture models (GMM), decision trees and random forests, etc. The reviews of
the methods used in this research is presented in [6], [7] and [9]. The accuracy
of such recognition is still far from being perfect, if a number of instruments to
recognize is more than, say, a dozen. Still, even simple algorithms, like k-NN,
may yield good results, but they were basically applied in the research on iso-
lated monophonic sounds, and when tried on duets, they are prone to errors [17].
This is because in case of polyphonic and polytimbral (i.e. representing plural
instruments) recordings, with more than one sound present at the same time, the
recognition of instruments becomes much more challenging. Therefore, the use
of more sophisticated algorithms seems to be more appropriate. For example, in
[10] ANN yielded over 80% accuracy for several 4-instrument sets; GMM yielded
about 60% accuracy for duets from 5-instrument set [3].

In our previous research [13], we obtained about 80% accuracy using random
forests to classify musical instrument sounds in polytimbral audio data, for 2–5
simultaneous sounds from 14-instrument set. We also used SVM which gained
popularity in recent years [12], [27]; still, random forests outperformed SVM by
an order of magnitude in our research. This is why we decided to continue ex-
periments using this technique. Our previous research described identification of
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complete sound events, i.e. the beginning and the end of each sound (being a note
or a chord) must have been identified. In this paper, we cope with recognition
of instruments in recordings of frame-by-frame basis, so no prior information
on the borders of notes is required. These recordings were especially prepared
for the purpose of this research, including the recording and the ground-truth
labeling of audio data.

2 Feature Vector

The audio data we use represent simultaneously played sounds of plural pitches.
Therefore, the feature set we applied in this research is not based on pitch,
thus avoiding multi-pitch identification and possible errors regarding labeling
particular sounds with the appropriate pitches. The features describe properties
of an audio frame of 40 ms length, subjected to Fourier transform, windowed
with Hamming window, and hop size 10 ms. Additionally, for each basic feature,
the difference between the feature value calculated for a 30 ms sub-frame of the
given 40 ms frame (starting from the beginning of this frame) and next 30 ms
sub-frame (starting with 10 ms offset) was also added to the feature set. Most
of these features come from MPEG-7 low-level audio features [8]. Therefore, the
following features constitute our feature vector:

– AudioSpectrumFlatness, flat1, . . . , f lat25 - multidimensional parameter de-
scribing the flatness property of the power spectrum (obtained through the
Fourier transform) within a frequency bin for selected bins; 25 out of 32
frequency bands were used for a given frame;

– AudioSpectrumCentroid - power weighted average of the frequency bins in
the power spectrum; coefficients are scaled to an octave scale anchored at 1
kHz [8];

– AudioSpectrumSpread - a RMS (root mean square) value of the deviation of
the Log frequency power spectrum with respect to AudioSpectrumCentroid
for the frame [8];

– Energy - energy (in logarithmic scale) of the spectrum of the parameterized
sound;

– MFCC - vector of 13 Mel frequency cepstral coefficients. The cepstrum was
calculated as logarithm of the magnitude of the spectral coefficients, and
then transformed to the mel scale, used instead the Hz scale, in order to
better reflect properties of the human perception of frequency. Twenty-four
mel filters were applied, and the obtained results were transformed to twelve
coefficients. The thirteenth coefficient is the 0-order coefficient of MFCC,
corresponding to the logarithm of the energy [11], [20];

– ZeroCrossingRate; zero-crossing is a point where the sign of time-domain
representation of sound wave changes;

– RollOff - the frequency below which an experimentally chosen percentage
equal to 85% of the accumulated magnitudes of the spectrum is concentrated.
It is a measure of spectral shape, used in speech recognition to distinguish
between voiced and unvoiced speech;
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– NonMPEG7−AudioSpectrumCentroid - a differently calculated version -
in linear scale;

– NonMPEG7 − AudioSpectrumSpread - a different version; the deviation
is calculated in linear scale, wrt. NonMPEG7−AudioSpectrumCentroid;

– changes (measured as differences) of the above features for 30 ms subframes,
– Flux - the sum of squared differences between the magnitudes of the DFT

points calculated for a 30 ms sub-frame of the given 40 ms frame (starting
from the beginning of this frame) and the next 30 ms sub-frame (starting
with 10 ms offset); this feature by definition describes changes of magnitude
spectrum, thus it cannot be calculated in a static version.

The features from the MPEG-7 set can be considered a standard in audio in-
dexing tasks. Since the random forest classifier handles the redundant features
without degrading the performance, hence we did not carry any feature selection
for this particular problem.

Our previous research [13], [14] was performed for complete sound events
(chords), and parameters derived from the entire sound were then included in
the feature set, consisting of several features describing changes in time and
static features presented here. We obtained good results of automatic identifi-
cation of a predominant instrument in sound mixes, so these features turned
out to be useful in a practical classification task. The importance of these fea-
tures was tested through the Boruta feature selection algorithm [15], [16]. The
experiments were conducted for various levels of additional sounds accompany-
ing the target one; the higher level of added sounds, the more attributes were
indicated as important. In case of the data set representing a combined set of
mixes for various levels of added sounds, all parameters turned were indicated by
Boruta as important. Moreover, such parameters, for instance LogAttackT ime,
TemporalCentroid, were indicated as very significant by the Boruta feature
selection algorithm [15], [16], and most often selected in our Random Forest
classification process. Since now we are going to identify small portions of audio
data (frames), representing only a fraction of a sound, we cannot use parameters
describing the entire sound, so they are absent in our feature vector. This makes
the task that we put our algorithms to cope with even more difficult.

3 Audio Data

The purpose of our experiments was to identify musical instruments playing in a
given piece of music. Therefore, we needed recordings labeled with information
on every instrument playing in the piece, namely, where exactly it starts and
ends playing a note or a sequence of notes (without gaps). Also, in order to
train classifiers to identify particular instruments, we needed recordings of these
instruments. Our research was performed on 1-channel 16-bit/44.1 kHz data; in
case of stereo recordings, we analyzed the mix (i.e. the average) of both channels.

For the training purposes, we used three repositories of single, isolated sounds
of musical instruments, namely McGill University Master Samples [21], The Uni-
versity of IOWA Musical Instrument Samples [26], and RWC Musical Instrument
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Sound Database [5]. Clarinet, trombone, and trumpet sounds were taken from
these repositories. Additionally, we used sousaphone sounds, recorded by one
of the authors, R. Rudnicki, since no sousaphone were available in the above
mentioned repositories. Training data were in 16 bit/44.1 kHz format, mono in
case of RWC data and sousaphone, and stereo for the rest of the data. In order
to prepare our classifier to work on different instrument sets, we added other
instruments that can be encountered in similar jazz recordings, namely, double
bass, piano, tuba, saxophone, and harmonica.

The testing data originate from jazz band recordings, also prepared by R.
Rudnicki [22]. The following pieces were investigated:

– Mandeville by Paul Motian,
– Washington Post March by John Philip Sousa, arranged by Matthew Postle,
– Stars and Stripes Forever by John Philip Sousa, semi-arranged by Matthew

Postle - Movement no. 2 and Movement no. 3.

These pieces were first recorded with one microphone (mono) per instrument/
track (clarinet, sousaphone, trombone and trumpet) in 32 bit/48 kHz format,
and then rendered to stereo mix 16 bit/44.1 kHz using pan effect with creating
stereo track for the final mix and for each original track. We had access to
these tracks of each instrument (with cross-talks from neighboring instruments,
however) contributing to the final mix. These tracks were used as a basis for
segmentation, i.e. creation of ground-truth data.

4 Random Forests

Random Forest (RF) is a classifier consisting of a set of weak, weakly correlated
and non-biased decision trees. It has been shown that RF perform quite well and
often outperform other methods on a diverse set of classification problems [1].

RF is constructed using a procedure that minimizes bias and correlations
between individual trees. Each tree is built using different N -element bootstrap
sample of the training N -element set. Since the elements of the sample are drawn
with replacement from the original set, roughly 1/3 (called OOB, out-of-bag) of
the training data are not used in the bootstrap sample for any given tree.

For a P -element feature vector, p attributes (features) are randomly selected
of at each stage of tree building, i.e. for each node of any particular tree in
RF (p � P , often p =

√
P ). The best split on these p attributes is used to

split the data in the node. The best split is determined as minimizing the Gini
impurity criterion, measuring how often an element would be incorrectly labeled
if randomly labeled according to the distribution of labels in the subset.

Each tree is grown to the largest extent possible, without pruning. By re-
peating this randomized procedure M times, a collection of M trees is obtained,
constituting a random forest. Classification of an object is done by simple voting
of all trees.
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4.1 Methodology of RF Training in the Experiments

When preparing training data, each audio file representing a single isolated sound
of an instrument is normalized first to RMS equal to one. Next, silence is re-
moved: a smoothed version of amplitude is calculated starting from the beginning
of the file, as moving average of 5 consequent amplitude values, and when this
value increases by more than a threshold (experimentally set to 0.0001), this
point is considered to be the end of the initial silence. Similarly, the ending
silence is removed. Then we perform parameterization, and train RF to iden-
tify each instrument – even when accompanied by other sound. Therefore, we
perform training on 40 ms frames of instrument sounds, mixing from 1 to 4
randomly chosen instruments with random weights and then normalized again
to RMS=1. The battery of one-instrument sensitive random forest classifiers is
then trained: 3,000 mixes containing any sound of a given instrument are fed
as positive examples, and 3,000 mixes containing no sound of this instrument
are fed as negative examples. For N instruments we need N binary classifiers
– N random forests, each one trained to identify 1 instrument. Quality test of
the forest is performed on 100,000 mixes (prepared the same way as the train-
ing data), and then RF is ready to be applied to frame-by-frame recognition of
instruments in recordings like jazz band mentioned in Section 3.

According to our best knowledge, there is no overfitting problem when RFs
are used, and this is actually one of the main advantages of RFs. Adding more
trees to the forest never degrades the performance of the classifier. That is the
original claim of the authors, which has been proved mathematically.

The claims about overfitting that can be encountered are based on misunder-
standing of the results obtained for regression tasks [23]. The described effect of
decreasing accuracy, when the number of splits is increased, has nothing to do
with actual overfitting, which can happen when increased model complexity in-
creases the fit to the training set, but decreases the fit to the test set. In the case
of RF fit both to training set and test set is degraded when the number of splits
is not optimal. One should note, however, that this effect was described for re-
gression tasks and not for classification, and only for the trees that were allowed
to grow to the full extent. This was rectified by introduction of the minimal node
size that is split in the regression tasks. Here we deal with a classification task,
and we are not aware of any paper showing the problem of overfitting for the
RF classification.

5 Experiments and Results

After training of the RF classifier on sounds of the 9 instruments mentioned
in Section 3 (see Table 1), we performed identification of instruments playing
in recordings where only 4 instruments were present. Ground-truth data were
prepared through careful manual labeling by one of the authors, based on audio
data for each instrument track separately. Precise labeling of the beginning and
end of each note is not an easy task; onsets can be relatively easily found, but
finding the end can be difficult because the sound level diminishes gradually,
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Table 1. The results of quality test of RF training, for mixes created with weights w
exceeding the indicated levels for the target instrument

w = 0.5 w = 0.4 w = 0.3 w = 0.2 w = 0.1 w = 0.0

Instrument Accuracy [%]

clarinet 80.3 76.1 72.1 69.5 67.4 66.6
double bass 84.1 81.3 79.0 76.8 74.3 72.0
harmonica 79.4 82.7 87.9 92.7 96.0 96.6

piano 80.6 79.1 77.1 75.5 72.6 69.6
saxophone 83.5 80.2 78.2 75.9 74.5 71.4
sousaphone 84.6 81.3 79.3 78.2 76.4 74.2
trombone 85.7 83.4 82.8 81.9 80.5 77.5
trumpet 85.3 83.5 83.1 83.2 81.7 78.8

tuba 87.0 87.4 89.3 90.9 90.1 87.2

merging with ambient sounds and ”silence” that is not a flat line in the audio
track. Therefore, there are segments that were labeled as neither presence or
absence of a given instrument.

In Table 2 we present the results of identification of instruments on frame-
by-frame basis, for frames clearly labeled as the ones where a given instrument
is present or absent. In order to take into account loudness of each instrument,
the results were weighted by RMS values measured for original tracks of each
instrument independently. As we can see, precision of the RF instrument identi-
fication is very high, but recall is rather low; which means that if the instrument
is identified, it usually is identified correctly, but in many cases the instrument
may not be recognized. Therefore, it would be interesting to see which frames
pose difficulties to RF classification. It is illustrated in Figure 1. Annotation
(Ann) shows ground-truth data, weighted by RMS for a given instrument track;
prediction (Pred) shows prediction obtained as confidence level yielded by RF,
weighted by RMS of the entire sample (all normalized). Darker levels of gray
correspond to higher results; segments not annotated with neither presence nor
absence of a given instrument are marked with slanting black lines. As we can
see, generally identification of sound events by RF follows annotation, although
border areas are problematic. However, we must be aware that borders should
not be considered to be crisp, because annotation could cover bigger or smaller
intervals, depending on the levels of the investigated sounds. Also, single errors
can be removed by post-processing, and labeling single outliers according to the
neighboring frame labels.

As we mentioned before, we performed training on 8 instruments, and one can
be interested to see which instruments tend to be confused. This is illustrated
in Figure 2, showing 2D projection of instrument misclassification rate (i.e. of
the 8x8 contingency table). The closer the instruments, the more often they
are confused. As we can see, there is no close proximity between any of these
instruments, so there are no strong tendencies to confuse any particular of these
instruments with each other.
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Fig. 1. Results of RF recognition of instruments in ”Stars and Stripes”, 3rd movement.
The left hand side of each column (Ann) indicates annotated areas, weighted by the
sound intensity, while the hand right side (Pred) shows the intensity predicted by the
RF classifier. Darker color indicates higher intensity; striped areas were not annotated
with neither presence nor absence of a given instrument
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Table 2. Classification results for jazz band recordings, weighted by RMS measured
for each instrument track

Mandeville

clarinet sousaphone trombone trumpet

precision 97.10% 99.64% 98.26% 99.53%
recall 53.88% 65.78% 47.51% 46.66%

Washington Post

clarinet sousaphone trombone trumpet

precision 93.06% 97.51% 84.63% 98.66%
recall 47.25% 59.19% 42.76% 60.89%

Stars and Stripes, Movement no. 2

clarinet sousaphone trombone trumpet

precision 79.65% 99.65% 99.34% 99.97%
recall 36.33% 62.06% 28.89% 50.43%

Stars and Stripes, Movement no. 3

clarinet sousaphone trombone trumpet

precision 98.92% 99.87% 99.10% 98.44%
recall 45.06% 39.32% 23.03% 60.31%
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Fig. 2. 2D projection of instrument misclassification rate (i.e. of the 8× 8 contingency
table). The closer the instruments, the more often they are confused.



552 E. Kubera et al.

6 Summary and Conclusions

Identification of musical instruments in audio recordings is not an easy task. In
this paper, we report results of using RF for automatic recognition of instru-
ments in audio data, on frame-by-frame basis. Assessment and presentation of
results are also challenging in this case, because even annotation of such record-
ings is challenging for humans if precise segmentation is needed, and illustrative
comparison of ground-truth and the obtained results of automatic classification
requires taking into account several dimensions of sound: not only timbre (i.e.
instrument), but also loudness, and changes of sound waves in time. The record-
ings of jazz band we investigated represented 4 instruments, but we trained RF
classifier to recognize 8 instruments, so such automatic recognition of instru-
ments can be extended to other jazz recordings. The same methodology can be
also applied to other sets of instruments.

The outcomes of the presented experiments show that recall is relatively low,
so some sounds are left unrecognized, but precision is high, so if an instrument
is identified, this identification is performed with high confidence. Therefore
we believe that the presented methodology can be applied to identification of
segments played by musical instruments in audio records, especially if post-
processing is added to clean the results.
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Abstract. Deep brain stimulation (DBS) of the subthalamic nucleus
(STN) is effective treatment of Parkinson disease. Because the STN is
small (9×7×4mm) and it is not well visible using conventional imaging
techniques, multi-microelectrode recordings are used to ensure accurate
detection of the STN borders. Commonly used discriminations which
microelectrode’s signal relates to the activity of the STN are signal qual-
ity and neurologist’s experience dependent. The purpose of this paper is
to determine the STN coordinates in a more objective way. We present
analysis of the neurological signals acquired during DBS surgeries. The
purpose of our method is to discover which one of the scanning micro-
electrodes reaches the target area guaranteeing a most successful surgery.
Signals acquired from microelectrodes are first filtered. Subsequently the
spikes are detected and classified. After that, new signal is reconstructed
from spikes. This signal’s power is then calculated by means of FFT.
Finally cumulative sum of the signal’s power is used to choose a proper
electrode.

The ultimate goal of our research is to build a decision support system
for the DBS surgery. A successful strategy showing which of the record-
ing microelectrodes should be replaced by the DBS electrode is probably
the most difficult and challenging.

Keywords: Parkinson’s disease, DBS, STN, wavelet, filtering, PCA,
FFT, spike detection, spike discrimination, spike clustering.

Introduction

The Parkinson’s disease (PD) is a chronic, progressive movement disorder that
affects the lives of at least one million patients across the United States and
the number of PD patient is constantly increasing as effect of the population.
The characteristic motor symptoms of PD, predominantly due to progressive
degeneration of nigral dopaminergic neurons, are initially subtle and impact
purposeful movement, and are often difficult to diagnose and to differentiate
from other age related symptoms. Among it’s symptoms there is an impairment
of motor skills: tremor, stiffness and slowness of voluntary movements.
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Subthalamic nucleus (STN) deep brain stimulation (DBS) has become the
standard treatment for patients with advanced Parkinson’s disease (PD) who
have intolerable drug-induced side effects or motor complications after the long-
term use of dopaminergic drugs. In this surgical procedure microelectrodes are
inserted into brain on the track towards estimated from the MRI STN posi-
tion. When they reach the destination, signal from them is being analyzed and
upon the result of this analysis the trajectory of one of them is later used for
implantation of the permanent DBS electrode. When the permanent electrode
is activated, it disrupts abnormal activity of the STN and the impairment of
motor skills to some degree lessens. To minimize the collateral damage to the
brain tissue, it is imperative to use as few probing electrodes as possible, and to
find the correct trajectory in most precise way.

1 Initial Signal Analysis

1.1 Removal of Low Frequency Components

Recorded signal has to be initially processed before further analysis can begin.
Often the signal is contaminated with low frequency components. This low fre-
quencies comes both from biological and non-biological sources. One source in
particular is worth mentioning - it’s the frequency of power grid 50 Hz in Europe
and 60 Hz in US. Below, a raw signal is shown (see Fig. 1) that was actually
recorded within patients brain. In this recording one can clearly see that signal
has strong component of low frequencies. This low frequencies affects the ampli-
tude of the signal and the same it is very difficult to make any amplitude-based
analysis. This is why signal needs to be filtered. All frequencies below 375 Hz
and above 3000 Hz were removed and the resulting signal (see Fig. 2) is much
more suited for further use.

1.2 Spike Shape Retention

The process of high band filtering absolutely must retain the spikes that were ob-
served in the raw signal. If only the presence of the spikes must be preserved, one

Fig. 1. Intraoperative 1s microelectrode recording from the sunthalamic area. The low
frequency oscillations are clearly visible. One can also clearly see 10 spikes having
amplitude much larger than the rest of the signal, but there are many other spikes
with smaller amplitudes.
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Fig. 2. The same 1s signal as in Fig. 1. but with frequencies below 375 Hz removed.
One can still clearly see 10 spikes.

(a) Original shape of unfiltered
spikes

(b) Distorted shapes present in
FFT filtered signal.

Fig. 3. Comparison of spike shapes in raw (a) and FFT filtered (b) signal

can use FFT filtering. Using FFT is not suitable when not only occurrence but
also the shape of the spikes should be preserved. This is because FFT strongly
interferes with the shape of the spikes (see Fig. 3). So, this is why Daubechies D4
wavelet filtering was chosen as the filtering method. This idea of wavelet decom-
position, filtering and reconstruction of DBS recorded signal has been described
in [4]

2 Spike Detection

As it was stated in [2], it is possible to detect spikes occurring in cells within
radius of 50 μm from the electrode’s recording tip. Still, this small area may
contain around 100 neuronal cells. Recorded spikes from such area with one
microelectrode may have different widths, shapes and amplitudes. Cells that are
close to electrode will be recorded with a higher amplitudes then those being
distal. Distance between electrode and soma can also have an influence on the
width of the recorded spike [3]. The greater the distance, the wider become
recorded spikes from the same cell. All above makes the task of detecting spikes
and discriminating them from the noise even more difficult. Two approaches to
spike detection were considered:
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2.1 Derivative Approach

In this approach spikes detection bases on the slope of their amplitude. If the first
derivative is below and then above some given thresholds during some consistent
period of time then it is assumed that spike might have occurred. Now, assuming
that amplitude over time is represented by f(t), its derivative as f ′(t), lower
threshold as dl and upper threshold as du, the necessary condition for spike
to occur around time t0 is shown on equation 1. Knowing that dl < 0 and
du > 0, equations 2 and 3 guarantee, that in the (tb, t0) interval f(t) is strictly
descending and that in the (t0, te) f(t) is strictly ascending. The dl and du

controls respectively the pitch of the descent and the ascent. The drawback of
this method is that both dl and du values have to be manually specified for
each signal being analyzed. Above makes it difficult to apply this method in an
automated, unsupervised way.

∃tb < t0 < te (∀(tb < t < t0)f ′(t) < 0 and ∀(t0 ≤ t < te)f ′(t) ≥ 0) (1)

∃(tb < tl < t0)f ′(tl) < dl (2)

∃(t0 < tu < te)f ′(tu) > du (3)

It must also be mentioned that spikes with polarity negative to described above
do exist and have to be detected in adequate, similar way.

2.2 Amplitude Approach

Assuming that low frequency components have been already filtered out from
the signal, one can attempt to detect spikes using amplitude analysis. In [5] it is
postulated to use a specific amplitude threshold for spike detection. Assuming
that xk denotes kth sample of input signal, threshold is there given by value Vthr

(see equation 4) with αthr ∈ 〈4.0, 5.0〉. In this work different αthr are begin used.
During spike detection, program checks for spikes with values 5.0, 4.9, . . . , 4.0.
Spike is assumed to exist when amplitude is lower then −Vthr or higher then Vthr.
If for some recording at given αthr value, at least 200 spikes are found then it
is accepted and lower values of αthr are not considered. While further lowering
of αthr would probably yield more spikes they would also be more and more
noise contaminated. Count of at least 200 spikes is sufficient for further cluster
and power analysis. If value of 4.0 is reached and still less then 30 spikes are
found, it is assumed that no representative spikes have been found. Advantage
of this approach over the previous one is that in this case, the threshold can be
calculated automatically. This allows the process of spike detection to be done
in unsupervised - automatic way.

Vthr = αthr σn where σn =
1

0.6745
median(|x1|, . . . , |xn|) (4)
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2.3 Comparison of Approaches

Because of the ability of automatic spike detection, the amplitude approach was
chosen. Regardless which approach is selected, some fine tuning is still necessary.
This fine tuning is defined as zones of forbidden amplitude and is shown in red
(see Fig. 4). In case of down − up spikes (see Fig. 4(a)) the −Vthr amplitude is
shown as green line. Assuming that amplitude is below −Vthr at time t0 then
spike occurs between t0 − 0.5 ms and t0 + 1.1 ms if fulfilled are conditions (5)
· · · (8). In case of up − down spikes (see Fig. 4(b)) the green line denotes Vthr

amplitude level. Conditions (5) · · · (8) must be modified in this case to reflect
reversed amplitude.

∀(t0 − 0.5 ms < t < t0 − 0.4 ms) f(t) > −Vthr

2
(5)

∀(t0 + 0.4 ms < t < t0 + 1.1 ms) f(t) > −Vthr

2
(6)

∀(t0 − 0.5 ms < t < t0 − 0.3 ms) f(t) <
Vthr

2
(7)

∀(t0 + 1.0 ms < t < t0 + 1.1 ms) f(t) <
Vthr

2
(8)

(a) Down-Up spikes (b) Up-Down spikes

Fig. 4. Forbidden spike amplitude areas: in (a) 264 spikes, in (b) 266 spikes

3 Spike Clustering

As mentioned in section 2, scanning electrode can register spikes coming from
about 100 neurons. Not all of them are of the same cell type. Different neurons
types/classes have different spike shapes. While it seams that shape alone is
not sufficient to determine location of the electrode in patient’s brain, it still
unsubtly carries information that can be used in further analysis.
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3.1 Clustering Using PCA over Spike Amplitude

Archer et. al. in [5] use Principal Component Analysis to obtain principal compo-
nent vectors and then use mean of the first few to obtain dominant spike shape.
Here a modified PCA approach has been applied. Knowing that all spikes from
given recording are 1.6 ms wide (see section 2.3) one knows that they are de-
scribed using the same number of samples. It is so possible to build matrix
containing all detected spikes with each row containing single spike. After the
PCA is preformed the first ten most important principal component vectors are
clustered using k − means method. Resulting cluster gives good spike shape
discrimination.

3.2 Clustering Using PCA over Wavelet Decomposition

Wavelet decomposition transforms signals recorded in time domain into the fre-
quency domain. It allows one to see the frequency components of given signal.
The higher the frequency, the lower becomes the amplitude of the transformed
signal. From that observation it becomes obvious that to the shape of the spike,
lower frequency components contributes the most and that high frequencies rep-
resents summary noise coming from neighbor neurons (see section 2). Comparing
the wavelet transforms of different spikes also shows that the lower frequencies
are most differentiating. Because of that, to enhance the effectiveness of the clus-
tering, a subset of wavelet transform coefficients is used as the input to the PCA.
Following approach used in [6], each spike is transformed using the 4levelHaar,
wavelet transform. Matrix containing row by row wavelet transformations of all
spikes is then constructed. It is obvious that not all columns are needed for clus-
tering. Some of them (esp. those related to higher frequencies) are redundand.
Proper columns are chosen using modified Kolomogorov-Smirnov test (see [6]).
The outcome of the PCA is used to obtain clusters in the same way as in (3.1).

3.3 Clustering Summary

Both types of clustering produce good spike shape discrimination. In the (3.1)
approach all spike data are being used as an input into PCA. This sometimes
produces additional clusters. This clusters represent shapes that are similar to
shapes yielded by other clusters and are different mainly in higher frequencies.
Table 1 shows comparison of clustering results run on 96 recordings. For each
clustering type it is shown how many recordings produced given number of dif-
ferent clusters/shapes. In both clustering approaches most recordings produced
only 2 different shapes (73 recordings for amplitude based, and 62 recordings for
wavelet based). Only in 9 and 15 respectfully recordings single shape class was
detected. Fig. 5 shows example of spike discrimination. In processed recording
312 spikes were found (Fig. 5(a)). Spikes were subsequently divided into two
shape classes containing 167 (Fig. 5(b)) and 125 (Fig. 5(c)) spikes.
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Table 1. Cluster size occurrence

Shapes
detected

Amplitude
based

Wavelet
based

1 9 15
2 73 62
3 11 17
4 2 2
5 1 0

(a) All spikes (b) Class A spikes (c) Class B spikes

Fig. 5. An example of the spike discrimination: a) 312 spikes, b) 167 spikes, c)125
spikes

4 Power Spectrum Analysis

The area of the brain in which electrode should be inserted (STN) is character-
ized by high neuronal activity. This activity should be reflected in power of the
signal. The raw recorded signal is highly contaminated with noise from neurons
that are near the electrode. In [7], authors basing upon spikes occurrence in
original signal create new one to conduct the synchronization analysis. In this
paper similar procedure is used to create the temporary signal from the spikes
and then analyze it’s power using FFT.

4.1 Creating the Temporary Signal

The temporary signal has the same length as the original one. Its sample rate
is always 1KHz. This sample rate according to Nyquist-Shannon sampling law
ensures that frequencies up to 500Hz will be well described. Signal is created
with constant amplitude 0, then at points that correspond to spike occurrences,
a part of cosine function is inserted. Cosine function values are inserted in such
a way that if the spike occurred at time t0 then a part of cosine defined on〈
−π

2 ,
π
2

〉
is mapped onto < t0 − 5ms, t0 + 5ms >. Mapping is done in additive

way - if two or more spike induced cosines overlap they amplitudes summarize.
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4.2 Extracting the Power Spectrum

When all spikes have their representation in the temporary signal, it is trans-
formed using FFT to obtain the power spectrum. It is possible to obtain power
spectrum for frequencies up to 500Hz. Power of the frequencies above 100Hz is
very small and as frequency increases it quickly approaches zero. Because of that,
only for frequencies less or equal 100Hz power spectrum is being observed, power
of higher frequencies is discarded. Power for frequencies below 1Hz is also not
taken into account, it comes from all spikes being separated from each other by
1s or more and not STN specific. Summarizing, power is calculated for frequency
range from 1Hz to 100Hz with resolution 1Hz.

4.3 Power Analysis

In DBS surgery several electrodes traverse selected hemisphere on parallel tra-
jectories towards the STN. Electrodes record potentials at the same time and
for the same time period. It is safe to compare the power of the signal recorded
in these electrodes. Assume that for a given electrode e the power of a signal
recorded at depth d, calculated for frequency f is represented by pwr (e, d, f).
This cumulative power can be defined as shown by equation (9)

pwrcumul (e, d) =
∑
di≤d

100∑
f=1

pwr(e, di, f) (9)

4.4 Usefulness of Cumulative Power

Cumulative power have some interesting properties that can be useful to neuro-
surgeons and neurologists.

Test data
The dataset contain recordings taken from 11 DBS surgeries. During surgeries
there were 20 sets of the microelectrode recordings. Each set contained from 2
up to 4 microelectrodes; total 60 probing microelectrodes were used. In all sets,
neurologists have selected one of the electrodes as trajectory for implantation of
final, stimulating electrode.

Selecting electrode that will reach the STN with good accuracy
When the microelectrodes reach the estimated from MRI depth at which STN
should be found, it is time to pick one of them as a trajectory for the final
stimulating electrode. If at this final depth, a cumulative power is calculated for
each of the scanning electrodes, then obtained values can be used to determine
position of the DBS electrodes. Microelectrodes with higher value of cumulative
power are far more likely to be the ones that actually have reached the STN.
The cumulative power has been calculated for all (60) microelectrodes from our
dataset.

If highest cumulative power was used as the criterium for selecting electrode
from a given probing set, then: 13 out of 20 good electrodes would correctly be se-
lected (TruePositive), 33 out of 40 wrong electrodes would correctly be labeled
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(TrueNegative). In 6 cases algorithm would falsely select wrong electrode as a
good one (FalsePositive) and finally in 8 cases it would falsely label good elec-
trode as a wrong one (FalseNegative). In case of 46 out of 60 (76.7%) electrodes
the method would correctly label electrodes as good or wrong. The remaining
14 (23.3%) electrodes would be labeled wrongly. Specificity is 33

33+6 = 0.85, sen-
sitivity is 13

13+8 = 0.62. See Table 2(a). In four sets, the electrode chosen by
neurologist has 2nd highest cumulative value. If highest or 2nd highest cumula-
tive power were used as criterium for selecting electrodes from a given probing
set, then 17 out of 20 good electrodes would be correctly selected. Specificity is
0.85, sensitivity is 0.71. See Table 2(b).

Table 2. Classification results

(a)

positive negative %

true 13 33 76.7%
false 6 8 23.3%

(b)

positive negative %

true 17 33 83.3%
false 6 4 16.7%

Fig. 6. Changes in cumulative power of signals simultaneously recorded from three
microelectrodes over the depth

Predicting if electrodes are likely to reach the STN or not
It is desirable to know, as quickly as possible, if a given micoelectrode is going
to reach the STN or not. If we know that a given microelectrode has minimal
chance to reach the target, a neurosurgeon would not have to advance it deeper
in the brain decreasing this way chances for additional side effects. Fig. 6 shows
that already at the depth -1000 (1mm above estimated target position) one may
suspect that Anterior microelectrode might be the best one (highest steepness)
and that Lateral microelectrode will most probably miss the target.
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Fig. 7. Changes in cumulative power signal recorded from single microelectrode over
the depth

Pinpointing depth of the microelectrode which reached the STN
In some cases only one probing electrode is inserted into patient’s brain. It is
then impossible to compare it with other data. Still the cumulative power gives
us some information regarding whether and when electrode reached the STN.
Fig. 7 shows that from depth of -5, the power of the signal steeply increases.
With hight probability this is the depth about which STN has been reached.

5 Conclusions and Acknowledgement

We propose that the spike shape extraction, classification and their cumulative
power spectra are new tools that might help to determine the exact STN coordi-
nates. Our decision algorithm will increase surgery safety and improve precision
of the STN stimulation that will make the DBS therapy more efficient. Com-
putations were performed on Intel 3.33Ghz Windows 7 64bit machine. Software
used: C .Net, Oracle 11g and Matlab R2009. Full analysis of single patient on
average took below 10 minutes to complete.

The dataset containing recordings from 11 DBS surgeries has been provided
by Dr. Dariusz Koziorowski from Bródnowski Hospital in Warsaw.
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Abstract. This paper presents a practical approach to person recog-
nition by gait. The biometric system is based on ground reaction force
(GRF) and positions of the center of pressure (COP) generated during
the subject gait and the single-output multilayer neural network. The
article discusses both the identification and the verification problems as
well as influence of the security level on the quality of the proposed bio-
metric system. The achieved results (more than 92% of correct recogni-
tion) show that human gait is a biometric measure which enables efficient
authorization in a simple way. It could be used as a security system of a
limited number of registered users.

Keywords: biometrics, human gait, force plate, neural networks.

1 Introduction

The biometrics (technical biometrics) can be regarded as a measurable psy-
chological or behavioral characteristics of the individual, which is applicable in
personal identification and verification. Using the most commonly biometrics
authentication methods such as fingertips[7], face[2], iris[4], hand geometry[11],
retina[13], gait[5] or mixed methods[8] have the significant advantage over tradi-
tional authentication techniques based on, for instance, the knowledge of pass-
words or the possession of a special card. The biometric patterns are unique for
each individual and cannot be lost, stolen or forgotten. This is the reason why
biometrics systems are recently increasingly popular.

Among the above given biometrics methods the special attention should be
paid to human gait. Gait is a very complex human activity. It is a symmetrical
and repetitive phenomenon in its normal form. Human gait could be used as a
biometric measure because it is:

– a common phenomenon;
– measurable;
– unique for every person - the gait pattern is formed before a child is seven;
– quite unchangeable.

Moreover, in contrast to other biometrics authentication methods, human gait
has the following advantages:

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 565–574, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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– the person does not need to interact with any measurement system in an
unnatural way; it is sufficient that the subject passes through a pathway
equipped, in this case, with a force platform;

– trails can be done only by a living person;
– the verified subject does not need to be aware of being submitted to the

authentication procedure.

Human gait could be described by an enormous number of parameters which
include:

– kinematics;
– kinetics;
– anthropometrics;
– electromyographics;
– others.

Because it is impossible to investigate all gait parameters this paper will focus
on data obtained by means of a force plate - ground reaction force (GRF) and
the position of center of pressure (COP). The selection of parameters have been
made on the criteria that the gait parameters should be easily measured outside
the laboratory and should be characteristic for a person.

Gait is not actually new biometrics. Nowadays the most popular approach
used in authentication people by the way they walk is based on a video analysis[10].
In this case, a set of parameters is calculated from a sequence of images both
model-based and model-free. In the model-based approach the set of numbers
reflects movements of a human body[3]. In the model-free approach the numbers
are often derived from the sequence of silhouettes[1]. The problems with using
video data in outdoor biometrics systems are: changes of the natural lighting and
the clothing of the investigated person. In [9] footprints of the individuals have
been used for human recognition. In this unique approach the authors achieved
up to 85% of correct recognition. A different approach has been proposed in[12].
The authors used the vertical component of the ground reaction force (GRF)
and the nearest neighbour classification for subject recognition. They used ten
parameters such as: the mean and standard deviation of the profile, the length
of the profile (number of samples), the area under the profile and finally the
coordinates of two maximum points and the minimum point to describe each of
the GRF profiles.

This paper describes the biometric system which made the authentication task
based on the signals obtained by a force platform by means of set single-output
multilayer neural networks. The main aim of this paper is to show that the basic
transformations of GRF signal provide a great opportunity of using human gait
as quite powerful biometrics.

2 The Biometric System Using Human Gait

There are two main tasks to be performed by the biometric system. They are:
verification and identification. The system in the identification task should return
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the name or the number of the investigated subject. In the verification task the
user introduces himself and enters his biometrics patterns. The system should
check if the presented pattern does belong to the user. The biometric system
could be regarded as a classifier which maps the input vector into the class
identifier. In this approach the number of classes in the verification task is equal
to the number of the verified subjects. In the case of the identification task the
number of classes should be higher by one than in the verification task, because
the additional class is needed for the person who is not present in the database.

2.1 Ground Reaction Force and Center of Pressure

In the biomechanical approach, the ground reaction force (GRF) is the force
which is acting on the body as a response to its weight and inertia during the
contact of the human plantar with the surface. The time when the human plantar
contacts the surface is called the support phase of gait[14]. The all three com-
ponents of GRF were used in the presented work. They were: anterior/posterior
Fx, vertical Fy and medial/lateral Fz components of GRF. The common profiles
of the GRF components are presented in Fig. 1 (a-c).

Fig. 1. Analyzed signals: components of GRF in: a) anterior/posterior, b) vertical, c)
medial/lateral direction, d) trajectory of COP during the support phase

The anterior/posterior component has two main phases. The value of Fx is
negative in the first phase. It is a result of the deceleration of the investigated
lower limb, in this case the force direction is opposite in direction of walking.
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The minimum of the deceleration phase is most often reached a moment before
the maximum of the limb-loading phase in the vertical component of GRF. The
value of Fx is positive in the second phase, respectively. The maximum of the
acceleration phase is reached when the toe-off phase starts.

There are three extremes in Fig. 1b. They correspond to:

– the maximum of the limb-loading phase;
– the minimum of the limb-unloading phase;
– the maximum of the propulsion phase (a moment before the toe off).

It is not difficult to point to the same extremes for the medial/lateral component
of GRF as for the vertical GRF.

It is important to note that values and profile of GRF depend on the velocity
of walking and body weight of the investigated subject.

A force plate could measure the center of pressure (COP), too. The COP
is the point of location of the vertical component of GRF. The point is given
as coordinates where the origin of coordinates is determined before the experi-
ment.The work presented took into consideration the trajectory of COP during
the support phase of the subject. In [6] COP has been used as a good index to
calculate the balance of individuals.

2.2 Feature Extraction

All three components of GRF and the coordinates of COP position give five
vectors of the measure values depended on time as a result of the investigation.
The measured data can be presented as five vectors of the same length:

pi =

⎡⎢⎢⎢⎣
pi

1

pi
2
...

pi
N

⎤⎥⎥⎥⎦ (1)

where i=1,2,3,4,5, denotes token’s parameters: coordinates of COP (COPx and
COPy), and all components of GRF: Fx, Fy and Fz ; N is the number of the
measuring points.

Based on the vector above, a matrix which is representation of one token can
be created:

P =

⎡⎢⎢⎢⎣
p1

1 p2
1 . . . p5

1

p1
2 p2

2 . . . p5
2

...
...

...
p1

N p2
N . . . p5

N

⎤⎥⎥⎥⎦ (2)

Here, in contrast to the approach used in biomechanics, the GRF is not nor-
malized, because the value of GRF corresponds to body weight of the investi-
gated subject, so it could be useful in distinguishing individuals. In the presented
work the following parameters are extracted for representation of the support
phase of a single step:
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– duration of the support phase;
– mean of the each GRF profiles;
– standard deviation of the each GRF profiles;
– eigenvalues and eigenvectors of the covariance matrix created based on token

P (only parameters indicated by i=3,4,5);
– the coefficients of a polynomial of 5th degree that fits the Fj=f(time) best in

a least-squares sense: aj,5,aj,4, aj,4, aj,3, aj,2, aj,1, aj,0, where j ∈ {x, y, z};
– the coefficients of a polynomial of 5th degree that fits the COPx=f(COPy)

best in a least-squares sense b5, b4, b3, b2, b1 except b0, because b0 don’t
indicate the shape of COPx=f(COPy), but only position of heel strike during
trials.

As a conclusion, each token is converted into an input vector used by the neural
network in the biometric system.

Fig. 2. The process of learning the single user gait

2.3 Applying of the Neural Networks

The classical multilayer neural network with one hidden layer and one output
neuron is implemented. Each neuron has a sigmoid activation function. The neu-
ral network is learned with Rprop algorithm with the same learning parameters
as many times as the users are presented in the database. The network is learned
to recognize only one user at time (Fig. 2). It is achieved by changing the network
output desirable value in the training set. The neural network is learned to get
the output equal 1 for the considered user and to get output equal 0 for other
users. The neural network is initialized with the same weight’s values before the
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Fig. 3. The process of verification the single user

Fig. 4. Scheme of identification process
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learning process for each user. The weights of the neural networks are written
into the proper file associated with the considered user after training.

In the verification task the neural network weights are read from the file asso-
ciated with the claim user. The user’s gait is transformed according to the way
described in subsection 2.2 and the input vector is presented into the network’s
input. The response value is compared with the assumed security level (0.1 ÷
0.9). The positive verification is accepted only if the network response is greater
than the security level (Fig. 3).

In the identification task, as well as in the verification the user’s gait is trans-
formed into the network’s input vector. Subsequently, the network response for
every weights vector stored in the database is checked up. The system chooses
this user’s ID for which the neural network response is the greatest. If the cho-
sen response of the neural network is greater than the assumed threshold the
decision about the recognition of a user is positive. Otherwise the system treats
the subject as unrecognized (Fig. 4).

3 Results

3.1 Experimental Population

The measurements were made in the Bialystok University of Technology on a
group of 25 volunteers (17 men and 8 women) by means of the Kistler force
plate. The subjects who took part in the investigations were at age 21.4 ± 0.59,
body weight 77.79± 19.4 and body height 176.68± 10.65. Eighteen subjects had
not experienced injuries or abnormalities affecting their gait. Seven volunteers
reported a sprain of ankle in the past (from 1 year to 10 years before investiga-
tion). Among them was one subject who walked in an unnatural way with the
hands at the front of his body. Moreover, one more subject had his right lower
limb 3.5 cm longer than the left one.

The one Kistler force plate was hidden on the pathway and recorded data with
frequency 1kHz. The volunteers made several trails (10 ÷ 14) with comfortable
self-selected velocity in their own shoes hitting at the plate with the left or the
right leg, so almost 300 steps have been recorded. 158 tokens from 20 users were
used to build the learning set. 138 tokens from all 25 users were treated as the
testing set. Five subjects (60 trials) who were represented only in the testing set
were used for checking the biometric system’s ability to stop intruders both in the
identification and the verification tasks. Among the intruders only one reported
a sprain of ankle injury which took place 5 years before the investigation. The
rest of them did not rise any health problem which can influence their gait.

3.2 Recognition Accuracy

The results of the identification and verification of the subjects depending on
the security level are presented in Table 1 and Table 2. The presented values
were calculated on the base of data from the testing set.
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Table 1. The results of the identification of the users and intruders tokens

Security level Identification for users tokens Identification for intruders tokens
false rejected false accepted false accepted

0.1 0% 3.85% 53.33%
0.2 1.28% 2.56% 30.00%
0.3 2.56% 1.28% 18.33%
0.4 3.85% 1.28% 12.82%
0.5 5.13% 1.28% 6.67%
0.6 5.13% 0% 5.00%
0.7 5.13% 0% 1.67%
0.8 5.13% 0% 0%
0.9 5.13% 0% 0%

In the identification task the real problem is the very high percentage of
intruders false accepted tokens for small values of the security level. In fact,
it determines that one should takes into consideration the threshold equal or
greater than 0.6. It is easy to notice that for the security level 0.6 and greater
there is no change in percent of false rejected tokens and of false accepted tokens
for the subjects who has the representation of their gait in the training set
(users). It leads to conclusion that for the presented biometric system using
gait the best results of subject recognition can be achieved for the security level
equal 0.8.

The more detailed analysis of the results indicates that there are no special
problems with identification the users who had sprained ankle injuries in the
past. The biggest problem in the identification generates tokens of the subject
with unequal length of legs. This needs a low value of security level to be rec-
ognized by the biometric system in the case of his two (from all four) tokens.
One of that problematic tokens corresponds to the left lower limb and the sec-
ond corresponds to the right lower limb. In fact, such a big difference in length
between the left and the right leg leads to an unsymmetrical gait and differences
in the patterns describing only one lower limb. Consequently, this rises a need
for proceeding the measures for both legs simultaneously by means of two force
plates.

The results of the verification demonstrate that the intruders have really small
chances to be accepted by the biometric system as somebody who the system
knows. On the other hand, it is rather high percentage (7.69% for the security
level equal or bigger than 0.5) of false rejected tokens for the users. There is
not a very big problem to repeat the gait trail, but it should be underlined that
frequent repetitions generate frustration of the users.

To sum up, the general recognition accuracy is really high (more than 92%
for the security level equal or greater than 0.5). However, we should remember
that the recognition accuracy depends on the task and the signals used while
comparing with the results of the other authors who reported the application
human gait in the biometric system. The results reported in the work [12] where



Biometric System for Person Recognition Using Gait 573

Table 2. The results of the verification in respect of the users and intruders tokens

Security level Verification for users tokens Verification for intruders tokens
false rejected false accepted

0.1 2.56% 4.08%
0.2 3.85% 1.75%
0.3 5.13% 0.92%
0.4 6.41% 0.5%
0.5 7.69% 0.33%
0.6 7.69% 0.25%
0.7 7.69% 0.08%
0.8 7.69% 0%
0.9 7.69% 0%

GRF profiles have been used, are in the range from 16% up to 93% correct
recognition. However it needs underlining that in [12] the subjects had been
instructed to place their foot in the center of the used device. As a result the
authors recorded and proceeded the unnatural gait.

4 Conclusions

The presented biometric system based on the signals derived from a force plate
shows that the human gait is a biometric measure which enables efficient au-
thorization in a simple way. It works in the way invisible to the subjects. It
can be successfully applied in both indoor or outdoor conditions without any
changes and, what is the most important, it works with quite high efficiency.
The author is aware of some limitations of the presented results, of course. First
of all, the results show the need for investigation based on two force plates. Only
this approach will eliminate the problem with recognizing users with unsym-
metrical gait. Second, the presented system is hard flexible. It is necessary to
rebuild each of the training sets and to retrain each of the neural networks in the
case of addition at least one more authorized user to the database. Third, the
results obtained are not based on a large database, so the question of the sys-
tem’s scalability is still open. However, it is worth emphasizing that in this work
the voluntaeers have been recruited from students. Thus, the database contains
more homogenic (that is harder for proper classification) patterns then in real
life. These limitations will be dealt with in future works.

Acknowledgments

This paper is supported by grant S/WM/1/09 from the Bialystok University of
Technology.



574 M. Derlatka

References

1. Balista, J.A., Soriano, M.N., Saloma, C.A.: Compact Time-independent Pattern
Representation of Entire Human Gait Cycle for Tracking of Gait Irregularities.
Pattern Recognition Letters 31, 20–27 (2010)

2. Chan, L.H., Salleh, S., Ting, C.M.: Face Biometrics Based on Principal Component
Analysis and Linear Discriminant Analysis. Journal of Computer Science 6(7),
691–698 (2010)

3. Cunado, D., Nixon, M.S., Carter, J.N.: Automatic Extraction and Description
of Human Gait Models for Recognition Purposes. Computer Vision and Image
Understanding 90(1), 1–41 (2003)

4. Daugman, J.: How iris recognition works. IEEE Transactions on Circuits and
System for Video Technology 14(1), 21–30 (2004)

5. Goffredo, M., Bouchrika, I., Carter, J.N., Nixon, M.S.: Self-Calibrating View-
Invariant Gait Biometrics. IEEE Transactions on Systems, Man, and Cybernetics,
Part B: Cybernetics 40(4), 997–1008 (2010)

6. Karlsson, A., Frykberg, G.: Correlations Between Force Plate Measures for Assess-
ment of Balance. Clin. Biomech. 15(5), 365–369 (2000)

7. Lin, C.H., Chen, J.L., Tseng, C.Y.: Optical Sensor Measurement and Biometric-
Based Fractal Pattern Classifier for Fingerprint Recognition. Expert Systems with
Applications 38(5), 5081–5089 (2011)

8. Liu, Z., Sarkar, S.: Outdoor Recognition at a Distance by Fusing Gait and Face.
Image and Vision Computing 25, 817–832 (2007)

9. Nakajima, K., Mizukami, Y., Tanaka, K., Tamura, T.: Footprint-Based Personal
Recognition. IEEE Transactions on Biomedical Engineering 47(11), 1534–1537
(2000)

10. Nash, J.N., Carter, J.N., Nixon, M.S.: Extraction of Moving Articular-Objects
by Evidence Gathering. In: Proc. of the 9th British Machine Vision Conference,
pp. 609–618 (1998)

11. Niennattrakul, V., Wanichsan, D., Ratanamahatana, C.A.: Hand geometry veri-
fication using time series representation. In: Apolloni, B., Howlett, R.J., Jain, L.
(eds.) KES 2007, Part II. LNCS (LNAI), vol. 4693, pp. 824–831. Springer, Heidel-
berg (2007)

12. Orr, R.J., Abowd, G.D.: The Smart Floor: a Mechanism for Natural User Iden-
tification and Tracking. In: Proc. of Conference on Human Factors in Computing
Systems (2000)

13. Usher, D., Tosa, Y., Friedman, M.: Ocular Biometrics: Simultaneous Capture and
Analysis of the Retina and Iris. Advances in Biometrics 1, 133–155 (2008)

14. Winter, D.A.: Biomechanics and Motor Control of Human Movement, 4th edn.
John Wiley & Sons Inc., Chichester (2009)



minedICE: A Knowledge Discovery Platform for

Neurophysiological Artificial Intelligence

Rory A. Lewis1,2 and Allen Waziri3

1 Department of Computer Science, University of Colorado at Colorado Springs,
Colorado Springs, CO, 80933

2 Departments of Pediatrics & Neurology, University of Colorado Denver,
Anschutz Medical Campus, Denver, CO 80262

3 Department of Neurosurgery, University of Colorado Denver,
Anschutz Medical Campus, Denver, CO 80262

Abstract. In this paper we present the minedICETM computer archi-
tecture and network comprised of neurological instruments and artifi-
cial intelligence (AI) agents. It’s called minedICE because data that is
“mined” via IntraCortical Electroencephalography (ICE) located deep
inside the human brain procures (mined) knowledge to a Decision Sup-
port System (DSS) that is read by a neurosurgeon located either at the
bedside of the patient or at a geospatially remote location. The DSS
system 1) alerts the neurosurgeon when a severe neurological event is
occurring in the patient and 2) identifies the severe neurological event.
The neurosurgeon may choose to provide feedback to the AI agent which
controls the confidence level of the association rules and thereby teaches
the learning component of minedICE.

1 Introduction

The detection and interpretation of abnormal brain electrical activity in patients
with acute neurological injury remains an area of significant opportunity for tech-
nological advancement. Neurosurgeons know that when a patient arrives in the
emergency room (ER) with a severe head injury, they rely on their intuition
and relatively limited external data to choose the necessary treatment modal-
ity. Aside from the initial injury, the brain tissue in these patients is extremely
susceptible to secondary injury from ongoing abnormal (and preventable) phys-
iological processes. Although a number of invasive neuromonitoring systems ex-
ist, current modalities either provide indirect measurement of brain health (and
are therefore difficult to interpret) or have limited sensitivity and specificity
for accurately identifying critical and deleterious changes in brain health. To
overcome this limitation, Waziri developed Intracortical Electroencephalogra-
phy (ICE) [10] a technique by which specialized multicontact electrodes can be
placed into the cerebral cortex through a burrhole generated at the bedside, as
illustrated in Figure 1. Through the use of ICE, high amplitude and high fidelity
EEG data can be recorded in an otherwise electrically noisy environment.
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Fig. 1. Intracortical Electroencephalograph (ICE) Pin, Side Elevations: ((a) ICE 2 in-
serted through periostem 5, skull 6, arachnoid and pia mater 7 into brain 8 in varying
positions 9. Receiving electrodes 1 encapsulated by brain 8. Electrodes 1 transmit
signals along wire 3 to end 4 where it is connected to computer. (b) Cannula and
internal lumen 2 with drainage hole 4 and sharpened end 8. Electrodes 1 at electrode
region 17 allow insertion through burr hole 5 traversing brain 9. External region 6of
cannula remains outside of skull. Connection conductors 7 combine into a single wire
2. Drainage holes 10 in drainage region 8 provide openings for fluid to flow 4. Support
member inserted through 4 into internal lumen for accurate placement).

1.1 minedICE Architecture

The authors have tested systems on humans and pigs using Weka, Matlab, RSES
and TunedIT to run KDD techniques in the initial interpretation of EEG data.
Herein we present a system that, from a high level, dynamically reads and con-
verts EEGs into the time and frequency domains where it compares them to a
database and then instructs a DSS to tell the neurosurgeon how confident it is
that a particular neurological event is occurring (see Figure 3). If the surgeon
provides feedback, it updates the association rules and confidence algorithms
making it more intelligent for the next patient. The basis of the architecture has
been the author’s work using deterministic finite automata [8], [4], [5], [6]. Now
the authors move on to detecting life threatening neurological events [7].

Figure 2 §(a) represents a single patient-to-neurosurgeon view and §(b) one
of many ways a hospital could link multiple patients to multiple neurosurgeons.
Signals received at the 1st receiving unit 1 are channeled in real time to two ar-
rays, one in time domain and the other in the frequency domain. A discrete finite
automata module segments critical areas for the discretization units autonomous
to each of the two time and frequency streams. A first stream of discretized data
is compared to a database that contains association rules where an identity ζ,
number π located at frequency μ has a confidence of σ. Accordingly, each (ζπ

μ )σ

is passed 1) to update the AI module and 2) to the DSS unit. DSS interpolation:
The plurality of (ζπ

μ )σ are associated with an ontology in the DSS 2 module
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Fig. 2. Architecture: ((a) Local architecture: 1st Receiving Unit 1 DSS 2, 2nd Re-
ceiving Unit 3, AI module 4 central database 5 neurosurgeon 6 and patient 7. DSS
connection to Neurosurgeon 7 and AI receiver from neurosurgeon 8. (b) Hospital WAN:
Plurality of 1st Receiving Units 1 single DSS server2, single 2nd Receiving Unit server
3, AI module 4 central database 5 neurosurgeons 6 and patient 7. DSS connection 7
AI receiver 8 ).

which alerts and tells the neurosurgeon 6 the state and the probability of that
data mined neurological state. The 2nd Receiving Unit 3 receives feedback from
the neurosurgeon which converts various forms of input back to the (ζπ

μ )σ format.
Machine Feedback: Utilizing an unsupervised algorithm by the author illustrated
in [3] the difference in the confidence level of each σ in (ζπ

μ )σ [11], is φ(x) for
each number π ∈ score. It is only at this point the database 5 is updated and
the associated rules relying on the new (ζπ

μ )σ in the 1st receiving unit 1 are
updated.

2 Experiments

In order to separate and classify each significant portion of the streaming ICE
signal π in terms of the Fast Fourier Transform (FFT) coefficients of the ar-
tifact polluting the signal we extract the features of the ICE 4 times for each
threshold π before using classical KDD tools as illustrated in Figure 4 to iden-
tify each relevant ζπ where π is compared when (π ∈ 1, 2.5, 5....10) for n = 256
and (π ∈ 1, 2.5, 5....10) for n = 2048. Next we divide each signal π of the set
of selected signals Π into equal-sized non-overlapping hops with size 2n sam-
ples Θπ = θ1(π), θ1(π), θ2(π), ..., θr(π) where r is the size of (π)

2n Once this is
repeated for both n = 256 and n = 2048 for each signal π we pick up hops
θi(π)(1 <≤ 1 ≤)r such that s hops for π form the set Γ π (Γ π ⊆ (Θπ(Γ π =
(γ1(π), γ2(π), ..., γr(π)))). Now that we have picked up our significant hops we
perform FFTs on them such that the amplitude of the complex portion is calcu-
lated and stored as a pointer. A simple aggregation loop is them performed at
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I II III IV
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Fig. 3. Interim Architecture: I. Learn classifiers between pig / human neurological
states. II. 1st Receiving unit sends discretized signal to AI and DSS. III. minedICE
procures DSS to neurosurgeon. IV. Neurosurgeon provides feedback.
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each pointer as they turn up in the system. The results are now ready for our
KDD experiments.

To test the feasibility of the various KDD Tools we used C++ DFA1, SVM
Weka/J48, Bayes, DFA, Bratko/Orange and RSETC to build models for each
of 9 Reports, made for the purpose of this test wherein the authors provided 9
test junctures in signals wherein the overall curve of the DFA tree resembled an
arc. These reports were named according to the Power spectrum at each point.
As shown in Figure 5 one sees the Report 11010 etc which acted as the training
data and we chose the J48 decision tree as our classification algorithm. To test
how the Weka instantiated a tree we found that it did break off at 9 leaves with
12 branches. We were not able to get Orange to output a similar tree. Looking
at Figure 5 we see that the Weka /J48 system correlates closest to the training
set’s general arc. It is interesting and certainly cause for investigation why SVM
hsot up, rather than down at Report11011. It is also interesting that DFA, C++



minedICE: A Knowledge Discovery Platform 579
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Fig. 5. Receiving Unit to Classification

DFA1, RSES and Bayes are clumped together after Report11011 in the 1,000
to 2,000 range. It is also interesting that at Report 11110, apart from Bayes,
Bratco/Orange, and C++ DFA 1, all the KDD tool nailed it on 2,500 perfectly.

3 Conclusion and Future Work

The system is able to datamine a stream of signals and pickup the correct pat-
terns from within FFT’s. This is the good news. The bad news is that these tools’
results should have been much closer. Our future work will be to analyze why
the disparities of the experiments existed. Also we were not able to match the
data in a form to work with Action Rules as in the past [1], [9]. This may turn
out to be crucial because as the crucial element in minedICE is that the system
must learn [2]. As the system learns and makes new rules some of the form of
Action Rules or TV Trees may be necessary to manipulate the tree for the DFA.
We may find that Weka/J48 is not the best when we correct out possible errors.
We may also find that out methodology of converting the signals into FFTs for
the classification module is inherently flawed. Essentially we need to run these
tests a lot more and make the system more robust. Again though, we know that
as each set of tests are concluded the machine is getting to the point that it will
read actual human data and possible save lives.
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1. Lewis, R., Raś, Z.: Rules for Processing and Manipulating Scalar Music Theory.
In: Proceedings of the International Conference on Multimedia and Ubiquitous
Engineering, MUE 2007, April 26-28, pp. 819–824. IEEE Computer Society, Los
Alamitos (2007)



580 R.A. Lewis and A. Waziri
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Abstract. This paper deals with database preference queries based on
the skyline paradigm, which aim at retrieving the tuples non Pareto-
dominated by any other. We propose different ways to fuzzify such queries
in order to make them more flexible, to increase their discrimination
power, to make them more drastic or more tolerant. In particular, some
of these extensions make it possible to reduce the risk of getting many
incomparable tuples, even when the number of dimensions is high.

1 Introduction

Numerous approaches have been proposed to make database systems more flex-
ible in supporting user preferences (see [1] for a survey). One of the most well-
known approaches is that of skyline queries proposed in [2]. Given a set r of
n-dimensional tuples or points, a skyline query returns the set of non-dominated
points in r. A tuple t dominates a tuple t′ if t is at least as good as t′ in all
dimensions and strictly better than t′ in at least one dimension.

Several research efforts have been made to develop efficient algorithms and
to introduce different variants for skyline queries [3,4,5,6,7,8]. In particular, the
problem of skyline rigidity is addressed in [9] where a flexible dominance rela-
tionship is proposed. It allows the enlarging of the skyline with points that are
not much dominated by any other point (even if strictly speaking they are dom-
inated). This issue is also addressed in [10] through an extension of the winnow
operator initially proposed in [11]. However, many other ways to make skyline
queries “fuzzy” can be thought of, and the objective of the present paper is to
present and discuss some of them, that we think meaningful.

The paper is structured as follows. Section 2 consists of a reminder about
skyline queries. Section 3 describes five different ways in which a skyline may
become “fuzzy” when it is refined, relaxed, simplified, extended to uncertain
data, or generalized to incompletely stated context-dependent preferences. Sec-
tion 4 concludes the paper and outlines some perspectives for future research.

2 Reminder about Skyline Queries

The notion of a skyline in a set of tuples is easy to state (since it amounts to
exhibit non dominated points in the sense of Pareto ordering). Assume we have:

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 581–591, 2011.
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– a given set of criteria C = {c1, . . . , cn}(n ≥ 2) associated respectively with
a set of attributes Ai, i = 1, . . . , n;

– a complete ordering �i given for each criterion i expressing preference be-
tween attribute values1 (the case of non comparable values is left aside).

A tuple u = (u1, · · · , un) in a database D dominates (in the sense of Pareto)
another tuple u′ = (u′

1, · · · , u′
n) in D, denoted by u >dom u′, iff u is at least as

good as u′ in all dimensions and strictly better than u′ in at least one dimension:

u >dom u′ ⇔∀i ∈ {1, . . . , n}, ui �i u
′
i and

∃i ∈ {1, . . . , n} such that ui "i u
′
i.

(1)

A tuple u = (u1, · · · , un) in a database D belongs to the skyline S, denoted by
u ∈ S, if there is no other tuple u′ = (u′

1, · · · , u′
n) in D which dominates it:

u ∈ S ⇔ ∀u′, ¬(u′ >dom u). (2)

Then any tuple u′ is either dominated by u, or is non comparable with u. In the
following, we denote by Dm(u) those tuples from D that are dominated by u:

Dm(u) = {u′ ∈ D | u >dom u′} (3)

and by Inc(u) those tuples which are non comparable with u:

Inc(u) = {u′ ∈ D | u′ �= u ∧ ¬(u >dom u′) ∧ ¬(u′ >dom u)} (4)

Table 1. An extension of relation car

make category price color mileage

t1 Opel roadster 4500 blue 20,000
t2 Ford SUV 4000 red 20,000
t3 VW roadster 5000 red 10,000
t4 Opel roadster 5000 red 8000
t5 Fiat roadster 4500 red 16,000
t6 Renault coupe 5500 blue 24,000
t7 Seat sedan 4000 green 12,000

Example 1. Let us consider a relation car of schema (make, category, price, color,
mileage) whose extension is given in Table 1, and the query:
select * from car preferring
(make = ‘VW’ else make = ‘Seat’ else make = ‘Opel’ else make = ‘Ford’) and
(category = ‘sedan’ else category = ‘roadster’ else category = ‘coupe’) and
(least price) and (least mileage);
In this query, “Ai = v1,1 else Ai = v1,2” means that value v1,1 is strictly preferred
to value v1,2 for attribute Ai. It is assumed that any domain value which is absent

1 u $ v means u is preferred to v. u � v means u is at least as good as v, i.e.,
u � v ⇔ u $ v ∨ u ≈ v, where ≈ denotes indifference.
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from a preference clause is less preferred than any value explicitly specified in the
clause (but it is not absolutely rejected). Here, the tuples that are not dominated
in the sense of the preferring clause are {t3, t4, t7}. Indeed, t7 dominates t1, t2,
and t5, whereas every tuple dominates t6 except t2.

Notice that if we add the preference criterion (color = ‘blue’ else color =
‘red’ else color = ‘green’) to the query, then the skyline is {t1, t2, t3, t4, t5, t7},
i.e., allmost all of the tuples are incomparable. #

3 Different Types of Fuzzy Skylines

There may be many different motivations for making skylines fuzzy in a way or
another. First, one may want to refine the skyline by introducing some ordering
between its points in order to single out the most interesting ones. Second, one
may like to make it more flexible by adding points that strictly speaking do not
belong to it, but are close to belonging to it. Third, one may try to simplify the
skyline either by granulating the scales of the criteria, or by considering that some
criteria are less important than others, or even that some criteria compensate
each other, which may enable us to cluster points that are somewhat similar.
Fourth, the skyline may be “fuzzy” due to the uncertainty or the imprecision
present in the data. Lastly, the preference ordering on some criteria may depend
on the context, and may be specified only for some particular or typical contexts.
We now briefly review each of these ideas.

3.1 Refining the Skyline

The first idea stated above corresponds to refining S by stating that u is in the
fuzzy skyline SMP if i) it belongs to S, ii) ∀u′ such that u >dom u′, ∃i such that
ui is much preferred to u′

i, denoted (ui, u
′
i) ∈MPi, which can be expressed:

u ∈ SMP ⇔ u ∈ S ∧ ∀u′ ∈ Dm(u), ∃i ∈ {1, . . . , n} s.t. (ui, u
′
i) ∈MPi (5)

(where ∀i, (ui, u
′
i) ∈MPi ⇒ ui "i u

′
i; we also assume that MPi agrees with �i:

ui �iu
′
i and (u′

i, u
′′
i )∈MPi ⇒ (ui, u

′′
i )∈MPi). (5) can be equivalently written:

u ∈ SMP ⇔ ∀u′ ∈ D, (¬(u′ >dom u) ∧
(u >dom u′ ⇒ ∃i ∈ {1, . . . , n} such that (ui, u

′
i) ∈MPi))

(6)

Note that u is in SMP if it is incomparable with every other tuple or if it is
highly preferred on at least one attribute to every tuple it dominates.

When MPi becomes gradual, we need to use a fuzzy implication such that
1 → q = q and 0 → q = 1, which can be expressed as max(1 − p, q) (with
p ∈ {0, 1}). The previous formulas can be translated into fuzzy set terms by:

μSMP (u) = minu′∈D min(1− μdom(u′, u),
max(1− μdom(u, u′), maxi μMPi(ui, u

′
i)))

(7)

where μdom(u, u′) = 1 if u dominates u′ and is 0 otherwise, and μMPi(ui, u
′
i) is the

extent to which ui is much preferred to u′
i (where μMPi(ui, u

′
i) > 0⇒ ui "i u

′
i).
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Moreover, we assume ui �i u
′
i ⇒ μMPi(ui, u

′′
i ) ≥ μMPi(u′

i, u
′′
i ). Clearly, we have

SMP = S when MPi reduces to the crisp relation "i. SMP may of course be
non normalized (no tuple gets degree 1), or even empty.

Example 2. Let us consider again the data and query from Example 1 (without
the criterion on color). Let us introduce the relations μ�price(x, y) = 1 if y−x ≥
1000, 0 otherwise, and μ�mileage

(x, y) = 1 if y − x ≥ 5000, 0 otherwise. Let us
assume that the notion “much preferred” is defined as ∀(x, y), μMP (x, y) = 0
for attributes make and category. The result is now the set {t3, t4}. Tuple t7
does not belong to the skyline anymore since at least one of the tuples that it
dominates (here t5) is not highly dominated by it.

Notice that if the mileage value in tuple t7 were changed into 20,000, tuple
t7 would then belong to SMP . This situation occurs when the “weakening” of a
tuple makes it incomparable with all the others.#
A still more refined fuzzy skyline S∗ selects those tuples u from SMP , if any,
that are such that ∀u′ ∈ Inc(u), �j such that u′

j is much preferred to uj :

u ∈ S∗ ⇔ u ∈ SMP ∧
∀u′ ∈ Inc(u), �j ∈ {1, . . . , n} such that (u′

j , uj) ∈MPi.
(8)

Thus, the graded counterpart of Formula (8) is:

μS∗(u) = min(μSMP (u), minu′∈Inc(u) (1−maxj μMPj (u′
j , uj)) (9)

S∗ gathers the most interesting points, since they are much better on at least one
attribute than the tuples they dominate, and not so bad on the other attributes
(w.r.t. other non comparable points).

Example 3. Using the same data and strengthened preferences as in Example 2,
we get S∗ = ∅ since both t3 and t4 are much worse than t2 (and t7) on price. #
S∗ and SMP do not seem to have been previously considered in the literature.

3.2 Making the Skyline More Flexible

Rather than refining the skyline, a second type of fuzzy skyline (denoted by
SREL hereafter) corresponds to the idea of relaxing it, i.e., u still belongs to the
skyline to some extent (but to a less extent), if u is only weakly dominated by
any other u′. Then, u ∈ SREL iff it is false that there exists a tuple u′ much
preferred to u w.r.t. all attributes (this expression was proposed in [9]). Formally,
one has:

u ∈ SREL ⇔ �u′ ∈ D, ∀i ∈ {1, . . . , n}, (u′
i, ui) ∈MPi (10)

or in fuzzy set terms:

μSREL(u) = 1−maxu′∈D mini μMPi(u
′
i, ui)

= minu′∈D maxi 1− μMPi(u
′
i, ui).

(11)
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Example 4. Let us use the same data and query as in Example 1, and assume
that “much preferred” is defined as “preferred” on attributes make and cate-
gory, and as in Example 2 for attributes price and mileage. We get SREL =
{t1, t2, t3, t4, t5, t7} instead of S = {t3, t4, t7} since neither t1, t2, nor t5 is
highly dominated by any other tuple on all the attributes.#

One has S ⊆ SREL, i.e., ∀u ∈ D, μS(u) ≤ μSREL(u), since Formula (2) writes

μS(u) = minu′∈D 1− μdom(u′, u)
= minu′∈D 1−min(mini μ�i(u

′
i, ui), maxi μ�i(u

′
i, ui))

= minu′∈D max(maxi μ≺i(u
′
i, ui), mini μ�i(u

′
i, ui))

in fuzzy set terms and max(maxiμ≺i(u′
i, ui),miniμ�i(u′

i, ui)) ≤ maxiμ�i(u′
i, ui)

≤ maxi 1−μMPi(u′
i, ui) since 1−μ�i(u′

i, ui) = μ�i(u′
i, ui) ≤ μMPi (u′

i, ui). So,
one finally has:

S∗ ⊆ SMP ⊆ S ⊆ SREL. (12)

Note that Formula (10) may seem very permissive, but in case we would think
of replacing ∀i by ∃i, we would lose S ⊆ SREL, which is in contradiction with
the idea of enlarging S.

Another way of relaxing S is to consider that u still belongs to a fuzzily
extended skyline SFE if u is close to u′ with u′ ∈ S. This leads to the following
definition

u ∈ SFE ⇔ ∃u′ ∈ S such that ∀i, (ui, u
′
i) ∈ Ei (13)

where Ei is a reflexive, symmetrical approximate indifference (or equality) rela-
tion defined on the domain of Ai, such that (ui, u

′′
i ) ∈ Ei and ui �i u

′
i �i u

′′
i ⇒

(ui, u
′
i) ∈ Ei. Moreover, it is natural to assume that (ui, u

′
i) ∈ Ei ⇒ (ui, u

′
i) �∈

MPi and (u′
i, ui) �∈ MPi. SFE can be expressed in fuzzy set terms (then as-

suming μEi(ui, u
′
i) > 0 ⇒ μMPi(ui, u

′
i) = 0, i.e. in other words, support(Ei) =

{(ui, u
′
i)|μEi(ui, u

′
i) > 0} ⊆ {(ui, u

′
i)|1 − μMPi(ui, u

′
i) = 1} = core(MPi)). We

also assume ui �i u
′
i �i u

′′
i ⇒ μEi(ui, u

′
i) ≥ μEi(ui, u

′′
i ). We have

μSF E (u) = maxu′∈D min(μS(u′), mini μEi(ui, u
′
i)) (14)

Then we have the following inclusions.

S ⊆ SFE ⊆ SREL (15)

Proof. S ⊆ SFE . Clearly, μS ≤ μSF E , since the approximate equality relations
Ei are reflexive (i.e.,∀i, ∀ui, μEi(ui, ui) = 1).

SFE ⊆ SREL. Let us show it in the non fuzzy case first, by establishing that
the assumption u �∈ SREL and u ∈ SFE leads to a contradiction. Since u �∈ SREL,
∃ů ∈ D s.t. ∀i, (̊ui, ui) ∈MPi. Besides, since u ∈ SFE , ∃u∗ ∈ S, ∀i, (u∗

i , ui) ∈ Ei.
Observe that u∗ does not dominate ů (since ∀i, u∗

i �i ůi entails (u∗
i , ui) ∈

MPi, due to ∀i, (̊ui, ui) ∈ MPi, which contradicts ∀i, (u∗
i , ui) ∈ Ei). ů does

not dominate u∗ either (since u∗ ∈ S). Then, ů and u∗ are incomparable, and
∃j, ∃k, u∗

j �j ůj and u∗
k ≺k ůk. But, we know that in particular (̊uj , uj) ∈
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MPj and (u∗
j , uj) ∈ Ej . Let us show by reductio ad absurdum that it entails

ůj "j u∗
j . Indeed, assume ůj �j u∗

j ; (̊uj, uj) ∈ MPj entails ůj �j uj and
(̊uj , uj) �∈ Ej . Hence a contradiction since u∗

j �j ůj �j uj and (u∗
j , uj) ∈ Ej

(w.r.t. a property assumed for Ej). But in turn, ůj "j u∗
j contradicts that

∃j, u∗
j �j ůj , the hypothesis we start with. Thus, assuming u �∈ SREL leads to

a contradiction. The fuzzy case can be handled similarly by working with the
cores and supports of fuzzy relations. �

3.3 Simplifying the Skyline

On the contrary, it may be desirable to simplify the skyline, for example because
it contains too many points. There are many ways to do it. The definitions of S∗

and SMP serve this purpose, but they may be empty as already said. We now
briefly mention three other meaningful ways to simplify the skyline.

Simplification Through Criteria Weighting. First, one may consider that
the set of criteria is partitioned into subsets of decreasing importance, denoted
by W1, . . . , Wk (where W1 gathers the criteria of maximal importance). Then
we may judge that a tuple cannot belong to the skyline only because it strictly
dominates all the other tuples on a non fully important criterion. Indeed it may
look strange that a tuple belongs to the skyline while it is dominated on all the
important criteria, even if its value on a secondary criterion makes the tuple
finally incomparable. In this view, less important criteria may be only used to
get rid of tuples that are dominated on immediately less important criteria, in
case of ties on more important criteria. Let us introduce the following definitions
underlying the concept of a hierarchical skyline.

u >domWi
u′ ⇔ ∀j such that cj ∈Wi,

(uj �j u
′
j ∧ ∃p such that (cp ∈Wi ∧ up "p u′

p)).
(16)

∀i ∈ {1, . . . , k}, u ∈ SWi ⇔ u ∈ SWi−1 ∧ ∀u′ ∈ D, ¬(u >domWi
u′) (17)

assuming ∀u ∈ D, u ∈ SW0 . The set SWj gathers the tuples that are not domi-
nated by any other in the sense of the criteria in W1 ∪ ...∪Wj . By construction,
one has:

SW1 ⊇ SW2 ⊇ . . . ⊇ SWk
.

In the same spirit, in [12], an operator called cascade iteratively eliminates the
dominated tuples in each level of a preference hierarchy. Prioritized composition
of preferences obeying the same concept can also be modeled by the operator
winnow proposed by Chomicki [11].

Example 5. Let us consider the data from Table 1, and the query:

select * from car preferring
((category = ‘sedan’ else category = ‘roadster’ else category = ‘coupe’) and
(color = ‘blue’ else color = ‘red’ else color = ‘green’)) (W1)
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cascade (least price) (W2);

We get the nested results: SW1 = {t1, t7} and SW2 = {t7}. #

An alternative solution — which does not make use of priorities but is rather
based on counting — is proposed in [3,4] where the authors introduce a concept
called k-dominant skyline, which relaxes the idea of dominance to k-dominance.
A point p is said to k-dominate another point q if there are k (≤ d) dimensions
in which p is better than or equal to q and is better in at least one of these
k dimensions. A point that is not k-dominated by any other points is in the
k-dominant skyline. Still another method for defining an order for two incom-
parable tuples is proposed in [5], based on the number of other tuples that each
of the two tuples dominates (notion of k-representative dominance).

Simplification Through The Use of Coarser Scales. A second, completely
different idea for simplifying a skyline is to use coarser scales for the evaluation of
the attributes (e.g., moving from precise values to rounded values). This may lead
to more comparable (or even identical) tuples. Notice that the skyline obtained
after simplification does not necessarily contain less points than the initial one
(cf. the example hereafter). However, the tuples that become member of the
skyline after modifying the scale are in fact equivalent preferencewise.

Example 6. Let us consider a relation r of schema (A, B) containing the tuples
t1 = 〈15.1, 7〉, t2 = 〈15.2, 6〉, and t3 = 〈15.3, 5〉, and the skyline query looking
for those tuples which have the smallest value for both attributes A and B.
Initially, the skyline consists of all three tuples t1, t2, t3 since none of them is
dominated by another. Using rounded values for evaluating A and B one gets
{t3} as the new skyline. Let us now consider that relation r contains the tuples
t′1 = 〈15.1, 5.1〉, t′2 = 〈15.2, 5.2〉, and t′3 = 〈15.3, 5.4〉. This time, the initial
skyline is made of the sole tuple t′1 whereas the skyline obtained by simplifying
the scales is {t′1, t′2, t′3}. #

Simplification Through the Use of k-discrimin. Still another way to in-
crease the number of comparable tuples is to use a 2-discrimin (or more generally
an order k-discrimin) ordering (see [13] from which most of the following presen-
tation is drawn). A definition of classical discrimin relies on the set of criteria
not respected in the same way by both tuples u and v, denoted by D1(u, v) [14]:

D1(u, v) = {ci ∈ C | vi = ui} (18)

u >disc v ⇔ minci /∈D1(u, v) ui > minci /∈D(u, v) vi (19)

Discrimin-optimal solutions are also Pareto-optimal but not conversely, in gen-
eral (see [14]).

Classical discrimin is based on the elimination of identical singletons at the
same places in the comparison process of the two sequences. Thus with classical
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discrimin, comparing u = (0.2, 0.5, 0.3, 0.4, 0.8) and v = (0.2, 0.3, 0.5, 0.6, 0.8)
amounts to comparing vectors u′ and v′ where u′ = (0.5, 0.3, 0.4) and v′ =
(0.3, 0.5, 0.6) since u1 = v1 = 0.2 and u5 = v5 = 0.8. Thus, u =min v and we
still have u =discrimin v. More generally, we can work with 2-element subsets
which are identical and pertain to the same pair of criteria. Namely in the above
example, we may consider that (0.5, 0.3) and (0.3, 0.5) are “equilibrating” each
other. Note that it supposes that the two corresponding criteria have the same
importance. Then we delete them, and we are led to compare u′′ = (0.4) and
v′′ = (0.6). Let us take another example: u2 = (0.5, 0.4, 0.3, 0.7, 0.9) and
v2 = (0.3, 0.9, 0.5, 0.4, 1). Then, we would again delete (0.5, 0.3) with (0.3, 0.5)
yielding u′

2 = (0.4, 0.7, 0.9) and v′2 = (0.9, 0.4, 1). Note that in this example
we do not simplify 0.4, 0.9 with 0.9, 0.4 since they do not pertain to the same
pair of criteria. Note also that simplifications can take place only one time.
Thus, if the vectors are of the form u = (x, y, x, s) and v = (y, x, y, t) (with
min(x, y) ≤ min(s, t) in order to have the two vectors min-equivalent), we may
either delete components of ranks 1 and 2, or of ranks 2 and 3, leading in both
cases to compare (x, s) and (y, t), and to consider the first vector as smaller in
the sense of the order 2-discrimin, as soon as x < min(y, s, t).

We can now introduce the definition of the (order) 2-discrimin [13]. Let us
build a set D2(u, v) as {(ci, cj) ∈ C × C, such that ui = vj and uj = vi and
if there are several such pairs, they have no common components}. Then the 2-
discrimin is just the minimum-based ordering once components corresponding to
pairs in D2(u, v) and singletons in D1(u, v) are deleted. Note that D2(u, v) is not
always unique as shown by the above example. However this does not affect the
result of the comparison of the vectors after the deletion of the components as it
can be checked from the above formal example, since the minimum aggregation
is not sensitive to the place of the terms. Notice that the k-discrimin requires
stronger assumptions than Pareto-ordering since it assumes that the values re-
lated to different attributes are comparable (which is the case for instance when
these values are obtained through scoring functions).

This idea of using k-discrimin for simplifying a skyline can be illustrated
by the following example, where we compare hotels on the basis of their price,
distance to the station, and distance to a conference location (which should all
be minimized). Then (80, 1, 3) et (70, 3, 1) are not Pareto comparable, while
we may consider that the two distance criteria play similar roles and that there
is equivalence between the sub-tuples (1, 3) and (3, 1) leading to compare the
tuples on the remaining components.

3.4 Dealing with Uncertain Data

The fourth type of “fuzzy” skyline is quite clear. When attributes values are
imprecisely or more generally fuzzily known, we are led to define the tuples that
certainly belong to the skyline, and those that only possibly belong to it, using
necessity and possibility measures. This idea was suggested in [8].
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3.5 Dealing with Incomplete Contextual Preferences

In [15], we concentrate on the last category of “fuzzy” skyline that is induced
by an incompletely known context-dependency of the involved preferences. In
order to illustrate this, let us use an example taken from [16], which consists of a
relation with three attributes Price, Distance and Amenity about a set of hotels
(see Table 2). A skyline query may search for those hotels for which there is no
cheaper and, at the same time, closer to the beach alternative. One can easily
check that the skyline contains hotels h4 and h5. In other terms, hotels h4 and
h5 represent non-dominated hotels w.r.t. Price and Distance dimensions.

Table 2. Relation describing hotels

Hotel Price Distance Amenity

h1 200 10 Pool(P)

h2 300 10 Spa(S)

h3 400 15 Internet’I)

h4 200 5 Gym(G)

h5 100 20 Internet(I)

Table 3. Contextual Skylines

Context Preferences Skyline

C1: Business, June I $ G, I $ {P, S}, G $ {P, S} h3, h4, h5

C2: Vacation S $ {P, I,G} h2, h4, h5

C3: Summer P $ {I, G} h1, h2, h4, h5

S $ {I, G}
Cq: Business, Summer – ?

Let us now assume that the preferences on attribute Amenity depend on the
context. For instance, let us consider the three contexts C1, C2 and C3 shown
in Table 3 (where a given context can be composed at most by two context
parameters (Purpose, Period)). For example, when the user is on a business trip
in June (context C1), hotels h3, h4 and h5 are the results of the skyline query
for C1. See Table 3 for contexts C2 and C3 and their corresponding skylines.

Let us now examine situation Cq (fourth row in Table 3), where the user plans
a business trip in the summer but states no preferences. Considering amenities
Internet (I) and Pool (P), one can observe that: (i) I may be preferred to P as in
C1; (ii) P may be preferred to I as in C3, or (iii) I and P may be equally favorable
as in C2. Moreover, the uncertainty propagates to the dominance relationships,
i.e., every hotel may dominate another with a certainty degree that depends on
the context. In [15], it is shown how a set of plausible preferences suitable for
the context at hand may be derived, on the basis of the information known for
other contexts (using a CBR-like approach). Uncertain dominance relationships



590 A. Hadjali, O. Pivert, and H. Prade

are modeled in the setting of possibility theory. In this framework, the user is
provided with the tuples that are not dominated with a high certainty, leading to
a notion of possibilistic contextual skyline. It is also suggested how possibilistic
logic can be used to handle contexts with conflicting preferences, as well as
dependencies between contexts.

4 Conclusion

The paper has provided a structured discussion of different types of “fuzzy”
skylines. Five lines of extension have been considered. First, one has refined he
skyline by introducing some ordering between its points in order to single out the
most interesting ones. Second, one has made it more flexible by adding points
that strictly speaking do not belong to it, but are close to belonging to it. Third,
one has aimed at simplifying the skyline either by granulating the scales of the
criteria, or by considering that some criteria are less important than others,
or even that some criteria compensate each other. Fourth, the case where the
skyline is fuzzy due to the uncertainty in the data has been dealt with. Lastly,
skyline queries has been generalized to incompletely stated context-dependent
preferences.

Among perspectives for future research, let us mention: (i) the integration of
these constructs into a database language based on SQL, (ii) the study of query
optimization aspects. In particular, it would be worth investigating whether
some techniques proposed in the context of Skyline queries on classical data (for
instance those based on presorting, see, e.g., [17]) could be adapted to (some of)
the fuzzy skyline queries discussed here.
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based retrieval by similarity skylines: Basic concepts and extensions. In: Althoff,
K.-D., Bergmann, R., Minor, M., Hanft, A. (eds.) ECCBR 2008. LNCS (LNAI),
vol. 5239, pp. 240–254. Springer, Heidelberg (2008)

9. Goncalves, M., Tineo, L.J.: Fuzzy dominance skyline queries. In: Wagner, R., Rev-
ell, N., Pernul, G. (eds.) DEXA 2007. LNCS, vol. 4653, pp. 469–478. Springer,
Heidelberg (2007)

10. Zadrozny, S., Kacprzyk, J.: Bipolar queries and queries with preferences. In: Proc.
of FlexDBIST 2006, pp. 415–419 (2006)

11. Chomicki, J.: Preference formulas in relational queries. ACM Transactions on
Database Systems 28(4), 427–466 (2003)
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Abstract. This paper deals with database preference queries involving
fuzzy conditions which do not explicitly refer to an attribute from the
database, but whose meaning is rather inferred from a set of rules. The
approach we propose, which is based on some concepts from the fuzzy
control domain (aggregation and defuzzification, in particular), signifi-
cantly increases the expressivity of fuzzy query languages inasmuch as it
allows for new types of predicates. An implementation strategy involving
a coupling between a DBMS and a fuzzy reasoner is outlined.

1 Introduction

In database research, the last decade has witnessed a growing interest in pref-
erence queries. Motivations for introducing preferences inside database queries
are manifold [1]. First, it has appeared to be desirable to offer more expressive
query languages that can be more faithful to what a user intends to say. Second,
the introduction of preferences in queries provides a basis for rank-ordering the
retrieved items, which is especially valuable in case of large sets of items satis-
fying a query. Third, a classical query may also have an empty set of answers,
while a relaxed (and thus less restrictive) version of the query might be matched
by items in the database.

Approaches to database preference queries may be classified into two cate-
gories according to their qualitative or quantitative nature [1]. In the latter,
preferences are expressed quantitatively by a monotone scoring function, and
the overall score is positively correlated with partial scores. Since the scoring
function associates each tuple with a numerical score, tuple t1 is preferred to
tuple t2 if the score of t1 is higher than the score of t2. Representatives of this
family of approaches are top-k queries [2] and fuzzy-set-based approaches (e.g.,
[3]). In the qualitative approach, preferences are defined through binary prefer-
ence relations. Representatives of qualitative approaches are those relying on a
dominance relationship, e.g. Pareto order, in particular Preference SQL [4] and
Skyline queries [5] and the approach presented in [6].

In this paper, we focus on the fuzzy-set-based approach to preference queries,
which is founded on the use of fuzzy set membership functions that describe the

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 592–601, 2011.
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preference profiles of the user on each attribute domain involved in the query.
The framework considered is that of the fuzzy query language called SQLf [3].

The objective is to extend SQLf so as to authorize the use, inside queries,
of fuzzy predicates for which there does not exist any underlying attribute in
the database [7]. In such a case, it is of course impossible to explicitly define
the membership function attached to the fuzzy predicate. It is rather assumed
that the satisfaction level of such a predicate P depends on the satisfaction
level of other predicates C1, . . . , Cn, but it is in general not easy to express its
membership function μP as a simple aggregation of the μCi ’s. A solution is to
use fuzzy rules, somewhat in the spirit of [8] where fuzzy preferences are inferred
from the fuzzy context of the user (but the technique is different since one needs
to derive satisfaction degrees, not membership functions). A first approach to the
modelling of inferred fuzzy predicates has been defined in [7], and we will first
point out the shortcomings of this model. Then, we will propose an alternative
approach based on an inference technique used in fuzzy controllers.

The remainder of the paper is structured as follows. Section 2 consists of a
short reminder about fuzzy sets and fuzzy queries. Section 3 provides a critical
discussion of the approach proposed in [7] for modelling inferred fuzzy predicates.
In Section 4, we present an alternative approach, based on fuzzy rules and some
concepts from the fuzzy control field. Implementation aspects are dealt with in
Section 5, whereas Section 6 summarizes the contributions and outlines some
perspectives for future work.

2 Reminder about Fuzzy Sets and Fuzzy Queries

2.1 Basic Notions about Fuzzy Sets

Fuzzy set theory was introduced by Zadeh [9] for modeling classes or sets whose
boundaries are not clear-cut. For such objects, the transition between full mem-
bership and full mismatch is gradual rather than crisp. Typical examples of such
fuzzy classes are those described using adjectives of the natural language, such
as young, cheap, fast, etc. Formally, a fuzzy set F on a referential U is character-
ized by a membership function μF : U → [0, 1] where μF (u) denotes the grade of
membership of u in F . In particular, μF (u) = 1 reflects full membership of u in
F , while μF (u) = 0 expresses absolute non-membership. When 0 < μF (u) < 1,
one speaks of partial membership.

Two crisp sets are of particular interest when defining a fuzzy set F :

– the core C(F ) = {u ∈ U | μF (u) = 1}, which gathers the prototypes of F ,
– the support S(F ) = {u ∈ U | μF (u) > 0}.

In practice, the membership function associated with F is often of a trapezoidal
shape. Then, F is expressed by the quadruplet (A,B, a, b) where C(F ) = [A,B]
and S(F ) = [A− a,B + b], see Figure 1.

Let F and G be two fuzzy sets on the universe U , we say that F ⊆ G iff
μF (u) ≤ μG(u), ∀u ∈ U . The complement of F , denoted by F c, is defined by
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Fig. 1. Trapezoidal membership function

μF c(u) = 1− μF (u). Furthermore, F ∩G (resp. F ∪G) is defined the following
way: μF∩G = min(μF (u), μG(u)) (resp. μF∪G = max(μF (u), μG(u))).

As usual, the logical counterparts of the theoretical set operators ∩, ∪ and
complementation operator correspond respectively to the conjunction ∧, disjunc-
tion ∨ and negation ¬. See [10] for more details.

2.2 About SQLf

The language called SQLf described in [3] extends SQL so as to support fuzzy
queries. The general principle consists in introducing gradual predicates wherever
it makes sense. The three clauses select, from and where of the base block of
SQL are kept in SQLf and the “from” clause remains unchanged. The principal
differences affect mainly two aspects :

– the calibration of the result since it is made with discriminated elements,
which can be achieved through a number of desired answers (k), a minimal
level of satisfaction (α), or both, and

– the nature of the authorized conditions as mentioned previously.

Therefore, the base block is expressed as:

select [distinct] [k | α | k, α] attributes from relations where fuzzy-cond

where “fuzzy-cond” may involve both Boolean and fuzzy predicates. This ex-
pression is interpreted as:

– the fuzzy selection of the Cartesian product of the relations appearing in the
from clause,

– a projection over the attributes of the select clause (duplicates are kept by
default, and if distinct is specified the maximal degree is attached to the
representative in the result),

– the calibration of the result (top k elements and/or those whose score is over
the threshold α).

The operations from the relational algebra — on which SQLf is based — are
extended to fuzzy relations by considering fuzzy relations as fuzzy sets on the
one hand and by introducing gradual predicates in the appropriate operations
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(selections and joins especially) on the other hand. The definitions of these ex-
tended relational operators can be found in [11]. As an illustration, we give the
definitions of the fuzzy selection and join operators hereafter, where r and s
denote two fuzzy relations defined respectively on the sets of domains X and Y .

– μselect(r, cond)(t) = �(μr(t), μcond(t)) where cond is a fuzzy predicate and �
is a triangular norm (most usually, min is used),

– μjoin(r, s, A, B, θ)(tu) = �(μr(t), μs(u), μθ(t.A, u.B)) where A (resp. B) is
a subset of X (resp. Y ), A and B are defined over the same domains, θ is
a binary relational operator (possibly fuzzy), t.A (resp. u.B) stands for the
value of t over A (resp. u over B).

3 Inferred Fuzzy Predicates: A First Approach

The situation considered is that where a user wants to express a fuzzy selection
condition in his/her query but i) there does not exist any associated attribute
in the database whose domain could be used as the referential underlying a
fuzzy membership function, ii) it is not possible to express in a simple way the
fuzzy condition as an aggregation of elementary fuzzy requirements on different
attributes. We first present the approach presented in [7] and point out some of
its shortcomings.

3.1 Presentation of the Approach by Koyuncu

An example given in [7] considers a relation Match describing soccer matches,
with schema (#id, goalPositions, goals, fouls, penalties, disqualifications, year),
and queries such as: “find the matches played in 2010 with a high harshness
level”. In this query the fuzzy condition “high harshness level” does not refer
to any specific attribute from the relation. The author proposes to give it a
semantics by means of rules such as:

if ((fouls is several) or (fouls is many)) (with threshold 0.6)
and (penalties is average) (with threshold 0.7)
and (disqualifications is average) (with threshold 0.5)
then harshness is high (with μ = Y ).

In this rule (let us denote it by R1), Y denotes the membership degree attached to
the conclusion, and it is computed using i) the degrees attached to the predicates
in the left-hand side of the rule, ii) the so-called “matching degree of the rule
conclusion”, and iii) an implication function (Gödel’s implication defined as

p→Gö q =

{
1 if q ≥ p

q otherwise.

is used by the author). Conjunction and disjunction in the left-hand side are
interpreted by min and max respectively.
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The “matching degree of the rule conclusion” expresses the extent to which
the fuzzy term present in the right-hand side of the rule (high in the rule above)
corresponds to the fuzzy term involved in the user query (for instance, the user
might aim to retrieve matches with a medium level of harshness, in which case,
the matching degree would assess the similarity between high and medium).

Example 1. Let us consider the query:

select #id from Match where year = 2010 and harshness level is medium

and the following tuple from relation Match: 〈1, 19, 8, 23, 5, 3, 2010〉. Let us
assume that

μseveral(23) = 0, μmany(23) = 1, μaverage(5) = 1, μaverage(3) = 0.5,

and μsim(high,medium) = 0.5.

Since max(0, 1) ≥ 0.6, 1 ≥ 0.7, and 0.5 ≥ 0.5, rule R1 can be fired. The final
truth degree obtained for the predicate “harshness is medium” is equal to:

min(max(0, 1), 1, 0.5)→Gö μsim(high,medium) = 0.5→Gö 0.5 = 1.#

3.2 Critical Discussion

The technique advocated by Koyuncu calls for several comments:

– First and foremost, this approach does not actually infer fuzzy predicates.
The truth degree it produces is associated with a gradual rule (it is an
implication degree), not with the fuzzy term present in the conclusion of
the rule. This way of doing does not correspond to a well-founded inference
scheme such as, for instance, the generalized modus ponens [12].

– The use of a similarity relation between linguistic labels for assessing the rule
is debatable: on which semantic basis are the similarity degrees defined and
by whom? In the context of a logic-based fuzzy inference system, it would
make more sense to consider a compatibility degree such as that defined in
[12], but this would still not solve the problem evoked in the preceding point.

– The use of local thresholds in the left-hand sides of the rules is somewhat
contradictory with the “fuzzy set philosophy” which is rather oriented toward
expressing trade-offs between different gradual conditions.

– It is not clear what happens when several rules involving the same attribute
in their conclusions can be fired at the same time.

4 A Fuzzy-Reasoning-Based Approach

The approach we propose aims at defining the semantics of an inferred fuzzy
predicate by means of a set of fuzzy rules, as it is done in classical fuzzy control
approaches. An example of the type of queries considered is “find the matches
played in 2010 which had a high harshness level and had many goals scored”,
where high harshness level denotes an inferred fuzzy predicate.
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Fig. 2. Fuzzy partition

The principle of the approach we propose is as follows:

– one uses a fuzzy partition over the unit interval, associated with a list of
linguistic labels (very low, low, medium, and so on), see an example of such
a partition in Figure 2. These labels will be used in the conclusion parts of
the fuzzy rules and constitute the basis of the evaluation of the satisfaction
degree (in [0, 1]) of the inferred fuzzy predicates present in the query.

– one considers expert-defined fuzzy rules of the form:

if ((fouls is several) or (fouls is many))
and (penalties is average) and (disqualifications is average)
then harshness level is high.

if ((fouls is low) or (fouls is very low))
and (penalties is very low) and (disqualifications is very low)
then harshness level is very low.

– one computes the degree (in the unit interval) attached to the condition
involving an inferred fuzzy predicate by means of a fuzzy reasoner. This is
not exactly a “fuzzy controller” — see e.g. [13] — since there is no actual
feedback loop. However, the general inference principle, recalled hereafter, is
the same.

4.1 Reminder about Fuzzy Control

The following presentation of the general principle of a fuzzy controller is partly
drawn from [14]. Let the starting point be a conventional fuzzy controller for
temperature control with the temperature x as input and the actuating variable
y as controller output, given by the fuzzy rules

R′
1: if x is cold then y is big

R′
2: if x is hot then y is small.

The fuzzy terms cold, hot, big, and small are represented in Figure 3.
With a measured temperature xk at time t = tk the two fuzzy rules are

activated according to the membership degree of xk to the fuzzy sets cold and hot.
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The membership degree is equivalent to the value of the respective membership
function at x = xk. In the example of Figure 3, xk belongs more to the set hot
of the hot temperatures than to the set cold of the cold temperatures. Following
from that, rule R′

2 is more strongly activated than rule R′
1, and the output fuzzy

set small of the second rule gets a higher weighted in the overall fuzzy set. This
output fuzzy set of the entire controller is the set of all possible output values for
the input value xk, and it is computed by association of all differently activated
output fuzzy sets of all rules.

More formally, let us consider a set of rules of the form “if x is Ai then y is
Bi”. In the presence of the fact x = xk, one gets a set of partial conclusions of
the form (y is B′

i) such that

μB′
i
(y) = min(μAi(xk), μBi(y))

and the global fuzzy output (y is B) is such that

μB(y) = maxi μB′
i
(y).

Then, a single value value yk of this output fuzzy set has to be determined by
so-called defuzzification. This value will be the controller response to the input
value xk. The most commonly used defuzzification technique is the center-of-
gravity method, that means, the y coordinate of the center of gravity of the
fuzzy set is used as defuzzification result (see Figure 3).

Considering the transfer function of the entire controller, it can easily be seen,
that for any low temperature, that only belongs to the set cold, the controller
output is always the same, because for each low temperature only the output
set big is activated more or less while no other set is activated, and therefore
the defuzzification result is always the y coordinate of the center of the triangle

Fig. 3. Principle of a fuzzy controller



On Database Queries Involving Inferred Fuzzy Predicates 599

big. Analogously, the controller output for high temperatures is always the y
coordinate of the center of the triangle small . For all other temperatures in
between, that belong to the sets cold and hot more or less as well, the controller
output is always between big and small.

Summarized, the controller transfer function can be defined by a characteristic
curve as shown in Figure 3, although the curve between the supporting points is
not necessarily linear as in the figure. It depends on the shape of the fuzzy sets
and the defuzzification method.

In this example, we have considered only one fuzzy predicate in the antecedent
of a rule, but the principle may be straightforwardly generalized to the case
where the antecedent is a compound condition involving conjunctions and/or
disjunctions. Then, the degree of the antecedent is computed by interpreting
and and or by the triangular norms minimum and maximum respectively.

4.2 Computation of the Final Degree

In the database query context considered in this paper, the assessment of a tuple
t wrt a fuzzy query involving an inferred fuzzy predicate of the form “H level
is F” (where F is a fuzzy term) is as follows:

– one fires all of the rules which include the “virtual attribute” H level in
their conclusion,

– one aggregates the outputs of these rules and defuzzifies the result so as to
obtain the global output value h ∈ [0, 1],

– one computes the final degree μF (h) using the membership function associ-
ated with the fuzzy term F .

5 Implementation Aspects

This approach implies coupling a DBMS with a fuzzy inference engine, according
to the architecture sketched in Figure 4.

First, the SQLf query is compiled into a procedural program (called the “eval-
uator” hereafter) which scans the relation(s) involved. Let us assume that the
query involves a global satisfaction threshold α. For each tuple t, the evaluator:

– computes the degrees related to the “regular” fuzzy predicates (i.e., the non-
inferred ones) involved in the selection condition,

– sends a request (along with the tuple t itself) to the fuzzy reasoner if nec-
essary (i.e., in the presence of inferred fuzzy predicates in the selection con-
dition). For each inferred predicate ϕi of the form “Hi is Fi”, the fuzzy
reasoner
• selects the rules which have Hi in their conclusion,
• computes μϕi(t) according to the process described in Subsection 4.2,
• sends it back to the query evaluator, which

– computes the final degree attached to tuple t,
– discards tuple t if its degree is smaller than α,
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Fig. 4. Query processing strategy

In the case of a conjunctive selection condition involving both “regular” fuzzy
predicates and inferred ones, it is possible to use the so-called derivation method
proposed in [15] so as to avoid an exhaustive scan of the relation(s) concerned (a
derived Boolean selection condition is then derived from the part of the initial
fuzzy condition which does not include inferred predicates). Indeed, some con-
nections between the fuzzy preference criteria considered and Boolean conditions
make it possible to take advantage of the optimization mechanisms offered by
classical DBMSs so as to efficiently process fuzzy queries.

6 Conclusion

In this paper, we have proposed an approach to the modelling and handling of in-
ferred fuzzy predicates. These are predicates which may be used inside a database
preference queries, which do not refer to any attribute from the database, and
which cannot be easily defined in terms of a simple aggregation of other atomic
predicates. After pointing out the flaws of a previous approach from the lit-
erature, we have defined an interpretation model based on a fuzzy rule base
and the type of inference used in fuzzy controllers. The way such an inference
module may be coupled with a DBMS capable of handling fuzzy queries has
been described. An efficient processing technique based on the transformation
of (non-inferred) fuzzy predicates into Boolean conditions makes it possible to
expect a limited overhead in terms of performances.
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As to perspectives for future work, one obviously concerns experimentation.
The implementation of a prototype should make it possible to confirm the feasi-
bility of the approach and the fact that reasonable performances may be expected
from the evaluation strategy outlined in the present paper. The application of
the approach to spatial and temporal databases is also an interesting issue.
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Abstract. In this article, a new stochastic approach in form of memetic
algorithm for fuzzy clustering is presented. The proposed probabilistic
memetic algorithm based fuzzy clustering technique uses real-coded en-
coding of the cluster centres and two fuzzy clustering validity measures
to compute a priori probability for an objective function. Moreover, the
adaptive arithmetic recombination and opposite based local search tech-
niques are used to get better performance of the proposed algorithm
by exploring the search space more powerfully. The performance of the
proposed clustering algorithm has been compared with that of some
well-known existing clustering algorithms for four synthetic and two real
life data sets. Statistical significance test based on analysis of variance
(ANOVA) has been conducted to establish the statistical significance of
the superior performance of the proposed clustering algorithm. Matlab
version of the software is available at http://sysbio.icm.edu.pl/memetic.

Keywords: Stochastic optimization, memetic algorithm, fuzzy cluster-
ing, statistical significance test.

1 Introduction

During the past three decades, Memetic Algorithms have been intensively stud-
ied in various areas [16]. Memetic Algorithms (MAs) are metaheuristics designed
to find solutions from complex and difficult optimization problems. They are
Evolutionary Algorithms (EAs) that include a stage of individual optimization
or learning as part of their search strategy. In global optimization problems, evo-
lutionary algorithms may tend to get stuck in local minima, and the convergence-
rates of them are usually very low when there are numerous local optima. Thus,
MA keeps local search stage to avoid it. The inclusion of a local search stage
into the traditional evolutionary cycle of recombination-selection is a crucial
deviation from canonical EAs.

Clustering [7] is a popular unsupervised pattern classification technique that
partitions a set of n objects into K groups based on some similarity / dissim-
ilarity metric where the value of K may ormay not be known a priori. Unlike
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hard clustering, a fuzzy clustering algorithm produces a K × n membership
matrix U(X) = [uk,j ], k = 1,2,. . .,K and j = 1, 2,. . .,n where uk,j denotes the
membership degree of pattern xj to cluster Ck. For probabilistic nondegenerate
clustering 0 < uk,j < 1 and

∑K
k=1 uk,j = 1, 1 ≤ j ≤ n.

In our recent studies [11,10,12,15], we have seen that the fuzzy clustering
techniques are depending on the choice of cluster validity measures and the ex-
ploration capability of the search space. These two facts motivated us to present
a novel Probabilistic Memetic Algorithm based Fuzzy Clustering (PMAFC) tech-
nique that uses a priori probability of cluster validity measures to compute
objective function. Moreover, the exploration capability has been increased by
adaptive arithmetic recombination and opposite based local search techniques.
The superiority of the proposed method over differential evolution based fuzzy
clustering (DEFC) [11], genetic algorithm based fuzzy clustering (GAFC) [9],
simulated annealing based fuzzy clustering (SAFC) [2] and FCM [6] has been
demonstrated for four synthetic and two real life data sets. Also statistical sig-
nificance test has been performed to establish the superiority of the proposed
algorithm.

2 A Novel Probabilistic Memetic Algorithm Based Fuzzy
Clustering

The proposed Probabilistic Memetic Algorithm based Fuzzy Clustering (PMAFC)
technique has seven units to perform the fuzzy clustering. These units are de-
scribed in below.

2.1 Representation of String And Population Initialization

Here the strings are made up of real numbers which represent the coordinates of
the cluster centres. If string i encodes K cluster centres in d dimensional space
then its length l will be d×K. This process is repeated ∀ i = 1,2,. . .,NP of Si(t)
strings in the population, where NP is the size of the population and t is the
evolutionary clock (generation).

2.2 Computation of Objective Function

In PMAFC the objective function is associated with each string. The XB [17]
and Jm [6] are two cluster validity measures chosen because they provide a set of
alternate partitioning of the data. After computing XB and Jm for each string,
the objective function, called total a priori probability, is computed as follow.

Pi(t) =
N∑

k=1

NP∑
i=1

p(fk(Si(t))) (1)

where, N is the number of functions or cluster validity measures and

p(fk(Si(t))) =
value of fk(Si(t))
Total value of fj)

∀ k = 1, 2, . . . , N and i = 1, 2, . . . , NP (2)
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Hence, it is known that both XB and Jm measures are needed to be minimized
in order to get good clustering. Thus, the objective function Pi(t) has also been
minimized.

Begin
1. t = 0; /* evolutionary clock (generation) is set to NULL*/
2. Rndomly generated an Initial Population Si(t) ∀ i = 1,2,. . .,NP;
3. Compute fk(Si(t)) ∀ k=1,2,. . .,N and i = 1,2,. . .,NP;
4. Compute a priori probability p(fk(Si(t))) ∀ k=1,2,. . .,N and i = 1,2,. . .,NP;
5. Compute the total a priori probability Pi(t) =

∑N
j=1

∑NP
i=1 p(fk(Si(t)));

6. Set the GBest(t) by Si(t) where Pi(t) is least;
For t = 1 to MAX-GENERATION do
For i = 1 to NP do
7. Compute μr = Rand(0,1);

8. Mi(t) =

{
GBest(t) + Si(t) if exp−( 1

t
) < μr

Si(t) otherwise

9. Opposite based Local Serach for Mi(t), store the result in M∗
i (t);

10. Compute fk(Mi(t) and fk(M∗
i (t) ∀ k=1,2,. . .,N using Step 3 ;

End For
11. Combine all fk(Si(t)), fk(Mi(t)) and fk(M∗

i (t)), ∀ k=1,2,. . .,N and i = 1,2,. . .,NP, to
get fk(S∗

j (t)) ∀ k=1,2,. . .,N and j = 1,2,. . .,3NP;
12. Repeat Step 4 and Step 5 to compute a priori probability and total a priori probability

P ∗
j (t) ∀ j = 1,2,. . .,3NP;

13. Set the GBest(t+1) by S∗
j (t) where P ∗

j (t) < P ∗
j (t− 1);

14. Generate Si(t + 1), ∀ i = 1,2,. . .,NP, by selecting the best solutions are having lesser total
a priori probability in P ∗

j (t) where j = 1,2,. . .,3NP;
15. t = t+1;
End For

16. Return best s ∈ Si(t− 1) where i = 1,2,. . .,NP;
End

Fig. 1. Pseudocode Of PMAFC Algorithm

2.3 Recombination

Before the process of recombination, the best string of the current generation,
called GBest(t), is set by the solution that has least Pi(t). Thereafter, for each
Si(t), the adaptive arithmetic recombination is followed by Eqn. 3.

Mi(t) =
{
GBest(t) + Si(t) if exp−( 1

t ) < μr

Si(t) otherwise
(3)

The computation of offspring Mi(t) is governed by exp−( 1
t ). Note that as number

of generation increases the value of exp−( 1
t ) increases in the range between [0, 1]

which results in a higher probability to create new offspring at the initial stage
of generation by exploring the search space. Also the contribution of GBest to
the offspring decreases with generation because that has already pushed the trail
offspring to the global optimal. In Eqn. 3, μr is the recombination probability
and that generated by Rand(0, 1), a uniform random number generator with
outcome ∈ [0, 1].
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2.4 Opposite Based Local Search

To explore the search space faster to create more offsprings, the opposite based
local search is used. The concept of opposite point was introduced by Rahna-
mayana et. al. [13] and its defined as :

Definition. Let Mi(m1,m2, . . . ,md)(t) be a point in the d-dimensional space,
where m1,m2, . . . ,md ∈ R and mk ∈ [xk, yk] ∀ ∈ {1, 2, . . . , d}. The opposite
point of Mi(t) is defined by M∗

i (m∗
1,m

∗
2, . . . ,m

∗
d)(t) where:

m∗
1 = xk + yk −mi (4)

We used this definition for higher dimensional space to create more offspring
M∗

i (t) ∀ i = 1,2,. . .,NP. Thus, the used technique is given the name as opposite
based local search.

2.5 Other Processes

The generated current pool of offspring’s (Mi(t) and M∗
i (t)) are used to eval-

uate by fk(.) ∀ k=1,2,. . .,N and i = 1,2,. . .,NP. Thereafter, all solution strings
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Fig. 2. True scattered plot of four synthetic data sets (a) AD 5 2 250, (b) AD 4 3 400,
(c) Data 6 2 300, (d) Data 9 2 900
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Si(t) Mi(t), M∗
i (t) and of its corresponding function values fk(Si(t)), fk(Mi(t)),

fk(M∗
i (t)), ∀ k=1,2,. . .,N and i = 1,2,. . .,NP, are combined to create a new pool

of solutions S∗
j (t) and function values fk(S∗

j (t)) where j = 1,2,. . .,3NP. The cre-
ated fk(S∗

j (t)) is now used to compute the total a priori probability P ∗
j (t) as

described in Eqn. 1, ∀ k=1,2,. . .,N and i = 1,2,. . .,NP.

2.6 Selection

In the selection process, two operations have done. At first, the GBest is updated
by comparing least P ∗

j (t) and P ∗
j (t−1). Thereafter, the Si(t+1), ∀ i = 1,2,. . .,NP,

is generated by selecting the best solutions from S∗
j (t), ∀ j = 1,2,. . .,3NP, which

has least total a priori probability in P ∗
j (t).

2.7 Termination Criterion

All these units are executed for a fixed number of generation. The best string
seen up to the last generation provides the solution to the clustering problem.
The pseudocode of proposed algorithm is shown in Fig. 1.

3 Experimental Results

3.1 Synthetic Data Sets

AD 5 2 250: This dataset, used in [3], consists of 250 two dimensional data
points distributed over five spherically shaped clusters. The clusters present in
this data set are highly overlapping, each consisting of 50 data points. This data
set is shown in Fig. 2(a).

AD 4 3 400: This dataset, used in [3], is a three dimensional data set consist-
ing of 400 data points distributed over four squared clusters. This is shown in
Fig. 2(b).

Data 6 2 300: This dataset, used in [4], contains 300 data points distributed
over six clusters, as shown in Fig. 2(c).

Data 9 2 900: This dataset, used in [5], is a two dimensional data set consisting
of 900 points. The data set has nine classes. The data set is shown in Fig. 2(d).

3.2 Real Life Data Sets

Iris: This data consists of 150 patterns divided into three classes of Iris flowers
namely, Setosa, Virginia and Versicolor. The data is in four dimensional space
(sepal length, sepal width, petal length and petal width).

Cancer: It has 683 patterns in nine features (clump thickness, cell size uni-
formity, cell shape uniformity, marginal adhesion, single epithelial cell size, bare
nuclei, bland chromatin, normal nucleoli and mitoses), and two classes malignant
and benign. The two classes are known to be linearly inseparable.
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The real life data sets mentioned above were obtained from the UCI Machine
Learning Repository1.

3.3 Input Parameters And Performance Metric

The proposed algorithm is adaptive in nature. Thus, we only need to provide the
population size and number of generation and it is set to 20 and 100, respectively.
Input parameters for DEAFC, GAFC and SAFC algorithms are same as used in
[11,9,2]. The FCM algorithm is executed till it converges to the final solution. The
performance of the clustering methods are evaluated by measuring Minkowski
Score (MS) [8] and Silhouette Index (S(c)) [14].
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Fig. 3. Best scattered plot of four synthetic data sets (a) AD 5 2 250, (b) AD 4 3 400,
(c) Data 6 2 300, (d) Data 9 2 900 after performing PMAFC

3.4 Results

The PMAFC algorithm is applied for four synthetic and two real life data sets to
show the efficiency. Table 1 and Table 2 show the best performance of PMAFC al-
gorithm in comparison of other well-known clustering techniques. However, each
1 http://www.ics.uci.edu/∼ mlearn/MLRepository.html
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Table 1. Best MS and S(c) values over 20 runs of different algorithms for four synthetic
data sets

Algorithms AD 5 2 250 AD 4 3 400 Data 6 2 300 Data 9 2 900
MS S(c) MS S(c) MS S(c) MS S(c)

PMAFC 0.1803 0.7274 0.0000 0.8874 0.0000 0.9156 0.2004 0.7081
DEFC (XB) 0.2552 0.5817 0.1682 0.7531 0.1204 0.8417 0.4022 0.5604
DEFC (Jm) 0.2894 0.5463 0.1953 0.7202 0.1513 0.8104 0.3894 0.5937
GAFC (XB) 0.3147 0.5094 0.2171 0.6852 0.1864 0.7822 0.4591 0.5003
GAFC (Jm) 0.3329 0.4844 0.2447 0.6394 0.2104 0.7462 0.4432 0.5272
SAFC (XB) 0.3618 0.4483 0.2884 0.5875 0.2588 0.6864 0.4682 0.4407
SAFC (Jm) 0.3509 0.4372 0.3195 0.5404 0.2894 0.6505 0.4562 0.4822

FCM 0.3616 0.4174 0.3382 0.5173 0.3173 0.6227 0.5223 0.4053

Table 2. Best MS and S(c) values over 20 runs of different algorithms for two real life
data sets

Algorithms Iris Cancer
MS S(c) MS S(c)

PMAFC 0.1826 0.7108 0.0640 0.8284
DEFC (XB) 0.3546 0.4826 0.1804 0.6601
DEFC (Jm) 0.3794 0.4472 0.1659 0.6973
GAFC (XB) 0.3811 0.4226 0.2336 0.6001
GAFC (Jm) 0.4033 0.4092 0.2136 0.6482
SAFC (XB) 0.4219 0.3804 0.2781 0.5362
SAFC (Jm) 0.4407 0.3642 0.2592 0.5574

FCM 0.4603 0.3026 0.3214 0.5083

algorithm is evaluated by 20 consecutive runs. It is evident from the Table 1 and
Table 2 that the PMAFC performs much better in term of Minkowski Score and
Silhouette Index. For AD 4 3 400 and Data 6 2 300 data sets, PMAFC provides
most optimal MS values (0.0), that means it performs the clustering perfectly.
Similarly, for other data sets, it also shows better clustering results for both the
performance measures. Fig 3 shows the best scatter plot for four synthetic data
sets after performing PMAFC algorithm. By visual comparison of Fig 2 and
Fig 3, it is quite clear that the PAFC algorithm provides similar structure for
AD 4 3 400 and Data 6 2 300 data sets whereas others are almost similar with
true structures. Please note that, colors and symbols used to represent the struc-
ture of true and predicted clusters are different because the labeling of points
is different after applying the clustering method. However, their structures are
similar. The boxplot representation of all algorithms is shown by Fig 4.

3.5 Test for Statistical Significance

It is evident from Table 1 and Table 2 that the MS values over 20 runs obtained
by PMAFC algorithm is better compared to that obtained by other algorithms.
Moreover, it has been found that for all the data sets, PMAFC provides the best
MS values. In this article, we have used one way analysis of variance (ANOVA)
[1] at the 5% significance level to compare the mean MS values produced by
different algorithms in order to test the statistical significance of clustering so-
lutions. Eight groups have been created for each dataset corresponding to the 8
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Fig. 4. Boxplot of MS for different clustering algorithm on (a) AD 5 2 250, (b)
AD 4 3 400, (c) Data 6 2 300, (d) Data 9 2 900, (c) Iris (f) Cancer

algorithms viz., PMAFC, DEFC (XB), DEFC (Jm), GAFC (XB), GAFC (Jm),
SAFC (XB), SAFC (Jm) and FCM. Each group consists of MS values obtained
by 20 consecutive runs of the corresponding algorithm.

Table 3 shows the ANOVA test results for the six data sets used in this article.
As the size of each group is 20 and there are total 8 groups, hence the degree of
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Table 3. ANOVA test results for all the data sets comparing total 8 groups consisting
of MS index scores of 20 consecutive runs of the 8 algorithms, i.e., PMAFC, DEFC
(XB), DEFC (Jm), GAFC (XB), GAFC (Jm), SAFC (XB), SAFC (Jm) and FCM.

Data sets df F -critical F -statistic P -value

AD 5 2 250 103.8749 4.90668E-35
AD 4 3 400 222.9284 3.75138E-46

Data 6 2 300 158 2.1396 220.7108 5.28572E-46
Data 9 2 900 234.3181 6.77572E-47

Iris 172.1337 2.51864E-42
Cancer 141.2967 1.92075E-39

freedom (df) is 8 ×20 - 8 = 152. The critical value of F -statistic (The statistic
used for ANOVA test) is 2.1396. It appears from Table 3 that the F -values
are much greater than F -critical and the P -values are much smaller than 0.05
(5% significance level ). These are extremely strong evidences against the null
hypothesis which is therefore rejected for each dataset. This signifies that there
are some groups whose means are significantly different.

4 Conclusion

In this article, a probabilistic memetic algorithm based fuzzy clustering tech-
nique has been described. The developed algorithm used a priori probability of
cluster validity measures to compute the objective function. The cluster validity
measure XB and Jm are used to get the clusters which are compact and well
separable from each other. The exploration capability of the search space is in-
creased by adaptive arithmetic recombination and opposite based local search
techniques. The superiority of the proposed scheme has been demonstrated on
a number of synthetic and real life data sets. Also statistical significance test
has been conducted to judge the statistical significance of the clustering solu-
tions produced by different algorithms. In this regard results have been shown
quantitatively and visually.

Acknowledgment. This work was supported by the Polish Ministry of Edu-
cation and Science (grants N301 159735, N518 409238, and others).
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Abstract. Map-based visualization of different kinds of information, which 
can be geo-coded to a particular location, becomes more and more popular, as 
it is very well accepted and understood by end-users. However, a simple map 
interface is not enough if we aim to provide information about objects coming 
from vast and dynamic information spaces such as the Web or social networks 
are. In this paper, we propose a novel method for intelligent visualization of 
generic objects within a map interface called IntelliView, based on an 
extensive evaluation and ranking of objects including both content and 
collaborative-based approaches. We describe the method implementation in a 
web-based application called Present, which is aimed at recycling items in 
social networks together with an experiment aimed at evaluation of proposed 
approach.  

Keywords: social network, content filtering, map, personalization, 
visualization. 

1   Introduction and Related Work 

Intelligent presentation of data and information on the Web, including personalization 
is becoming crucial as the amount of available information increases in an incredible 
pace while the information is getting inter-connected in various different ways. It is 
becoming harder and harder to navigate in such a tangle of information resources of 
various kinds, origin and quality. 

Special kind of information, which is gaining popularity nowadays, is information 
coming from social networks. Visualization of social networks is often realized in a 
form of complicated graphs that are hard to read and navigate in. Other approach is to 
use text interfaces to provide information about events happening within a social 
network. Neither of these approaches can keep pace with dynamics of social network 
and does not scale well as the size of the social network grows as well as the amount 
of information within it. 

Most of the well-known approaches to social network visualization are not targeted 
at end-users, but rather on researchers or analysts, providing them with a quick 
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overview of a social network and means for further statistical analysis and 
sociological research [7]1. 

An example of a system, which is devoted to be used by end-users, is Viszter [2]. It 
visualizes a social network in a force-directed network layout. It focuses on using 
different visualization techniques to improve the navigation and search experience, 
but does not include any kind of content filtering or personalization, which would 
help to reduce the size of displayed network.  

We decided to tackle the issue by realizing an intelligent map interface support for 
social networks visualization. A map, forming a basis of the visualization is a well 
known concept providing a basic level of information space partitioning based on 
geographical location. Location is often basic attribute of people or things involved in 
the social network. Another important partitioning is obtained by intelligent 
evaluation of social network, which partition the whole graph into several layers of 
abstraction and thus preventing the information overload problem. 

There are many production-grade solutions based on map visualization, usually 
built on top of big online map services providers such as Google Maps or Microsoft 
Bing Maps. The system Geotracker [1] is interesting from our point of view, as it, 
apart from using the map interface to visualize geotagged RSS content, provides also 
a possibility to visualize development of the information space over time, which is 
similar to our idea of RealView described in this paper. Moreover, it contains basic 
user’s interests model mapped to content categories, which is used for the 
personalization of the presentation layer. 
In order to capture the dynamics of social networks, we also visualize important 
events and interactions. These are fully adapted to a user, to give him an overview of 
what happened since his last visit and to provide him with real-time updates as they 
happen. 

Every visualization method obviously aims at presenting the most relevant content 
for a particular user. In the case when there are too many objects, which cannot be 
presented efficiently all at the same time, the first step that has to be exploited in one 
way or another is the content filtering. The first filtering that our approach called 
IntelliView performs is on a basis of the currently visible region of the map. 
However, this is far away from being enough, as the extent of a visible map can and 
by experience contains more content (objects) that can be presented at a time. 

Because of this, our IntelliView makes another use of content filtering in a two-
step process: (i) object evaluation and (ii) content presentation (visualization). 

This paper is structured as follows. In first two sections we describe two basic 
steps of the proposed method for visualization: object evaluation (Section 3) and 
concept visualization (Section4). Section 5 is devoted to the evaluation of proposed 
method. Finally, we draw our conclusions. 

2   Object Evaluation 

The main issue of any kind of presentation-layer preprocessing is that if we want to 
get more accurate results, we need more data to collect and need to spend more time 

                                                           
1  The best-known tools for visualizing and analyzing social networks are UCINET 

(http://www.analytictech.com/ucinet/) and PAJEK (http://pajek.imfm.si/). 
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per object for its evaluation. If we are using a lengthy evaluation method in a real 
world (i.e. the Web) environment with many objects to evaluate, this can be a 
problem as the users are willing to wait only a very limited time for the site or 
application to respond and if it does not, the user most often gives up.  

An often used technique for overcoming the time problem is caching or pre-
computing. Caching can help users speed up their consequent requests and is most 
useful in an environment where users follow a use pattern or tend to repeat their use-
cases over a period of time. However, if there is large diversity in user behavior or the 
evaluation depends on time-varying parameters, the stored results become obsolete 
very quickly and the whole concept of caching fails. The technique of pre-computing 
has the same purpose and problems as caching with the difference that pre-computing 
is used for more complex computations that change even less often and their results 
are used for processing of each request. 

Because our method for intelligent visualization of generic objects within a map 
interface needs to work with large sets of objects and present only a small portion of 
them at a time, we need more complex and thus time consuming computations to 
perform on every object. However, due to the aforementioned problem of 
computation and response times, we were forced to move some portions of the 
process into pre-computations stage. 

Our object evaluation algorithm has both content-based and collaborative 
components. The final value for an object is assigned as follows: 

 

where co, cp and cc are constant coefficients that together sum up to one,  

• ko represents the index of general object significance,  
• kp is the index of personal object significance and  
• kc is the index of collaborative object significance.  

The first two indexes are computed on request basis as they are content-based and 
may change more swiftly while the third, collaborative index is pre-computed on 
daily basis as its nature is much less dynamic. 

2.1   General Object Significance 

General object significance component tells how significant an object is to a random 
user without considering any personalization. It is computed as a sum of three 
subcomponents: 

• Explicit feedback for the object coming from all system users. 
• Object's lifetime within the system, with a negative correlation to object's 

significance (older objects are less significant than more recent ones). 
• Category significance, assigned by an expert. 

The three given parameters are put together in an equation: 

 

The csup, ccat and ctim are coefficients that set the significance of single components 
and that sum up to one and determine the weight of aforementioned subcomponents 
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into the overall significance. The coefficients are set by a domain expert, but can be 
also discovered dynamically. In our representative implementation we started by 
manually estimating these coefficients according to the evaluation of a few 
representative test objects and subsequently these values were gradually fine-tuned 
dynamically and per-user by evaluating user’s behavior and interaction with objects 
within the system as mentioned. 

The equation also features a distribution function d that is an integral part of the 
content-based part of the evaluation algorithm. Its purpose is to distribute the outputs 
between zero and one in a way that the difference is most significant around the 
evaluated set’s median. The distribution function is given by the following equation: 

 

The equation takes besides the input value two more parameters, which are constant 
throughout one iteration on a set of objects. The median(X) is a median value of the 
set of object parameters and the value a defines how sharp will be the edge between 
relaxed parts of the function and the steep part. The difference is shown in Figure 1, 
where both have the median of 100, the function in Figure 1a has a=pi/2 and the 
function in Figure 1b has a=4pi. 

 
(a)                                                                              (b) 

Fig. 1. Distribution function with (a) a=pi/2, (b) a=4pi 

2.2   Personal Object Significance 

The purpose of the personal object significance value is to encourage objects that the 
user might have interest in. The equation is as follows: 

 

The ccat, ckword and csup are again coefficients of component significances that sum up 
to one. These coefficients can be set in a similar manner as in general object 
significance calculation and in our representative implementation we set them in the 
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selfsame way. The category rank is a number derived from an ordered set of the 
user’s N most popular categories.  

It is expressed as: 

 

The equation shows that the rank is determined by the category’s position in the 
ordered set. The set always stores N most popular categories, where N is chosen by 
the environment’s properties such as number of categories, number of users storage 
capacity and computation power, because these numbers need to be stored in a 
persistent storage and storing large number of categories for a large number of users 
would not be sustainable. The category’s position is determined by the user’s interest 
value that is raised every time user gives a positive implicit or explicit feedback to an 
object from that category while decreasing this value for all other categories. Once a 
category’s value for a given user drops below a set threshold value, it is removed 
from the ordered set and a new category that the user developed an interest in recently 
can be stored. If a category is not contained within the set, its rank for the given user 
will be zero. 

The top keyword rank works in a similar way to the category rank with the 
difference that it takes the top keyword contained within both object name, 
description, etc. and the table of top N keywords. 

2.3   Collaborative Object Significance 

Collaborative component of the evaluation function takes into account interests and 
activities not only of the user that the evaluation is meant for, but also users similar to 
him. Similar user is a fuser who has an interest in the same object categories and/or 
searches for the same keywords. As we are working with graph-like structures, we 
can take advantage of graph-based algorithms such as spreading activation [4], 
HITS [5] or PageRank [6] to find and rank similar and related users or objects. 

When we find such a user, we assume that objects of his interest might be of 
interest to the current user as well. The evaluation is done in a similar way as the 
previous two components taking into account the level of similarity of the two users 
and the trustfulness of the similar user given by his rating. 

3   Content Visualization 

Due to enormous number of objects to be displayed, IntelliView has to choose only a 
small subset of them in order to maintain a lucid view. To accomplish this, objects are 
sorted by priority – a number that comes from the object evaluation described in the 
section 2. Prioritization is reflected by the most common visualization techniques that 
can be found in Bing Maps, Google maps or in a well-known ESRI’s geographic 
information system (GIS) software products.  

With the list of objects sorted by priority, IntelliView aims to achieve the following 
basic goals: 
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• displaying as much information as possible, 
• displaying objects with higher priority first, 
• illustrating the density of objects, 
• maintaining a simple view.  

We proposed two main methods for displaying objects, each of them with its own 
pros and cons. First, probably the most intuitive, method is depicted in Figure 2. 
There we can see a personalized view of Central Europe. Despite such a large area 
there in Slovakia emerges the local collection for people affected by the earthquake in 
Haiti. This is because of extensive donation of items made there by the user, his 
friends in social networks and other local users within that location. This first method 
has shown to be more successful and attractive to users than the second one. 

In this method, objects are sorted and iterated over by their priority. For every 
object being iterated we check, whether there is or is not a collision with other 
objects, which are already displayed. If there is no collision, the object is displayed. If 
there is a collision, the object is considered to be displayed with less importance and 
in order not to overlay those already displayed (which have evidently higher priority), 
its size is reduced and opacity decreased. Ordered by importance, the objects are 
grouped into several levels of importance. Visually, displayed items differ based on 
the level, which they are included in.  

 

Fig. 2. Personalized visualization of IntelliView 

To maintain lucid view, object distribution is pushed to the last level, which is not 
displayed. Thus, visual differences among levels can be less significant. Presence of 
hidden items in the last level is represented by background color of appropriate 
topmost item. In this manner, density can be viewed as well. Advantage of this 
method is in accurate projection of item location, but considering priority order, items 
in higher levels can have lower priority than those in lower levels. 

The second method tries to achieve greater accuracy of displaying priority by 
dividing the whole viewport into a grid and considering items isolated, individually in 
each cell. Thus, each cell has its own representative, which is dominating in the center 
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of this cell. Items in lower levels of importance are displayed similarly as in preceding 
method around cell's representative. While having improved accuracy of priority 
order depiction, this method has also better performance in calculation following 
principles of divide and conquer.  

However, in this case, location of item cannot be determined due to an error caused 
by the centralization within cell. The goal of centralization is to avoid collision 
problems on neighboring cell's bounds. As a positive side effect, due to uniform 
distribution of items on the map, this view is symmetric and more readable, but it may 
appear a bit artificial because of that. Finally, we abandoned this method due to its 
unattractiveness for users. 

4   Real-time Visualization of Social Network Dynamics 

If we want the users to understand the dynamics of the information space, which is 
being visualized, we need to clearly present the (relevant) transitions between various 
states within the information space. The RealView algorithm processes actions that 
other users perform within the viewing area and displays them as animations on the 
map. 

The algorithm could just show all or at least majority of the actions, but it would 
not be practical for a couple of reasons. First of all with rising number of actions, the 
traffic increases as well. Second, the purpose of this dynamic view is to bring the user 
activity to encourage him to be active as well, but overwhelming him with animations 
would rather be counterproductive. That is why we implemented a filtering system, 
whose purpose is to select which actions will be delivered to the individual users.  

The decision process is time sensitive and is based on a modified version of the 
relevancy system that is used in IntelliView. The time sensitivity means that despite 
of not showing all of the actions in the viewing area, the algorithm still has to be 
aware of the rate at which the actions happen. When implementing the mentioned 
features, we cannot work in true real-time. The basic idea is to stack the animations in 
a list, putting a delay interval between them that reflects the activity rate.  

We briefly introduce two specific implementations of this concept. The first 
algorithm maintains an ordered list of actions and the number of actions from the last 
animation. Then every time a given number of actions are processed, it picks the first 
one and displays its animation.  

The ordering is performed in a following way:  

• when an action is intercepted, its relevancy value is calculated, 
• all actions with lower relevancy are dismissed from the list, 
• the processed action is added to the end of the list. 

 

This ensures that the first action in the list has always the highest relevancy and that 
we keep all consequent animations.  

The second algorithm is a simplification of the first one. It stores only one, most 
relevant action and the number of actions from the last animation. Then every time a 
given number of actions were processed it displays the stored animation. 
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5   Evaluation 

In order to evaluate our approach to intelligent information visualization, we 
developed a web-based system called Present, which aims to help preventing precious 
nature resources by supporting re-use of ordinary goods and items instead of their 
endless production (see Figure 3). This is done by providing people with efficient 
means for donating or lending items, which are functional, but not used any more, and 
on the other side for requesting such donations or lendings. 

 

Fig. 3. Present – introduction screen 

Present is strongly connected to existing social networks such as Facebook, which 
play a crucial role not only in spreading the information about the system to new 
users, but also in providing a continuous motivation to use the system. This is 
achieved also by posting automatic updates to user's wall including photos of things 
he has provided, things he has borrowed or lent, events he has done, etc. and regular 
updates with user statistics, social impact information and posts about successful 
stories. 

In addition to common statistics of the user activity, there are statistics provided by 
user geographical location. They include amount of welfare done in his location, 
statistics of users from his neighborhood and especially comparison with neighboring 
regions and countries. This indirectly leads to geo-competition and bigger interest in 
our system. 

In order to evaluate the proposed approach, we filled the Present with artificial 
testing data about people, their items, donations and borrowings. The instances, albeit 
being generated artificially, were not completely random. We employed genetic  
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Fig. 4. Opinions of participants on the items and actions visualization on the screen and 
navigation among them 

algorithm-like approach to perform crossovers between instances, so that a new 
instance would contain meaningful and credible attributes.  

This way we were able to generate 2.7 million of virtual users placed on a map by 
following population density on our Earth. The system was running smoothly on an 
average personal computer in the role of a server even with such a great number of 
objects to be processed and displayed, which proves that the solution can be deployed 
in real-world conditions. Moreover, the real-world deployment could take advantage 
of cloud computing to distribute and handle the load. 

Apart from basic evaluation of technical viability of the approach, we conducted a 
user-study with 25 volunteers, which were asked to use the system and provide us 
with feedback by filling-in a questionnaire. The majority of participants (76%) were 
attracted by the map interface immediately and 60% of them expressed that they were 
feeling comfortable when navigating on the map and found the layout of objects on 
the top of the map very well arranged (see Figure 4). 

6   Conclusion 

In this paper we presented a novel approach to visualization of large amounts of geo-
coded and dynamic information, which can be nowadays found in social networks. 
Social data are getting more and more interest, as the Social Web spreads outside the 
environment of the isolated "social" applications and becomes a ubiquitous part of the 
ordinary Web. Traditional web-based information systems must take this into account 
and incorporate intelligent approaches in order to provide their users with the most 
relevant results while prevent information overload. 

This is what we aimed at by our approach to information space visualization based 
on the intelligent map interface, which takes into account usage data of an individual 
as well as all users of system to determine user interests expressing what kind of 
content is relevant for the user and layout the content on the top of the map 
appropriately. 

We evaluated the approach on the web-based system Present, which was filled 
with non-trivial amount of data and evaluated within a user study. The results showed 
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that the chosen visualization paradigm combined with the intelligent processing 
behind it provides an efficient means for personalized navigation within vast 
information spaces. 
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Abstract. Unlike most approaches in the field of temporal expressions
annotation, we consider that temporal adverbials could be relevant units
from the point of view of Information Retrieval. We present here the
main principles of our semantic modeling approach to temporal adver-
bial units. It comprises two steps: functional modeling (using a small
number of basic operators) and referential modeling (using calendar in-
tervals). In order to establish relationships between calendar zones, our
approach takes into account not only the calendar values involved in ad-
verbial units but also the semantics of prepositional phrases involved in
these units. Through a first experiment, we show how Information Re-
trieval systems could benefit from indexing calendar expressions in texts,
defining relevance scores that combine keywords and temporal ranking
models.
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1 Introduction

In this paper, we present our semantic modeling approach to temporal adverbial
units, seen as relevant units both from the linguistic and the Information Re-
trieval point of view. Our application is based on the extraction and annotation
of temporal adverbials found in texts, for which we provide first what we call a
functional representation using a limited number of basic operators, followed by
a referential representation using calendar intervals. We first describe (section 2)
the context in which this research work took place. We then describe (section 3)
our modeling approach, by illustrating how to transform a functional represen-
tation of a calendar adverbial into its referential counterpart. If the functional
model is language dependant (in particular for the analysis of prepositions), the
referential model is language independent. It means that this approach can be
used in a multilingual system. Finally (section 4), we illustrate and discuss the
benefits of the processing chain we are developing through an experiment which
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consists in the implementation of a simple search engine showing the type of
results it is possible to obtain when combining thematic and calendar criteria in
a query.

2 State of the Art

The importance of processing temporal information in texts with natural lan-
guage processing techniques in order to upgrade applications in Information Re-
trieval (IR) is regularly emphazised. Among these applications, Question/ An-
swering systems, automatic summarization, search engines, and systems, either
embedded or not, that display information on visual timelines (see for example
[17]; [6], [3]) are mainly concerned.

Characterizing “temporal information” is in itself a challenge [13], both from
a descriptive point of view (what are the language units which express tempo-
ral information?), and from an analytical point of view (what are the levels of
representation and the computing strategies that need to be deployed in order
to apprehend the semantic category of time?)

In the field of IR, temporal information is generally apprehended as what
could assist in the resolution of a specific task: identifying the calendar anchors
of the situations (generally named “events”) described in texts, whether this task
is seen as the ultimate goal or as a preliminary step needed to calculate event
ordering. In the above-mentioned applications, linguistic expressions explicitly
referring to a calendar system (for instance the Gregorian calendar), generally
named “temporal expressions”, have in particular been extensively researched.
Moreover, in 2004, in the framework of Q/A systems, an evaluation task was or-
ganized, Time Expression Recognition and Normalization (TERN), exclusively
targetted at the issue of the recognition and normalization (i.e. calculation of
values with reference to a standard such as ISO) of this kind of expression. This
task was the starting point for the approach aiming to standardize the seman-
tic annotation of these expressions, the most popular propositions in this field
being TIMEX2 [10] and TIMEX3 [16]. This led to the elaboration of annotated
corpora such as ACE and TimeBank1 and several automatic systems dealing in
particular with the computing process of relative (deictic or anaphoric) temporal
expressions (see for example [11]; [1]; [15]).

Regardless of the difficulties such systems had to deal with, none of these ap-
proaches aimed at recognizing and annotating whole adverbial units as temporal
expressions. In fact, it is not the adverbial expressions which are annotated (see
TIMEX2 [10] and TIMEX3 [16]), but only their reference to a calendar sys-
tem. In the expression “in 1992”, for example, the preposition “in” is annotated
outside the tag <TIMEX3> by the tag <SIGNAL>. Whatever the underlying
linguistic theory, it follows that approaches based on this kind of scheme do not
take advantage of the different sorts of relations between temporal expressions
which can be revealed by the semantic analysis of prepositional phrases.
1 See corpora LDC2005T07 and LDC2006T06 for ACE; and LDC2006T08 for Time-

Bank in the LDC catalogue (http://www.ldc.upenn.edu).



624 D. Battistelli et al.

Our approach, in contrast (see section 3), aims to analyse and to formalize the
way in which the reference to time is expressed in the language by adverbial units.
Furthermore, this approach reveals a pertinent search mode for information that
depends on temporal criteria (see section 4). It is possible to express a query
such as “What happened at the beginning of the 80’s?”, since the system is able
to compute a relation between the expression “at the beginning of the 80’s” and
expressions found in texts such as “on January 10 1985” or “from January 10
1985”, leaving it up to the user (or to a dedicated system) to identify the events
connected with these temporal zones. This kind of approach belongs to the same
research trend as that which attempts to take advantage of annotated corpora,
such as the 2010 HCIR edition which tackles the issue of skimming through the
New York Times [4,14].

3 From Calendar Expressions to Calendar Intervals

The corner stone of this research project consists in describing the semantics
of temporal adverbials as decomposable units calling upon a compositional or
functional analysis and in providing a methodology to transform this functional
representation into its calendar counterpart. We consider Calendar Expressions,
which may have one of the following forms:

on January 10 1985
at the beginning of the 80’s
three months before the beginning of the 80’s
until three months before the beginning of the 80’s

3.1 Functional Representation

Except for the approach presented in [5], only a few research projects have
shown interest in describing the semantics of temporal adverbials as decom-
posable units calling upon a compositional interpretation of their significance.
This is the approach adopted here. Furthermore, a linguistic study has led us to
consider calendar adverbial units as a conjunction of operators interacting with
temporal references [7]. Thus our approach insists on how language refers to and
designates areas on a calendar2.

The functional representation of calendar expressions analyses them as a suc-
cession of operators operating on a Calendar Base (CB). The Calendar Base
is the calendar reference indicated by a calendar expression (calendar temporal
units, such as “the 17th century”, “June 6”, or time periods such as “decade”,
“month”, “hour”, for instance). Several operators are successively applied upon
the Calendar Base: (i) Pointing Operators (“last year”, “this month”), (ii) Zoom-
ing and Shifting Operators (“mid 80s”, “three months before”), and (iii) Zoning
Operators (“before”, “until”, “around”).

2 See [12] for a reasoned perspective about the pertinence of dealing with temporal
adverbials as basic units when analysing time in language.
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Each of those operators can express various semantic values that the func-
tional representation transcribes in a controlled tagset. These values provide
information on how temporal references can be interpreted and which trans-
formation procedures should be used to handle them in order to end up with
proper calendar intervals. The functional representation reflects the structure of
calendar expressions which (for unary instances) can be represented through the
following generic form:

OpZoning(OpZooming/Shifting(OpPointing(CB))

(1) Calendar bases are composed of cardinal and ordinal temporal units (minute,
hour, dayOfWeek, dayOfMonth, month, trimester, semester, year, etc.).
(2) Pointing operation: this operation specifies whether an expression is absolute
or relative. In accordance with traditional approaches, “absolute”expressions
which can be directly located in the calendar system (“in 2010”, “during the
70s”) are distinguished from “relative”expressions which require computation
to be anchored in the calendar system (“two years before”, “yesterday”). The
values of pointing operations also specify how to interpret “relative”calendar
expressions, distinguishing those which refer to another temporal reference given
by the text (anaphoric expressions such as “two days later”, “the next day”) and
those which refer to the time of the utterance situation (such as “tomorrow”or
“the past few months”). Absolute expressions are those which are built on a
complete calendar base, i.e. a well defined one.
(3) Shifting and zooming operation: the zooming operation encodes qualitative
focus shifts, for expressions such as “by the end of the month”or “in the early
nineties”. More precisely, the zooming operations are, ZoomID (identity) and:

(3.1) ZoomBegin (Zb)
(3.2) ZoomEnd (Ze)
(3.3) ZoomMiddle (Zm)

The expression “at the beginning of the 80s” would lead to the following
analysis3:

ZoningID(ZoomBegin(CB(decade: 1980)))

The possible values of the shifting operation describe a temporal shift that
operates on a calendar base, for expressions such as “two months before our cen-
tury”, or “next month”. The information specified is: (i) the shifting orientation
(is it backward or forward?); (ii) and, when necessary, the temporal granularity
of the shifting operation (day, month, etc.) and its quantity.

Shifting operations are:

(3.4) ShiftBefore Sb(v,−n)
(3.5) ShiftAfter Sa(v,+n)

For instance, the functional representation of the expression “two months after
the beginning of the year 1985” would be:
3 Where ZoningID is the identity zoning operator, see below.
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ZoningID((Shift(month,+2))(ZoomBegin(CB(year: 1985))))

For the expression “three months before the beginning of the 80’s”, it would
be:

ZoningID((Shift(month,-3))(ZoomBegin(CB(decade:1980))))

(4) Zoning operation: this operation specifies the semantics of units such as since,
until, before, after, around or during. Briefly, the functional analysis starts from
a calendar base definition that acts as a core reference, and progresses toward the
final zoning operation which specifies the calendar area that is finally designated
by the whole calendar expression. In the above examples we have already used
the identity operation (ZoningID). The other operations are:

(4.1) Be (before).
(4.2) Af (after).
(4.3) Un (until).
(4.4) Si (since).
(4.5) Binary operator Between

Thus, for the expression “until three months before the beginning of the 80’s”,
we get:

ZoningUntil ((Shift(month,-3))(ZoomBegin(CB(decade: 1980))))

And for “between the end of the year 2007 and the beginning of March 2009”:
BETWEEN( ZoningID(ZoomEnd(CB(year: 2007))),

ZoningID(ZoomBegin(CB(month: 3, year: 2009))) )

3.2 Referential Representation

Here we propose a referential representation of calendar expressions, in terms of
Calendar Intervals (CI).

Calendar Units. We take a finite set of units U = {u, v, w, ...}. For example:
{millennium, century, decade, year, month, day, . . .}. To each unit u is associ-
ated an infinite sequence:

S(u) = 〈. . . , u−n, . . . , u−1, u0, u1, . . . , um, . . .〉

S(u) describes the succession of dates according to a given unit. For example,
if u is the month, S(u) will be a sequence such as:
〈. . ., 2010-11, 2010-12, 2011-1, 2011-2, . . .〉

We also define an order relation4 between units: we say that unit u is smaller
than unit v, and we write u ≤ v. In this case we define a mapping fv→u such
that an ordered pair 〈vj , vk〉 is associated with each ui, in other words a pair
〈j, k〉 is associated with each i, such that:
4 In this paper we consider that this relation is a total order. In further work we will

treat the case of a partial order and will consider seasons, weeks, nights,....
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(i) j ≤ k
(ii) if i1 < i2, if fv→u(i1) = 〈j1, k1〉, if fv→u(i2) = 〈j2, k2〉, then k1 < j2
In particular, for each u, fu→u is such that:

∀i fu→u(i) = 〈i, i〉

This means that a corresponding interval in a smaller unit is associated to a
punctual date, and that temporal order is respected in the passage from one to
the other. For example, if v is the year and u is the day, we have:

fv→u(2010) = 〈2010-1-1, 2010-12-31〉

Calendar Intervals. A Calendar Interval (or CI) is given by an ordered pair
of elements taken from one of the sequences S(u): 〈ui, uj〉 (with i ≤ j). We can
also write: 〈i, j, u〉. Particular cases where i = −∞ ou j = +∞ will be admitted.

ui represents the date of the beginning, uj represents the date of the end and
u is the unit. For each CI 〈ui, uj〉 where the unit is u and for each v smaller than
u we can associate an equivalent CI: if fu→v(i) = 〈i1, j1〉, if fu→v(j) = 〈i2, j2〉,
then the equivalent CI is 〈vi1 , vj2〉. For example, to the CI 〈1995-3, 1996-5〉 we
can associate the equivalent CI 〈1995-3-1, 1996-5-31〉.

CI Associated to a Functional Expression. Given a functional expression,
we define a translation process, step by step, in a Calendar Interval.

(1) To each complete calendar base we associate a CI or, to be more precise, an
element ui, then, by application of fu→u, a CI 〈ui, ui〉. For example:

January 1985: 〈1985-1, 1985-1〉
January, 10 1985: 〈1985-1-10, 1985-1-10〉
The 80s: 〈198 , 198 〉

A functional expression is obtained by the successive application of operators
to a complete calendar base. Simultaneously, we apply operations to the CIs,
starting with the CI associated to the calendar base. This makes it possible to
associate a computed CI to each calendar expression.

(2) A pointing operator can give a complete calendar base if none exists at the
origin.

(3) Except for the identity, which produces no transformation, the zooming/
shifting operators give the following transformations:

(3.1) ZoomBegin (Zb): we define a coefficient τ (taken between 0 and 1).
This coefficient may depend on the expression: at the beginning, at dawn, in the
early beginning,.... It can also depend on the desired degree of precision. In the
following we will take τ = 0.25. To 〈ui, uj〉 we associated, for each unit v strictly
smaller than u, the CI:
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〈fu→v(i), fu→v(i) + (τ(fu→v(j)− fu→v(i) + 1)), v〉

Thanks to the ceiling function5, we always obtain integers. Consequently, the
result will be different depending on the unit taken into account. So, for at the
beginning of the 80’s, we obtain:

〈1980, 1982〉
〈1980-1, 1982-6〉
〈1980-1-1, 1982-7-2〉
(3.2) ZoomEnd (Ze): we use a coefficient τ ′ (which can be equal to τ). To

〈ui, uj〉 we associate, for each unit v strictly smaller than u, the CI:

〈fu→v(j)− (τ ′(fu→v(j)− fu→v(i) + 1)), fu→v(j), v〉

(3.3) ZoomMiddle (Zm): we define a new coefficient μ (taken between 0 and
1
2 ). To 〈ui, uj〉 we associate, for each unit v strictly smaller than u, the CI:
〈fu→v(i) + (μ(fu→v(j)− fu→v(i) + 1)), fu→v(j)−(μ(fu→v(j)− fu→v(i) + 1)), v〉

(3.4) ShiftBefore Sb(v,−n), where v is a unit of U smaller than u (or equal
to u). If fu→v(i) = 〈k, l〉, to 〈i, j, u〉 we associate the CI 〈k− n, k− n, v〉. So, for
three months before the beginning of the 80’s, we obtain: 〈1980-10, 1980-10〉.

(3.5) ShiftAfter SA(v,+n),where v is a unit of U smaller than u (or equal).
If fu→v(j) = 〈k, l〉, to 〈i, j, u〉 we associate the CI 〈l + n, l + n, v〉.

(4) Zoning operators produce transformations:
(4.1) Be (before). To 〈i, j, u〉, we associate 〈−∞, i− 1, u〉.
(4.2) Af (after). To 〈i, j, u〉, we associate 〈j + 1,+∞, u〉.
(4.3) Un (until). To 〈i, j, u〉, we associate 〈−∞, j, u〉.
So, for until three months before the beginning of the 80s, we obtain:
〈−∞, 1980-10〉
(4.4) Si (since). To 〈i, j, u〉, we associate 〈i,+∞, u〉.
(4.5) Binary operator Between. It applies to two CIs 〈i1, j1, u〉 and 〈i2, j2, v〉.

We consider w, the largest unit smaller than u and v. We assume that fu→w(j1) =
〈k1, l1〉, and that fv→w(i2) = 〈k2, l2〉. Thus we obtain: 〈l1 + 1, k2 − 1, w〉. For
example, in order to represent between the end of year 2007 and the beginning
of March 2009, we obtain: 〈2008-1-1, 2009-2-28〉.

Irrelevant Cases. There are some cases that the model does not attempt to
deal with. For example:

(4.6) Outside. This operator involves considering the union of CIs: to 〈i, j, u〉,
would be associated 〈−∞, i− 1, u〉 ∪ 〈j + 1,+∞, u〉.

Similarly, cases such as every Monday in January 2010 would be represented
by 4 CIs.

5 �x� designates ceiling(x).
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3.3 Toward a Heuristic to Calculate Calendar Expressions
Relevance

Based on the referential representation, the aim is to provide criteria to compute
similarity scores between calendar expressions and an end-user’s query contain-
ing calendar data. The ultimate goal of this Information Retrieval service is to
facilitate the exploration of text corpora content. While relationships between
time intervals as described by [2] allow comparisons of calendar expressions (by
testing inclusion, overlapping, etc.), they do not provide information on how to
rank calendar expressions by relevance, which is the core of our approach.

A weighting function, which combines the intersection between a potential
answer and the query and their temporal distance, has been used to compute a
final temporal relevance score. It is described in details in [8].

4 Experimentation

In a specific use case we are working on, the resources are part of a process that
adds metadata to texts in order to provide structured data for an Information
Retrieval system, which is parameterized to facilitate access to calendar infor-
mation. The experiment consists in a simple search engine capable of handling
complex calendar queries. Indexation and querying are based on Apache Lucene
software6. The processing chain is composed of several modules: (1) calendar
expression annotator, (2) calendar model transformation module, (3) interval re-
lations indexer and search module. The calendar expressions annotator module
[18] provides an annotated text that conforms to the functional model described
in section 3.1 (recall rate: 84.4%, precision rate: 95.2%7). At present, these re-
sources annotate texts in French. The calendar model transformation module
is a direct implementation of the transformation algorithm described in section
3.2.

Once calendar expressions have been transformed into their calendar interval
counterparts, it becomes possible to describe their relationships in term of rel-
evance. Indexing methodology enables thematic search criteria (keywords) and
temporal criteria to be combined, by aggregating relevance scores. Sentences
rather than entire documents are indexed, in order to display text segments con-
taining temporal expressions that answer a query, but also to ensure that the
distance between the calendar expression and the keywords searched, if found
in the text, is not too great. The requests submitted by users to the system are
annotated with the same annotation module that is used to annotate calendar
expressions in the indexed documents. The analysis of the query separates a set
of keywords (the thematic query) and the temporal query, expressed in natural
language.

For this first experiment, around 8.000 French articles from Wikipedia relating
to the history of France were annotated and indexed. Figure 1 is a screenshot of
6 http://lucene.apache.org/
7 At this stage of our development, only “absolute” expressions (which do not require

specific computation to be anchored in the calendar system) are taken into account.

 http://lucene.apache.org/
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Fig. 1. Experimental temporal-aware search engine screenshot

the results returned for the following query “peine de mort depuis la fin des annes
70” (“death penalty since the end of the 70s”). The top results are those whose
calendar expression is considered semantically similar to the query. We see that
the semantics of the calendar expressions both in the query and the indexed
documents has been properly interpreted, since the resulting expressions (“in
1977”, “on October 9, 1981”, “in 1981”, “on March 16, 1981”) match with the
period specified in the query. It is also important to note that the temporal
distance between the documents and the query affects the results ranking. The
results are ordered from most to least relevant (for each documents) considering
the period defined by the query. We are currently working on the specifications
of a protocol in order to evaluate the query system.

5 Conclusion

The processing chain described here aims to show how our principles could be
useful for systems that require temporal querying. Our application evaluates the
semantic distance/similarity between temporal expressions, in order to provide
the most relevant expressions to answer a temporal query. This work is comple-
mentary with other research projects, such as automatic feeding of timelines and
text navigation software [9]. The algorithm for temporal expressions ranking is
not only designed for search engines but can also be used in other tools that
involve Temporal Information Retrieval. With this aim in view, we are currently
working on a text navigation system designed to facilitate access to temporal
information in texts.
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Abstract. In order to acquire and share a better understanding of architectural 
changes, researchers face the challenge of modelling and representing events 
(cause and consequences) occurring in space and time, and for which assess-
ments of doubts are vital. This contribution introduces a visualisation designed 
to facilitate reasoning tasks, in which a focus view on evidence about what hap-
pens to artefact λ at time t is a complemented with a context view where suc-
cessive spatial configurations of neighbouring artefacts, durations of changes, 
and punctual events are correlated and tagged with uncertainty markers.  

1   Introduction 

Analysing, representing, cross-examining what is really known about transformations 
occurring during the lifetime of historic artefacts is a research topic where issues 
specific to historic sciences often meet models and formalisms developed in computer 
science. Although largely outnumbered by self-evident applications of computer 
graphics, fruitful knowledge representation-oriented research efforts do exist on the 
modelling of such spatial dynamics.  

But gaining insight (in the sense of [1]) into architectural changes is not only about 
circumscribing the relevant pieces of knowledge – i.e. abstracting relevant properties 
of the reality observed, and foreseeing possible processing. In historic sciences par-
ticularly, it is also basically about giving users means to shed a new light on their 
knowledge, to draw individual, self-achieved, maybe temporary conclusions – i.e. 
graphics as a discovery tool [2]. And indeed an effective way to support reasoning is 
to capitalize on the user’s capacity to use vision to think [3]. 

Now what do we here need to reason about? Architectural changes occur in space, 
and in time – analysing changes will mean handling both dimensions. Changes may 
have implications on the shape of an artefact or not, anyway the evidence is liable to 
be distributed in space/time slots. Of course, visual solutions that help distributing and 
analysing information in space exist, either in 2D or 3D [4]. In parallel, other visual 
solutions may help us to distribute events in time, using the basic timeline paradigm, 
or more sophisticated concepts [5][6]. But architectural changes do not occur in 
space, on one hand, and in time, on another hand. If we want graphics to help us  
perform reasoning tasks, we need them to combine a spatial representation and a 
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chronology representation1. So-called “time sliders” (nested inside 2D or 3D interac-
tive graphics) could be seen as an answer: they allow users to select a time slot and 
observe the corresponding spatial configuration. But what the user sees is one period 
at a time: in other words, a focus view. And beyond merely pointing out facts – arte-
fact λ changes at time t – amplifying cognition [7] about architectural changes implies 
a teleological approach through which we connect facts about an artefact to a context 
– previous and following changes, things that happen in the neighbourhood, events 
that occur during that same period of time, etc. Besides a focus view, we need a con-
text view where successive spatial configurations, durations of changes, punctual 
events, etc., are correlated. Finally, as usual in historic sciences, the evidence we base 
on is uncertain: efficient graphics should help visualising that uncertainty2.  

In previous contributions, we focused on modelling issues, starting from two ends: 
the spatial bias (modelling the lifetime of artefacts as chains linking version to one 
another, with identification/classification issues) and the temporal bias (modelling key 
moments in the evolution of artefacts and processes of transformation in a cause + 
consequence approach). As a result, we developed solutions ranging from knowledge 
visualisation to information systems where either spatial interfaces or timeline-like 
graphics helped visualise architectural changes [8][9]. But at the end of the day, al-
though our KR effort did integrate time and space, means to perform visual analysis 
privileged either time or space. In this research we present an experimental visualisa-
tion– called concentric time – designed according to four simple ideas: 

• a combination of spatial features and chronology allowing comparisons enforced 
within the eyespan [10], 

• an application of the context+focus principle, 
• a support for uncertainty assessment (fuzziness, impreciseness, lacks, etc), 
• a simple (in the sense of [11]) visualisation minimising the learning curve and the 

decoding effort, facilitating information discovery (including by a public of non-
experts).  

It is applied and evaluated on the market square in Krakow, Poland, a 200*200m 
urban space where 24 artefacts have been built, modified, and for most of them de-
stroyed, over a period of 750 years. Primarily designed as a visualisation, it also acts 
as an interface. Section 2 details where we start from. Section 3 presents the concen-
tric time visualisation itself. In section 4, its evaluation is discussed. Finally, in sec-
tions 5 and 6, we point out some of its limits, and further possible investigations.  

                                                           
1  Classic gothic cathedrals in Bourges or Chartres were built in some decades, starting from the 

end of the XIIth century. The construction of the gothic cathedral in Tours started at the same 
period, but lasted until the XVIth century. And it is precisely that difference in time that ex-
plains some of the differences in the shapes of these edifices, i.e. differences in space. 

2  The information can be imprecise to the extent that although an edifice λ did exist between 
time t1 and t2 in a given “area”, we cannot precisely position it inside this area. However, un-
localised e may have had an influence on others around. For instance, in our case study, an 
edifice called “Smatruz” (an open market hosting traders temporarily), localised “probably 
somewhere in the south west corner”, was destroyed in mid XVth century. Its function being 
still needed, it is apparently drifted to nearby “Sukiennice”, causing changes on this latter edi-
fice, i.e. no reasoning on “Sukiennice” without representing un-localised “Smatruz”. 
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2   Research Background 

Combining spatial information and a chronology inside one unique representation is 
far from being a new problem. In a way, it is a feature of Roman “ribbon maps“, 
where localities across the empire are connected through lines that mean travel dura-
tions, and not actual distances. Far before the “computer era”, XIXth century scien-
tists developed inventive and sometimes brilliant solutions like Minard’s “figurative 
maps”, to this day still regarded as exemplary [12]. John Snow’s analysis of the 1854 
London cholera epidemic, as masterly analysed by E.R Tufte [10], shows how reason-
ing both on time and space, in a casual manner, can been vital. Yet we today expect 
from graphics features that paper-based solutions cannot offer (updatability, interac-
tive browsing, interface capabilities, etc.). Let us still remember to counterbalance the 
natural verbosity and jumble-hungriness of computer-based solutions with the clarity 
of mind of the above mentioned precursors.  

In this section we briefly present some of the prominent solutions to combine space 
and time explicitly, at visualisation level. Our intent is not exhaustiveness – unreach-
able here (see for instance [4]) – but to say basically where we start from.  

Originating from geosciences for the former, from engineering sciences for the lat-
ter, GIS platforms and CAD tools can allow users to display at a given position p 
successive versions of an object using the “layer” concept (although this concept may 
take a different name depending on the actual software). And indeed, the layering of 
time-related info may be efficient in terms of information delivery. Each version of 
the object can correspond to a given time slot, and so the job is done – space and time 
are present. Well apparently the job is done, but apparently only: when giving a closer 
look time does not really exist here as such (with for instance vital parameters such as 
durations of changes not present). Versioning offers a focus view, not a context view: 
what you get to see are moments in an object’s evolution, hardly its whole history. A 
number of interesting research works introduce, at modelling level, ideas to help over-
coming weaknesses inherent to the abovementioned solutions, like [13]. Nevertheless, 
GIS-inspired solutions have found a wide audience among archaeologists, with a 
recurrent trend to try and implement “4D” information systems about the history of a 
site [14] [15]. But GIS and CAD tools are basically concerned with distributing things 
in space. Consequently, x and y axes of the representation are requisitioned for spatial 
data – and time has to manage with what is left.  Time geography may have started 
from the same observation – the z axis is here used to superimpose on a basic x,y 
cartography movements across a territory [16]. But the primary goal of time geogra-
phy is to record and represent movements occurring in space over short periods of 
time. In our case artefacts do not “move” (or rarely…): they just change, and over 
long periods of time. Time geography is a promising concept - its adequacy to repre-
sent architectural changes remains questionable. 

Widespread in information sciences, timelines, time bars, time charts are used to 
represent dates, periods, etc. A wide attention is notably put on the issue of visualising 
time-related phenomena in the field of information visualisation (see for instance [1], 
[10]). Such graphics do help reading a chronology, with events, durations, and possi-
bly uncertainty assessments. A number of generic solutions have been developed in 
the past years, with some convincing results like [17]. But because time is represented 
in space – typically with a line or a spiral - spatial features tend to be scattered here 
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and there, causing visual discomfort rather than helping to understand spatial changes. 
The chronographs experience [9] taught us that although a timeline-like visualisation 
does greatly enhance reasoning about architectural changes, it is not well suited to 
spatial reasoning.  

With computer implementations, interactive time sliders have been successfully in-
troduced in many research and/or communication works [8]. As mentioned before, 
time sliders allow users to choose time slots they are interested in, and investigate the 
corresponding spatial configuration. But paradoxically, time sliders are mainly effi-
cient in helping us to understand spatial changes. In fact, they are fundamentally a 
mean to browse through versions of objects using time as selection criteria, and in no 
way a context+focus visualisation. In a recent experiment we added to this time slider 
mechanism a visualisation of densities of changes: this context view however only 
focuses on time aspects – spatial changes remaining readable only one at a time.  

As alternative, visual metaphors can be proposed that link spatial changes and a 
chronology – T.Ohta presents some nice concepts in [19]. In previous works, we 
developed a 3D metaphor called Infosphere, and a 2D metaphor called “ladybug race” 
that were equally “enjoyable”. But neither the former (no durations, 3D navigation 
disconcerting for some users) nor the latter (no neighbourhood relations) did solve the 
problem. And so at the end of the day we are left with a number of solutions that 
correspond only in part to what we expect from a visualisation of dynamics of change. 

The concentric time visualisation can be seen as coming to an arrangement be-
tween some of these solutions. It capitalizes on basic, well-known, well understood 
representations (cartography, timelines). It differs from them by introducing a spe-
cific, context+focus, graphic combination of spatial features and chronology. It is 
designed to help researchers reconsider their knowledge and the doubts that travel 
with it, and puts space and time on equal terms. 

3   The Concentric Time Visualisation: Principles, Implementation 

To start with, let us introduce some of the terms that we will use in this section: 

• the evolution of an artefact is the time span separating its creation from its extinc-
tion (i.e. full physical removal, including of sub-structures, [9]); 

• morphological changes imply transformations of the artefact’s “shape”, 
• recurrent changes may concern upkeep, ownership, function, etc., 
• contours are simplified representations of an artefact’s plan, 
• uncertainty may concern the dating of events, the very existence of events, or the 

physical reality of an artefact. In all cases it is a consequence of the evidence we 
base on. It is represented in this experiment by a simplified lexical scale (known, 
uncertain, hypothetical). 

Figures below present the visualisation’s construction as a series of steps introducing 
spatial or temporal information - these steps should not be interpreted as “successive 
actions inside the construction procedure”. The left part of figures illustrates the idea, 
the right part what it looks like when applied to our real case (for enhanced readability 
of the paper output, original contrast and line thicknesses of the computer output are 
accentuated).  
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Fig. 1. A 2D map is displayed inside a red circle, showing simplified outlines of the artefacts 
under scrutiny. These contours are there to get an idea of where the artefacts were located, but 
they are not exact contours3. With no reasonable justification, an old map acts as a background. 

 

Fig. 2. Starting from the red circle (that stands for the current year - 2011), concentric circles 
represent a move towards the past. A circle is drawn for each decade (a) or century (b), except 
during the XXth century (this for readability purposes, considering very few changes occur then 
in our case study). The farer a circle is from the center, the older it is. 

                                                           
3  There are several good reasons to this choice: 
- A number of artefacts were built over another, older one – in other words at the same x,y 

position. Drawing contours one over the other would result in a good degree of visual pollu-
tion. Accordingly contours are represented in such a way as to minimise overlapping. 

-If we were to represent a given version of an artefact on loading of the system, we would have 
to privilege one version of an artefact over another – and there is no reason to do so. Further-
more, if we were to privilege version 1 for artefact λ and version 3 for artefact δ, we could 
end up with showing side by side edifices that never were there at the same moment. So that 
means we should rather select a given moment in history – well in that case we would just not 
see the whole set of contours since they never were all present at the same time. 

In short, showing approximate contours enhances readability, and avoids spatial or temporal 
inconsistency. 
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Fig. 3. Artefacts are connected to radial timelines (a, a’) that distributes events in time and 
recount changes through two graphic variables:  
- Four colours : yellow (periods of stability, no known change, f), blue (morphological change, 
including construction, k), red (recurrent change, d), grey (destruction, c, meaning here that no 
visible trace is left above the ground).  
- Shapes: differentiate long-lasting events (duration > year, represented by rectangles – I, e, k) 
from punctual events (duration < a year, represented by a circle - d, j). When the dating of a 
period is uncertain, coloured rectangles as well as circles are filled in white, and only outlined 
in colour (i, j). When the dating of a period is hypothetical, the outlined is dashed (e, g). When 
the very existence of an artefact is uncertain, the size of coloured rectangles is modified (half-
width, g).  
Visible on the right figure, an arc marks an artefact’s destruction (c). It is withdrawn from the 
representation when zooming in, in order to lower the overall graphic weight. Timelines for 
artefacts that remain up to now are continued up to the central circle (a’). Capitalizing on the 
graphics’ radial structure, dotted grey lines connect the timeline to a position on the central 
circle; white lines extend short timelines backwards in time (b).  

 

Fig. 4. All along the timeline, a new contour is drawn for each “blue” (morphological) trans-
formation. The contour is drawn either on the timeline or above/below the timeline (a point we 
re-discuss in the implementation section).  
Depending on what really happened, the actual geometry of the new contour may be left un-
changed from version to version (a - adding a new storey for instance does not change the 
artefact’s contour). However, the visualisation acts also an interface, each contour is connected 
to queries that are specific to it – allowing users to retrieve info (basic data, 2D/3D content, 
bibliography, etc.) about what really happened (this point is re-discussed in the perspective 
section). The timelines radiate around the central circle, but the contour’s orientation to the 
north is maintained whatever angle the timeline is drawn at. 
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Fig. 5. Finally, in order to allow basic spatial analysis, each of the contours can be projected 
inside the central circle on user selection. Because contours are drawn with a level of transpar-
ency, this mechanism enables user-monitored comparisons of contours at two levels:  
- Left, Neighbourhood analysis – in order to uncover the likelihood of event propagation - fires 
for instance, a plague at those periods.  
- Right, Transformation analysis – shows the density of use of the ground over time, or helps 
spotting the period of emergence of a given component, and check on neighbouring artefacts 
whether “there is room for the added component” at that moment in history. 
When contours are projected, the central circle’s content is simplified (background image is 
hidden as well as simplified contours) so as to avoid visual overload.  

The concentric time visualisation has been applied to the evolution of Krakow’s 
Main Square (24 artefacts, 79 “contours”, 391 “events” over 750 years). Although we 
already knew quite well this site, the visualisation did help us spot some interesting 
patterns - like an unexpected pattern of uncertainty on XIXth century destructions in 
the north-west corner. The following figures illustrate on two examples how the visu-
alization may support reasoning tasks.  

 

Fig. 6. Left, a focus view helps analysing causal relations between events and changes on 
neighbouring objects note parallel recurrent changes in both artefacts (red dots) independently 
of morphological changes. Right, a focus view allows comparisons of patterns between objects: 
compare densities of changes for (a) , (b) to this of (c) (a prison).  
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Fig. 7. Left, context view underlines features of the collection: for instance the proportion of 
remaining artefacts (a), 3 out of 24, and the impact of mid XIXth century destructions (b)  

The implementation is a fairly primitive one, combining two main levels: 

• Reusable components, composed of an RDBMS where information for each arte-
fact are stored (dating, sources, description of each of the artefact’s change) and of 
XML files (geometrical information for each version of an artefact. These compo-
nents, developed in previous experiments [8][9], were here only updated with some 
recent archaeological evidence. 

• The visualisation itself – an SVG file [18] produced on the fly4 for standard web 
browsers (Perl classes – architectural ontology – and modules developed in the 
abovementioned experiments), with user interactions monitored inside Javascript 
modules (zoom/Pan, show/hide, contour projection, queries, etc.). 

Finally, the visualisation also acts as an interface: specific menus are available either 
over contours or over events that allow the querying of various data sets (RDBMS, 
XML files, as well as static 3D models corresponding to each contour). 

4   Evaluation, Limitations, Perspectives 

The evaluation was carried out with a group of eleven students in mechanical engi-
neering (no background in architecture or historic architecture, no knowledge about 
the case study). Willingly, the session lasted less than 30 minutes, including the time 

                                                           
4  A puzzling problem was how to position contours along the timeline (across, above, below? – 

see Fig4.). No systematic solution appeared as satisfactory. For each contour we specify 
manually, inside a javascript “configuration” file, an x,y move from its “natural” position 
(which is the center of a blue rectangle / circle). The visualisation is dynamically written with 
“natural” positions, and an onload jscript event moves the contours according to the configu-
ration file. Contours can also be freely re-positioned by users (mouse dragging).  
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needed for us to present the visualisation’s objective and graphic codes. The visualisa-
tion was projected on a white screen; with zoom levels fitted to the various questions. 
Testers were asked 14 questions distributed into 5 groups (space reading, chronology, 
uncertainty, comparing/analysing individuals, correlating space and time). 

In the first three groups of questions we tested the visualisation’s readability: testers 
were asked to decode the visualisation and to write down “how long does transforma-
tion t lasts”, “which in this group of artefacts does not fit”, etc. Facing questions of the 
two last groups, testers had to do some reasoning with questions like “identify pattern 
p”, “can modification on artefact λ be related to events in the neighbourhood”, etc.  

Results show an error rate of 3%, mostly on readability questions. With such a low 
error rate, our questionnaire may be considered as not demanding enough. But answers 
were easy to give provided the visualisation was easily and unambiguously understood: 
and this is precisely what we were eager to verify. The evaluation does indicate the 
visualisation itself is almost self-evident, and moreover that some domain-specific no-
tions (levels of credibility or uncertainties in particular) were correctly grabbed by full 
beginners in the field. We make no other claim about the evaluation. What has to be 
said is that the visualisation is a result of the interpretation of more than 400 biblio-
graphic sources. Accordingly an evaluation that would allow comparing “reasoning 
from sources” and “reasoning with the visualisation” is far from being easy to build. But 
it is clear that we do not consider this evaluation as a definitive one. A number of issues 
remain open, for which future works will be needed: 

- Case-study bias. The spatial layout of artefacts considered is our case study is 
well suited to the visualisation (artefacts kept close to one another for instance). A 
more complex spatial configuration, with more artefacts, with artefacts scattered in a 
wider area, or with more complex overlapping, may result in less convincing visual 
results. Tests on other case studies should be considered. 

- Some additional features would definitely improve the visualisation’s usability: 
independent zooming on spatial/temporal data, multi-resolution and partial zooming 
on timelines for short events, alternative levels of details for contours, etc. Our objec-
tive was not to come out with a ready-to-use system, but to test a concept: it is possi-
ble that this concept may be better implemented with a different technical set.    

- In this experiment, only contours of artefacts are offered for users to carry out 
spatial analysis. Spatial analysis should be broadened to other 2D/3D characteristics. 

- What the visualisation really does is nothing more than placing time and space 
side by side, and having them interact. Whether a deeper integration would bring 
better results remains to be established. 

5   Conclusion 

We introduce a context+focus visualisation called concentric time aimed at summaris-
ing the journey through time of groups of artefacts. The visualisation can be used for 
research purposes, but was evaluated with as ulterior motive testing its usability for a 
wider public, with possible museology applications. It was designed in order to com-
bine inside a unique information space, spatial features and chronology, with as con-
straints uncertainty assessment, interface capabilities, and simplicity. The concentric 
time visualisation has been applied and evaluated on a case study, thanks to which we 
checked its support in carrying out reasoning tasks about architectural changes. Its 
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limitations are numerous: what were investigated here really are the possible benefits 
of the concept – no claim is made on a generic, ready to use, system. On the other 
hand, the concept appears as fairly generic: its usability beyond clarifying architec-
tural changes could be investigated (for instance in geoinformation). Providing mod-
els and visual tools to handle dynamics of change remains today a hot research topic: 
we view our contribution as demonstrating that besides facing sometimes complex 
knowledge modelling challenges, researchers in the field also face the challenging 
complexity of simple visual thinking. 
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Abstract. Locally asymptotic estimation is derived from telemetry data proc-
essing by means of topological nonlinear method of temporal localization. Con-
vergence for the function of topological instability at changing dimensionality 
is attained, and high reliability of diagnosis in a case of emergency caused by 
failure of equipment unit is proved. The essential reduction of computation time 
and required experimental data is also attained. Telemetry data are generated 
from computational modeling of the aerodynamic process within the restricted 
region of a spacecraft. The proposed method is shown to be useful for diagnosis 
of onboard equipment condition. 

1   Introduction 

The problem of timely detection of failures in onboard equipment of a spacecraft is a 
task of vital importance and plays a key role in successful arrangement of air flights 
and taking proper decisions in emergency situations. In this paper we show that this 
problem can be solved by telemetry signal processing using nonlinear dynamics algo-
rithm analysing the attractor of investigated process. In general, similar approaches to 
exploration of geoscience and telemetry data have been widely applied during past 
decades [1-2] because those provide essential information that can not be obtained 
using traditional spectral-correlation methods.  

But it is worth noting that computational complexity of nonlinear algorithms be-
ing applied for topological dynamics investigation makes these algorithms rather 
cumbersome from standpoint of their computer time and the quantity of required 
experimental data N [1, 3]. Therefore, the total time of observation and diagnosis 
process becomes rather long that may result in difficulties and even make impossible 
a prompt decision necessary in emergency situation. So, in this paper we develop the 
topological method based on temporal locality approach proposed in refs. [4-5] for 
overcoming such problems. In comparison with the most conventional methods of 
nonlinear analysis based on spatial localization [1-3], the developed method allows 
essential reduction of N and computation time as well as is insensible to growing m on 
these characteristics.  
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2   The Algorithm for Derivation of Locally Asymptotic Estimation 
of Topological Instability at Changing Dimensionality 

In this section we show that the study of the topological structure of the attractor of 
the system can be reduced to the analysis of investigated time series (TS), the ob-
tained asymptotic estimations of topological instability at increasing embedding di-
mension providing useful information about physical state of the process.  

Let us consider a synergetic process described by a system of d nonlinear differen-
tial equations with d kinetic variables. The method of delayed coordinates (affirmed 
mathematically by Takens [6]) for reconstruction of phase trajectories forming an 

attractor m
TR  is given by [1-3, 6, 7] 
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, mR  is an Euclidean phase space with a dimension m. According to this 

method, the phase space of the attractor can be reconstructed by a TS of only one 
kinetic variable.  
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The formula (2) can be obtained by partition of the initial TS into separate seg-
ments of length p and counting initial samples of those.  
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 At such consideration, the TS (excepting its initial samples), i.e. ,sη Ns ηη ,...,1+  is 

divided into separate segments such as ],...,,[ 11 −++ psss ηηη , 

],...,,[ 121 −++++ pspsps ηηη ,…, ],...,,[
1)()( Np

sNsp
sNs

ηηη
+++

,  where )1( )()( −= p
s

p
s NpN , and 

N 1+−s  is just the total number of samples involved by all segments. Calculation of 
the quantity of initial samples over all complete segments (i.e., with length p) yields 
the integer part in (2), and if the last segment is incomplete, then it provides the re-

lated fractional part. Evidently, )( p
sN  experiences a decrease with growth of s (at least 

once during its changing).  
As it was recently shown, rarefying on attractor points is reasonable for numeri-

cal simulation of fractal-topological analysis [1, 4, 5]. Otherwise, using points that are 
too close together in time leads to essential underestimates of the dimension, i.e. to 
aggravating accuracy of the topological analysis. So, we also implement temporal 
rarifying of phase trajectories for creating a subset of points with decorrelated com-
ponents resulting in essentially random distribution in the embedding space. It is 
attained by the approach that is realized in the most convenient way, namely we use 
only one sX  for numerical experiments. That is constructed using the sequence, and 

rarifying is determined with p=2. Denoting components of pΨ  for brevity as 

},,,{ )(21 p
pNp

ξξξ …=Ψ ,  we obtain that terms of relative partition sequence }{ )(m
jμ  

constructed by means of segmentation of difference-quadratic TS are defined analo-
gously [4, 5] as follows 
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Achievement of topological stabilization at sequential increase of embedding 

dimension of the attractor corresponds to the convergence of μZ
�

)(m  to a constant 

level (or a dependence close to linear). The value of the phase space dimension, at 
which the convergence takes place, is taken as the minimum embedding dimension of 
the attractor 0m , this value is an important characteristic of the system.  

The notion of topological instability is introduced analogously commonly used 
definition of instability of dynamical systems, i.e. when small deviation of kinetic 
variable can cause significant changes of its state [1], up to formation of new syner-
getic structures. The measure of topological instability (5) also shows the response of 
the attractor as a whole (determined by its topological structure [4, 5]) to minimal 

change of m
TR  embedding dimension. This response is estimated by relative changes 

of distances m
ijr  in m

TR  and reflects an average nonuniformity of }{ m
ijr  changes at 

enlarging dimension.  

As it is shown in [4, 5], μZ
�

)(m ≡ 0  in a case of ideal topological stabilization 

(ITS), when completely uniform change of distances takes place at enlarging dimen-

sionality, and μZ
�

 is just the asymptotic estimation of deviation from ITS. At the same 

time, normalization in a form of (6) reflects statistical indeterminacy at enlarging m 
because both numerator and denominator in (6) tend to zero at m ∞→ . Nevertheless, 
in this paper we prove numerically that this dependence provides useful information 

in a case of telemetry signal processing. Application of the derived μZ
�

)(m  allows us 

to reduce the study of the topological structure of the attractor of the system to the 
analysis of the investigated TS.  

3   The Scheme of Numerical Simulations of Aerodynamic 
Measurement for Onboard Equipment  

The basic scheme of aerodynamic processes modeling is shown in Fig.1 (a). It is 
just a typical example which allows us to create the working model of necessary air 
born craft devices [8-10].  The main elements of the onboard equipment are the ther-
mal control system, a heating unit and research unit. We consider, that in order to 
carry out properly conducted experiments on board, we must maintain the necessary 
conditions for the adjacent layer of air. Therefore, the model telemetry data were 
recorded near the middle of the six faces of the research unit. 

Modeling of the aerodynamic flow is performed by solving the Navier-Stokes 
equations, which in Cartesian-tensor notation [10] are as follows: 
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where t is time, ix  – Cartesian coordinate (i=1,2,3, as we solve 3D task), iu  – ab-

solute fluid velocity component in direction ix , p  – piezometric pressure, where p = 

mms xgp 0ρ−  ( sp  is a static pressure, 0ρ  is reference density, mg  are gravitational 

acceleration components and the mx  are coordinates related to a datum where 0ρ  is 

defined), ρ  - density, ijτ  - stress tensor components, is  - momentum source  

components. 
Since the system does not seem to have big flow rates and it has a little limited 

volume, we solved the problem in the case of laminar flow. In the case of laminar 
flow, stress tensor is described by the following expression: 
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where μ  is a molecular dynamic viscosity of the fluid. The rate of strain tensor is 

given by: 
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To account for heat transfer, we used the "Segregate Fluid Temperature Model" of 
thermal flow. In this case, the energy equation can be represented in the following 
integral form: 

∫∫∫∫∫∫ +⋅+⋅+⋅−=⋅+−+
VVAAA

gg
V
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dt
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ρρ   (10)

where E  is the total energy, H is the total enthalpy, ''q
G

 is the heat flux vector, T
G

 

is the viscous stress tensor, f
G

 is the body force vector representing the sum of all 

body forces, v
G

 is the velocity vector, and gv
G

 is the grid velocity vector (in our model 

is zero valued), s  contributes additional energy source terms. 
To construct the finite-element grid (Fig.1 (b)), we used the polyhedral cells, as 

they allow us to create high-quality geometry with a small number of cells (this al-
lows us to vary widely elementary volume near the small and large borders). We 
created a double layer of cells near the boundary of the type "wall" for better accuracy 
of the flow effects near boundaries.  

The main boundary conditions used to solve the problem are as follows: 

- the rate of flow produced by a fan - 2 (m/s); 
- temperature at the boundary thermoregulatory system - 223K; 
- temperature at the boundary of the heating element - 333K; 
- temperature initialization - 293K. 
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(a)  

(b) 

Fig. 1. (a) The general location scheme of constructive elements in the spacecraft:  1,2 – fans, 3 
– research unit, 4 - device creates an additional heating (heating element), 5 – thermoregulatory 
system. Red dots correspond to the location of the telemetry data sensor; (b) Generated finite-
element computational mesh. Double layer of cells on walls is present 

 

Fig. 2. The result of simulations: distribution of the temperature inside the working space 
spacecraft and streamlines for the velocity distribution 

In order to correctly solve the problem of telemetry data calculation, the time-
dependent regime of simulation is required (transient solver). However, this method 
of calculation significantly slows down the calculation. Therefore, to reduce the  
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computation time, we previously hold steady calculation problem, which later was 
used as the initialization data for transient mode of the solver. As virtual sensors, we 
used the six points near the boundary of the research module (Fig.1 (a)). The meas-
ured parameters were: pressure (P), velocity magnitude (Vm) and temperature (T) in a 
form of time series (TS). 

Using a computational model, we implemented a virtual simulated emergency 
situations on board spacecraft when failure of one of the fans took place. For each 
mode of operation of internal spacecraft equipment one can observe characteristic 
distribution temperature field and the characteristic structure of the streamlines (Fig.2) 
of the velocity field. The difference of states was also observed on the test telemetry 
data received from a virtual sensor. We used these features for the subsequent proc-
essing of the telemetry data, thereby solving the problem of classifying the state of the 
spacecraft.  

4   Numerical Simulations with Telemetry Data  

In the calculation of topological dependencies, the following additional normalization 
(for unification of scale magnitude) is used:  

)m(Y
�

=
)(Z

)m(Z

1μ

μ�

�

.   (11)

It should be noted that the obtained topological relationships (their form, extreme 
points, average characteristics of convergence and dispersion estimates) are important 
characteristics of the state of the investigated nonlinear process, these estimates de-
scribe its attractor and can not be obtained with traditional linear methods, nor only 
from visual estimation of TS. The integer values of convergence directly characterize 
the complexity of the process under investigation. The usefulness and advantage of 
obtained dependencies is shown below on the basis of telemetric data obtained 
through numerical simulations of measurement of the air pressure in the confined 
space of a satellite for various modes of operation of onboard equipment. The process 
of numerical generation of pressure TS is implemented using the software for model-
ing of aerodynamic processes on a base of methodology described in section 2, com-
mon length of generated TS ℑ  is 3000 samples, the first half of the string 1ℑ  corre-

sponds to the normal work of the two fans, while the second half 2ℑ  describes the 

process in a case of failure of the one.  
The calculated dependencies (11) are presented in Figs 3-4 (for normal operation 

of the two fans and in the case of a failure of one of them), they show the possibility 
of achieving convergence of the computational process at 0mm ≥  (similarly to study 

of fractal structure of a multidimensional attractor [1-3]). At the same time, the ob-
tained topological dependencies differ significantly for these two cases, and in the 
second case, one can observe a minor sensitivity of the form of the topological curve 
to preliminary difference signal processing, i.e. when we take the difference TS 
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Fig. 3. Original time series of pressure describing aerodynamic processes (a) and normalized 
function of topological instability (b, c) vs phase space dimension obtained during normal 
operation of the two fans. The use of pre-difference signal processing allows us to obtain a 
smoother curve (c).  

allows us to obtain additional information about the features of physical condition of 
the interior of the aircraft and provides an opportunity to implement timely detection 
of failure of the onboard equipment. The obtained numerical dependencies allow us to 
make conclusion that the simultaneous operation of two fans entails more complex 
aerodynamic process and formation of complex self-organization structures is possi-
ble that reflects in convergence at much larger values of the phase space dimension. 
This is in good coincidence with results of numerical simulations in section 2 where 
vortex structures in Fig 2 are evidently seen. The results for the modeling of meas-
urement at other points in space inside the area of the aircraft are also obtained, they 
have similar form and confirm our conclusions.  

Very urgent task for the rapid diagnosis of the functioning of onboard equipment in 
an automated way of data analysis by means of obtaining significant tags that would 
allow to implement the reliable and quick diagnosis, especially in cases of emergency. 
In this work, we propose for this purpose the value, which reflects the complexity of  
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Fig. 4. Original time series generated in modeling of air flows (a) and normalized function of 
topological instability (b, c) obtained in the case of failure of one of the fans. The use of pre-
difference signal processing are considerably DO NOT alter the shape of a topological curve 
(a), but reduces the level of the maximum. The level of convergence is much less than during 
normal operation of the two fans. The process is more periodic (a) and involves less complex 
dynamics.  

the process and the size of the topological instability region, it is just the width 
Y

W�  

of the topological curve (Figs 3-4) obtained at the level { })m(Ymax
m

�

2
1 . Evidently, 

Y
W�  determines also the level of dimension of phase space at which the convergence 

of the computational process to a quasi-linear dependence occurs.  
In order to confirm the validation of the derived estimation 

Y
W� , related calcula-

tions of it were carried out using topological curves obtained numerically from the 

following segments of the above TS ℑ : i = 0i +1, 0i +2, 10 −Δ+ Ni..., , where 

0i = (s-1)dm. In this paper, we still assume NΔ  = 1500, dm = 500, the parameter s 
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giving the shift of the initial segment of TS took successively the values 1, 2, 3, 4. 
The results of the numerical simulation yielded the following values: 15, 15, 15, 1, 
which shows a fairly high accuracy of estimation of the change in the state of the 
process in a case of failure of one of the fans.  

5   Conclusions 

Thus, in this work we show that the topological method based on temporal locality 
approach really provides a reliable estimation of the state of air born engineering that 
yields an opportunity to take a true decision in a case of emergency. This is imple-
mented by simulation of aerodynamic processes on a base of physical features of air 
flows within a restricted region of a spacecraft. The advantage in computer time fol-
lows from the fact that the applied method includes minimal quantity of computer 
operations due to temporal localization and requires short TS (in our experiments 
N=1500, while realization of Grassberger – Procaccia algorithm (GPA) requires 
N=12000 ÷  20000 in dependence on phase space dimension for proper calculation of 
probability dependencies characterizing a fractal structure [7]). For the algorithm 
developed in this paper, required quantity of experimental data N is constant for any 
m ∈  [1, maxm ] having linear growth only with enlarging maxm . At the same time, 

when using GPA the quantity N increases exponentially with growth of m region (see 
[1, 7] and references therein).  

It should be also noted that the proposed algorithm is more universal because it is 
suitable for both TS forming fractal structure and for that having essentially non-
fractal features that is very important in a case of real signal processing. Again, the 
method includes difference implementation in its structure that makes it useful in 
presence of noise because such difference operations provide decrease of noise level 
(both constant and periodic structure of noise influence). These advantages make this 
algorithm applicable for analysis of different technical systems including systems of 
thermal regulation whose modeling is considered in this paper.  
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Abstract. In this paper we present a vision-based algorithm for estimating the
absolute position of a lander, during the descent phase of a planetary exploration
mission. A precise position estimation is required in order to avoid obstacles or to
get close to scientifically interesting areas assessed on the basis of orbiter images.

Lander position is estimated with respect to visual landmarks on planetary
surface. The core of the algorithm is a novel technique for identifying candidate
landmarks using a local homogeneity analysis. This analysis can identify fast
homogeneity changes or wide-range texture similarities and exhibits a compu-
tational cost that is invariant with respect to the size of the window where the
measure is computed. Moreover, homogeneity analysis offers a way for simulta-
neously taking into account heterogeneous features.

The second contribution of this article is a general framework for position
estimation based on landmarks, encoded by means of SURF descriptors. The
relevance of the extracted features is increased in order to reduce the number of
superfluous keypoints.

1 Introduction

Increasing the level of spacecrafts or robots autonomy is essential for broadening the
reach of solar system exploration. A key motivation for developing autonomous navi-
gation systems based on computer vision is that communication latency and bandwidth
limitations severely constrain the ability of humans to control robots remotely.

A mission phase where autonomy is particularly important is Entry, Descent and
Landing (EDL). In EDL the reaction time for choosing the right landing point is under
a minute; then any interaction for an operator located on the earth is impossible.

Moreover, this phase may be particularly difficult because the scientifically interest-
ing sites, target of the mission, are frequently located near craters, ridges, fissures, and
other craggy geological formations. Then, to ensure a safe landing, the lander must au-
tonomously identify its absolute position and the target landing site in order to avoid
hazardous terrain.

Due to the lack of infrastructure such as global positioning system (GPS), past
robotic lander missions relayed on traditional devices such as inertial measurement unit
(IMU) and Doppler radar. The problem is that such equipments are quite imprecise (the
error may be of several kilometers), due to the combined effect of noise, biases, and
errors in initialization[4].
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For these reasons, most major space agencies agree on the need of developing
autonomous landing systems heavily relying on vision. Known landmarks over the sur-
face, such as craters, can be used, in vision-guided navigation systems, in order to esti-
mate lander position. In [1] an approach is proposed where the landmarks are craters.
The limitation is that there are sites where craters are not present. In such cases, a more
general landmarks type is required, such as SURF keypoints [9]. SURF belong to the
family of local features. All that is required to generate these features is a unique image
texture, while, differently from crater detection, a model of terrain shape is not required.
SURF keypoints can be reliably used to match images of different scale and orientation.

A pinpoint landing system, which uses local features as mapped landmarks to es-
timate the spacecraft global position, is proposed in [11]. A detector converts points
of interest, in the descent image and in the geo-referenced orbiter image, into feature
vectors (called descriptors), which later on are matched to each other. When the projec-
tions of at least four points with known global coordinates are detected in an image, an
estimate of the camera pose can be computed. A typical problem, affecting many meth-
ods for landmarks identification, is the large number of spurious keypoints extracted,
due to noise and false discontinuities. This dramatically increases the computational
complexity frequently trespassing the resources provided by the on board computer.

The novelty presented in this paper is a fast algorithm for pinpoint landing that uses
SURF keypoints as landmarks descriptors. Before SURF extraction, we perform a ter-
rain analysis in order to identify strong discontinuities (corresponding to craters, rock,
rim, etc.) and we limit SURF extraction to image regions corresponding to these visual
landmarks. Due to this innovative approach, the number of descriptors that need to be
extracted, stored and matched, dramatically decreases, significantly reducing the com-
putational complexity. The visual landmarks selection step is based on a novel method
for a multi-features analysis of the local homogeneity. This method computes the ho-
mogeneity of a specific feature over a local window and exhibits a computational com-
plexity that is invariant with respect to the window size.

Keeping the computational complexity low is crucial because time constraints are
a dominant requirement for EDL algorithms. In fact, the temporal window available
for spacecraft localization during the parachute stage (between the heat shield jettison
and powered descent), is limited to about 50 seconds. Although some algorithms can
be implemented on specialized hardware, such as FPGAs [3], meeting such temporal
requirements is made more difficult owing to the low computational power available
on the on-board computers. The proposed algorithm is fast enough to cope with those
constraints and has been proved to be effective with many different terrain conditions
and sun illuminations. The algorithm has been evaluated using images taken by a robotic
arm simulating the landing process on an accurate relief map of Mars.

2 Absolute Position Estimation Algorithm

Using SURF keypoints as landmarks, makes our algorithm applicable also for missions
where specific landmarks like craters are not present in the landing area. The key idea
exploited to tame the complexity consists in avoiding the extraction of descriptors in the
whole image. For this reason, an operator for landmarks selection is applied to mask
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Fig. 1. Overall system architecture for position estimation

the image regions not corresponding to real landmarks. Visual landmarks correspond
to discontinuities in the terrain surface. It is important to identify discontinuities in im-
ages that correspond to real changes in terrain morphology, while ignoring the others.
False discontinuities can be due to shadows (projected by rocks, craters or the lander it-
self) or noise introduced in the image acquisition process. Then, the landmark selection
is fundamental for reducing the vulnerability of SURF to false discontinuities. More-
over, reducing the number of extracted keypoints significantly decreases the memory
requirements and the computing time. The overall architecture of the positioning sys-
tem is presented in Figure 1. It consists of one off-line and one on-line part. In the
off-line part, the 2D image of the foreseen landing area is obtained from the orbiter im-
agery. Visual landmarks are then extracted in the image, using the approach that will be
presented in Section 2.1. A set of SURF signatures is defined for each of the extracted
landmarks. The initial 2D position of landmarks, their SURF signature, and their 3D
absolute co-ordinates on the surface are found in a database (keypoints database) stored
in the memory of the lander. During the descent phase the algorithm inputs are: the
keypoints database, the current image from the on-board camera (descent-image), and
an estimate of the lander altitude and attitude. The algorithm performs the following
steps:

(1) Descent-landmarks extraction and rectification: surface landmarks captured by
the spacecraft camera are detected. The descent-image is rectified to the scale of the
orbital image using a scale adjustment operator, which uses the altimeter information.
The use of an altimeter is not essential but clearly improves the quality of persistent
extracted landmarks.
(2) Potential candidate features extraction: a set of SURF features are extracted for
each candidate landmark. This set defines the signature for the corresponding landmark.
(3) Landmarks retrieval: The signatures of landmarks present in the descent image are
compared with pre-computed signatures stored in the database. A match is considered
correct if the distance between the signatures is smaller than a given threshold.
(4) Spacecraft Position Estimation: The spacecraft position is estimated using modern-
POSIT approach [7], given a set of matches between the landing image and the geo-
referenced image.
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Determining the 6 degrees of freedom pose (position and attitude) of a calibrated
camera from known correspondence between 3D points and their 2D image counter-
parts is a classical problem in computer vision. It is known as the n-point pose problem
or pose estimation. The solution of this well known problem is beyond the purpose of
this paper and will not be discussed. For a detailed explanation of how to estimate the
spacecraft position from a set of known landmarks, see [1,6,11].

2.1 Landmarks Extraction

The operator for landmarks extraction is based on a multi-cue approach. Firstly, a set
F = {f1 . . . fK} of significant features from the image is extracted. The majority of
Mars image databases contains grayscale images, therefore the choosen features are
magnitude and direction of the gradient, and pixel intesity. For each feature we compute
its local homogeneity Hf using a local approach that will be described in Sec. 3. Using
this approach we obtain a set of H-values, one for each feature.

The different H-values are then combined using their absolute weighted mean:

H =
∑

wfk |Hfk |
K

(1)

where 1 ≤ k ≤ K is the feature index and wfk is the associated weight. Negative
weights can be used to reduce the relevance of misleading discontinuities, like shadows.
In order to reduce the contribution of shadow areas we compute the homogeneity of
pixel intesity both on the whole image and in the darker areas only. The H values for
shadow areas will have a negative weight in Eq. (1) reducing the relevance of edges due
to shadows.

The image is then segmented, according to the homogeneity values, using a pyramid
based approach [2,10]. A schematic description of the process is given in Fig. 2.

3 Homogeneity Analysis

Different approaches to homogeneity analysis have been proposed by several authors
[8,12,5]. Homogeneity is largely related to the local information extracted from an im-
age and reflects how uniform a region is. It plays an important role in image segmenta-
tion since the result of a segmentation process is a set of several homogeneous regions.
For each pixel, homogeneity analysis is performed considering a region of size k × k
centered in pixel itself. The approaches presented in literature are typically time con-
suming and can be applied only by adopting small values for k. This means that only
very short range regularities can be identified. In our method, the complexity is linear
in the image size and remains constant for different values of k as we will demonstrate
in the following.

The basic idea is that each pixel in the image can be considered as a particle pc

centered in a window Wk×k (k = 2N + 1) that is subject to different attractive forces,
one for each other pixel in W . Let pi = (xi, yi)1 ≤ i ≤ k be a pixel belonging to W

and ϕi the value assumed by a generic feature Φ in that point. The force
−→
F i applied
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Fig. 2. Landmarks detection process: (A) original image (B) image enhanced; (B) feature ex-
traction; (C) calculus of feature gradients using local homogeneity; (D) combining individual
gradients according to Eq. (1)

to pc by each pixel pi is proportional to the difference between the values ϕi and ϕc,
assuming that all pixels have the same mass.

Considering a Cartesian coordinate system centered in pc, with axes parallel to image
axes, the direction of the vector can be denoted with θi defined as the angle between
the segment from pc to pi and the the x-axis. Then, for every pixel in the window it is
possible to calculate the components (fxi , fyi) of vector

−→
F i where:

fxi = (ϕi − ϕc) cos(θi) (2)

fyi = (ϕi − ϕc) sin(θi) (3)

Then, the force applied to pc is computed as:

−→
F c =

k2∑
i=1

−→
F i ∗m (4)

being m the mass of each pixel. Assuming that each pixel has unitary mass, expression
(4) can be rewritten as:

−→
F c =

k2∑
i=1

−→
F i (5)

The homogeneity Hc in pc is therefore defined as the norm of
−→
F c:

Hc = ‖−→F c‖ (6)

The resulting homogeneity values are normalized at the end of the analysis proce-
dure, and are optionally normalized in the interval [0, 255] in order to be represented as
a grayscale image. A pixel located in a region that is homogeneous with respect to the
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Fig. 3. The integral image can be used for computing multiple sums over arbitrary rectangular
regions in constant time. It can be computed efficiently in a single pass over the image. We can
define the algorithm recursively: SUM(x, y) = val(x, y)+SUM(x−1, y)+SUM(x, y−1)−
SUM(x−1, y−1) (a) The integral image, at location (x,y): SUM(x, y) =

∑
x′≤x,y′≤y(x′, y′).

(b) Using the integral image, the task of evaluating any rectangle can be accomplished in constant
time with four array references: sum(D) = sum(1) + sum(4)− sum(2)− sum(3).

feature Φ has a small value of H . On the other hand, a pixel located near a boundary
between two regions characterized by different values of Φ shows a large value of H . A
conceptually similar approach is presented in [8]. The problem in this kind of approach
is the complexity that tends to be quadratic for large values of k.

A good approximation is obtained by subdividing the windowW into a finite number
Q of rectangular super-pixel Pq(1 ≤ q ≤ Q) and by approximating the value ϕi over
Pq with its mean value. Let Aq be the number of pixels in Pq , we can write:

ϕPq =
1
Aq

∑
i∈Pq

ϕi (7)

As it will be explained further in Fig. 3, the mean value over a finite rectangular
sub-region of the image can be computed in constant time, given the integral image of
I. Under this approximation, the mass of each super-pixel Pq is given by Aq , whereas
the angle θi is defined as the angle between the x-axis and the segment from pc to pm,
being pm the centroid of Pq . Different super-pixel morphologies can be adopted. In
Fig. 4(a) it is presented the chosen one, where four super-pixels of equal size, partially
overlapping, are defined. Using this approach θq = π

4 (2q − 1) being q ∈ {1, 2, 3, 4}
the super-pixel number, in counterclockwise order. Based on these assumptions Eq. (4)
can be rewritten as: −→

F c =
∑

q∈{1,2,3,4}

−−→
FPq ∗m (8)

According to Eq. (2) and (3), we have
−→
F Pq = (fxq , fyq ), where:

fxq = (ϕPq − ϕc) cos(θq) (9)

fyq = (ϕPq − ϕc) sin(θq) (10)

In the adopted subdivision all super-pixels have the same size and morphology. There-
fore, we can ignore the mass value, setting m = 1 in Eq. (8).
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Fig. 4. Comparison of pixel versus super-pixel approach to homogeneity analysis. By increasing
the window size, wide-range texture homogeneities are captured. (a) Super-pixels decomposition
of window W . (b) CPU-time for computing homogeneity by using both approaches on the same
image. The diagram reports seconds of CPU-time versus the local window size. (c) Original
image. (d) Pixel approach [k=3]. (e) Super-Pixel approach [k=3]. (f) Pixel approach [k=21]. (g)
Super-Pixelapproach [k=21]. The use of Super-Pixel doesn’t affect the quality of the results.

It is evident that the homogeneity value strongly depends on the window size. By
using small windows, local noise on the value of ϕ is reflected on the value of H ,
producing dishomogeneous areas. Employing a larger window increases the smoothing
effect, and H becomes less sensitive to noise. However, smoothing the local area could
hide some abrupt changes in the local region, which should be preserved. We adopted
a window of size k = 5 for computing homogeneity over gradient magnitude and pixel
intensity, and a window of size k = 25 for gradient direction.

In order to clarify the validity of the proposed approximation, we report, in Fig.
4, a comparison of pixel versus super-pixel approach to homogeneity analysis. In the
proposed example, the evaluated feature is the intensity value of each pixel. The results
are approximatively identical in both approaches, making the use of super-pixel fully
suitable for homogeneity analysis. Increasing the local window size allows to smooth
out the changes in intensity due to the texture. Homogeneity is a kind of gradient and
can be used also for edge detection purposes. It is evident that increasing the window
size allows to capture the most significant edges in the image.

Figure 4(b) reports the CPU-time for homogeneity analysis in both approaches. Ho-
mogeneity over intensity has been computed on a grayscale image of size 800× 1231.
The local window has a size ranging from k = 3 to k = 45 with a step of 2. As
reported in the graph, the computational time for the super-pixel approach remains con-
stant (∼ 0.36sec. on an intel core i7 @2.66Ghz) while the pixel approach ranges from
∼ 0.54sec. for k = 3 to ∼ 161.72sec. for k = 45.
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4 Algorithm Evaluation

We tested our algorithm on a simulated landing scenario and on Mars images obtained
by the Mars Global Surveyor (MGS) database. In both scenarios we evaluated its capa-
bility of recognizing the right target landing site as well as the reduction in the number
of keypoints that are extracted.

4.1 Simulated Landing Scenario

The simulated landing scenario has been reconstructed inside a laboratory of Thales
Alenia Space, by using a precise relief map and a variable Led color illumination sys-
tem. A camera located on a robotic arm collected images simulating the visual input
during a landing episode on Mars surface. The precision relief map is composed by
nine panels of 300 x 300 mm, with a max height of 150 mm each. This relief has been
realized by means of a particular 3D printer and is characterized by a precision that is
better than 0.1 mm.

Two kinds of experiments have been performed. In the first one, two sets of 30 im-
ages corresponding to different landing trajectories (landing images) have been col-
lected and compared to a database of 5 non-overlapping reference images. Each ref-
erence image corresponds to a different region in the map. The reference images have
been taken without activating the LED color illumination system. On the contrary, the
two sets of landing images have been acquired under different illumination conditions.
For each landing image the system tries to identify the correct reference image. The task
is performed with, and without, the landmark selection operator enabled. A landing im-
age is assigned to the reference image having the maximum number of corresponding
keypoints.

In Table 1(a) the main results for experiment 1 are summarized. The first row reports
the global classification accuracy (C.A.). The second row reports the average number of
extracted keypoints (k) for both approaches. Finally, it is reported the average value of
the ratio between the number of true correspondences which have been found, and the
total number of keypoints (k-ratio ). The true correspondences have been evaluated by
using the RANSAC algorithm [13]. It is evident that the drastic reduction in keypoints
number doesn’t affect the classification accuracy.

In the second experiment the robotic arm has performed a complex trajectory over
the map simulating a spacecraft flying over the scenario. The same trajectory has been
repeated 5 times and each time a sequence of 20 photographs has been taken. Camera
position was always the same for the i-th photo of every sequence and the only differ-
ence was due to a change in the direction of the illumination. The illumination angles
characterizing the 5 series are: 0°, 90°, 180°, 225°, 315°. We have compared all the
images in the first series with the corresponding images in the other series and then
computed the k-ratio.

The aim of the experiment is to analyse the number of spurious keypoints that are
avoided by using the landmark extraction operator. The i-th photo of every sequence
always presents an identical landscape and the only differences are due to the change
in illumination. The strong increase in the k-ratio puts in evidence how the adoption
of the operator for landmark selection principally affects only spurious keypoints. The
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Table 1. Performances on simulated landing scenario

(a) LE-disabled LE-enabled (b) LE-disabled LE-enabled
C.A. 0.94% 0.92% C.A. 0.96% 0.94%
k 394 257 k 417 206

k-ratio 0.343 0.377 k-ratio 0.23 0.31

Fig. 5. Target sites are correctly identified in the reference image

results are summarized in Table 1(b). We presented also the average number of extracted
keypoints and the classification accuracy with respect to the reference images used in
the first experiment.

4.2 Analysis on Mars Images

We also evaluated the algorithm on real images using Mars Orbiter Camera (MOC)
pictures, acquired by NASA’s Mars Global Surveyor (MGS) orbiter. MOC consists of
a narrow angle system that provides grayscale high resolution views of the planet’s sur-
face (1.5 to 12 meters/pixel), and a wide angle camera (200 to 300 meters/pixel). For
each kind of camera we selected 10 pair of images. Each pair covers the same region but
the two images have been acquired at different time. We used the first image of each
pair as a reference frame. From the second image we extracted three different target
sites (usually 10 or more time smaller than the reference frame). The system always
succeeded in identifying the target sites in the reference frame, both with landmark se-
lection operator enabled or disabled (Fig. 5). Enabling the landmark operator reduced
the number of extracted (and stored!) keypoints of, approximately, 35% . The analysis
time is reduced, indicatively, of 10%. Besides, the proposed approach has the advan-
tage of making SURF keypoints less sensitive to the hessian value, i.e. the threshold
used for accepting or rejecting new keypoints. With a too high threshold the number
of extracted keypoints could increase dramatically. Reducing the image area on which
they are extracted avoid that, in presence of a low thresold, their number can increase
too much.
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5 Conclusions

We presented a novel application for real-time landmark detection based on SURF de-
scriptors and local homogeneity analysis. The presented approach limits the SURF ex-
traction process to those discontinuities more likely corresponding to real changes in
terrain morphology. Therefore, the number of SURF keypoints, which need to be ex-
tracted, stored and matched, is strongly reduced. The core of the application is a novel
algorithm for local homogeneity analysis characterized by a computational complexity
that is invariant with respect to the size of the local window used for computing it.
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Abstract. This paper describes a nonlinear Model Predictive Control
(MPC) algorithm based on a neural Wiener model. The model is lin-
earised on-line along the predicted trajectory. Thanks to linearisation,
the algorithm is computationally efficient since the control policy is cal-
culated on-line from a series of quadratic programming problems. For
a nonlinear system for which the linear MPC approach is inefficient and
the MPC algorithm with approximate linearisation is inaccurate, it is
demonstrated that the described algorithm gives control quality practi-
cally the same as the MPC approach with on-line nonlinear optimisation.

Keywords: Process control, Model Predictive Control, Wiener systems,
neural networks, optimisation, soft computing.

1 Introduction

In Model Predictive Control (MPC) algorithms a dynamic model of the process
is used on-line to predict its future behavior and to optimise the future control
policy [7,13]. In comparison with other control techniques, they have a few im-
portant advantages. First of all, constraints can be easily imposed on process
inputs (manipulated variables) and outputs (controlled variables). Furthermore,
they can be efficiently used for multivariable processes and for processes with
difficult dynamic properties (e.g. with significant time-delays). In consequence,
MPC algorithms have been successfully used for years in numerous advanced
applications, ranging from chemical engineering to aerospace [12].

The simplest MPC algorithms use for prediction linear models. Unfortunately,
for nonlinear systems such an approach may result is low quality of control. In
such cases nonlinear MPC algorithms based on nonlinear models must be used
[9,13]. Because neural models offer excellent approximation accuracy and have a
moderate number of parameters, they can be efficiently used in nonlinear MPC
[6,10,13]. The classical neural network is entirely a black-box model. It means
that its structure has nothing to do with the technological nature of the process
and its parameters have no physical interpretation. A viable alternative is a
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block-oriented model which consists of separate dynamic and steady-state parts.
In particular, the neural Wiener model, in which the nonlinear neural steady-
state part follows the linear dynamic part can be efficiently used for modelling,
fault detection and control of technological processes, e.g. chemical reactors, heat
exchangers, distillation columns, separation processes and evaporators [3].

This paper details a nonlinear MPC algorithm based on the neural Wiener
model. The model is iteratively linearised on-line along the predicted trajectory.
Unlike existing MPC approaches in which an inverse steady-state model is used
to compensate for the nonlinear part of the Wiener model, e.g. [1,5,8,11], the
presented algorithm does not need the inverse model. The algorithm is compu-
tationally efficient because the control policy is calculated on-line from a series
of quadratic programming problems. It is demonstrated that the described al-
gorithm gives control quality practically the same as the MPC approach with
on-line nonlinear optimisation. The considered process is significantly nonlinear,
the inverse of its steady-state part does not exist. The classical linear MPC algo-
rithm is slow, the MPC algorithm with approximate linearisation [4] (in which
the linear dynamic part is simply multiplied by a gain derived from the nonlinear
steady-state part for the current operating point) gives unwanted oscillations.

2 Model Predictive Control Algorithms

In MPC algorithms [7,13] at each consecutive sampling instant k, k = 0, 1, 2, . . .,
a set of future control increments

,u(k) = [,u(k|k) ,u(k + 1|k) . . .,u(k + Nu − 1|k)]T (1)

is calculated. It is assumed that ,u(k + p|k) = 0 for p ≥ Nu, where Nu is the
control horizon. The objective is to minimise differences between the reference
trajectory yref(k + p|k) and predicted values of the output ŷ(k + p|k) over the
prediction horizon N ≥ Nu. Constraints are usually imposed on input and output
variables. Future control increments (1) are determined from the following MPC
optimisation task (hard output constraints are used for simplicity)

min
�u(k)

{
N∑

p=1

(yref(k + p|k)− ŷ(k + p|k))2 + λ

Nu−1∑
p=0

(,u(k + p|k))2
}

subject to
umin ≤ u(k + p|k) ≤ umax, p = 0, . . . , Nu − 1
−,umax ≤ ,u(k + p|k) ≤ ,umax, p = 0, . . . , Nu − 1
ymin ≤ ŷ(k + p|k) ≤ ymax, p = 1, . . . , N

(2)

Only the first element of the determined sequence (1) is applied to the process,
i.e. u(k) = ,u(k|k) + u(k − 1). At the next sampling instant, k + 1, the output
measurement is updated, the prediction is shifted one step forward and the whole
procedure is repeated.
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Fig. 1. The structure of the neural Wiener model

3 Neural Wiener Models

Predicted values of the output variable, ŷ(k + p|k), over the prediction horizon
are calculated using the neural Wiener model depicted in Fig. 1. It consists of
a linear dynamic part in series with a nonlinear steady-state part, x(k) denotes
an auxiliary signal. The linear part is described by the difference equation

A(q−1)x(k) = B(q−1)u(k) (3)

where polynomials are

A(q−1) = 1 + a1q
−1 + . . . + anAq

−nA

B(q−1) = bτq
−τ + . . . + bnBq

−nB

The backward shift operator is denoted by q−1, integers nA, nB, τ define the
order of dynamics, τ ≤ nB. The output of the dynamic part is

x(k) =
nB∑
l=τ

blu(k − l)−
nA∑
l=1

alx(k − l) (4)

The nonlinear steady-state part of the model is described by the equation

y(k) = g(x(k))

where the function g : R→ R is represented by the MultiLayer Perceptron (MLP)
feedforward neural network with one hidden layer [2]. The network has one input,
K nonlinear hidden nodes and one linear output. Its output is

y(k) = w2
0 +

K∑
i=1

w2
i ϕ(w1

i,0 + w1
i,1x(k)) (5)

where ϕ : R→ R is the nonlinear transfer function. Weights of the neural network
are denoted by w1

i,j , i = 1, . . . ,K, j = 0, 1 and w2
i , i = 0, . . . ,K, for the first and

the second layer, respectively.
The output of the neural Wiener model can be expressed as a function of

input and auxiliary signal values at previous sampling instants

y(k) = f(u(k − τ), . . . , u(k − nB), x(k − 1), . . . , x(k − nA)) (6)

From (4) and (5) one has

y(k) = w2
0 +

K∑
i=1

w2
i ϕ

(
w1

i,0 + w1
i,1

(
nB∑
l=τ

blu(k − l)−
nA∑
l=1

alx(k − l)

))
(7)
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4 MPC-NPLPT Algorithm with Neural Wiener Models

Typically, the majority of models used in MPC, for example neural models, are
of Nonlinear Auto Regressive with eXternal input (NARX) type

y(k) = f(u(k − τ), . . . , u(k − nB), y(k − 1), . . . , y(k − nA))

A linear approximation of the NARX model can be easily calculated on-line for
the current operating point

y(k) =
nB∑
l=τ

bl(k)u(k − l)−
nA∑
l=1

al(k)y(k − l) (8)

where al(k) = − ∂f(·)
∂y(k−l) , bl(k) = ∂f(·)

∂u(k−l) . The linearised model can be used for
prediction in MPC, which leads to a quadratic programming MPC problem [6].

For the Wiener model (6) an inverse steady-state model

x(k) = ginv(y(k))

must be used to eliminate the auxiliary signal x. The Wiener model is first
transformed into the NARX model

y(k) = f(u(k − 1), . . . , u(k − nB), ginv(y(k − 1)), . . . , ginv(y(k − nA)))

Next, the obtained model can be linearised on-line and used for prediction in
MPC [5]. Unfortunately, the class of processes for which the inverse model exists
is limited. Typically, technological processes are characterised by saturations.

Alternatively, thanks to the cascade structure of the Wiener model, it can
be linearised in an approximate way [4]. The time-varying gain K(k) of the
steady-state part of the model is estimated for the current operating point

y(k) = K(k)x(k)

The approximate linearisation for the current operating point can be expressed
in the classical form (8), where time-varying coefficients of the model are

bi(k) = K(k)bi, ai(k) = ai

and ai, bi are parameters of the linear part (3) of the model. Unfortunately,
the model linearised in an approximate way may be significantly different from
the original nonlinear Wiener model. In consequence, control accuracy of the
resulting MPC algorithm may be insufficient.

4.1 Quadratic Programming MPC-NPLPT Optimisation Problem

The structure of the discussed MPC algorithm with Nonlinear Prediction and
Linearisation along the Predicted Trajectory (MPC-NPLPT) is depicted in Fig.
2. In contrast to previously mentioned MPC algorithms, the neural model is not



Precise and Computationally Efficient Nonlinear Predictive Control 667

Fig. 2. The structure of the MPC algorithm with Nonlinear Prediction and Linearisa-
tion along the Predicted Trajectory (MPC-NPLPT) with the neural Wiener model

linearised once for the current operating point but for each sampling instant
k linearisation is carried out in an iterative manner a few times.

In the nth internal iteration the neural Wiener model is linearised along the
trajectory yn−1(k) calculated for the future control policy un−1(k) found in
the previous internal iteration. As the initial future trajectory the control signal
from the previous sampling instant, i.e. u0(k) = [u(k − 1) . . . u(k − 1)]T, or the
last Nu − 1 elements of the optimal control policy calculated at the previous
sampling instant can be used. Using the Taylor series expansion formula, one
obtains a linear approximation of the predicted nonlinear trajectory ŷn(k)

ŷn(k) = ŷn−1(k) + Hn(k)(un(k)− un−1(k)) (9)

where

Hn(k) =
dŷn−1(k)
dun−1(k)

=

⎡⎢⎢⎢⎢⎢⎣
∂ŷn−1(k + 1|k)
∂un−1(k|k)

· · · ∂ŷn−1(k + 1|k)
∂un−1(k + Nu − 1|k)

...
. . .

...
∂ŷn−1(k + N |k)
∂un−1(k|k)

· · · ∂ŷn−1(k + N |k)
∂un−1(k + Nu − 1|k)

⎤⎥⎥⎥⎥⎥⎦
is a matrix of dimensionality N×Nu, it consists of partial derivatives of the pre-
dicted output trajectory ŷn−1(k) with respect to the input trajectory un−1(k),

un−1(k) =
[
un−1(k|k) . . . un−1(k + Nu − 1|k)

]T
ŷn−1(k) =

[
ŷn−1(k + 1|k) . . . ŷn−1(k + N |k)

]T
are vectors of length Nu and N , respectively, vectors un(k) and ŷn(k) are similar.
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Since increments ,un(k) rather than un(k) are calculated, the relation

un(k) = J,un(k) + u(k − 1) (10)

is used, J is a lower triangular matrix of dimensionality Nu×Nu. Using (2), (9)
and (10) the MPC-NPLPT quadratic programming task is formulated

min
�un(k)

{∥∥yref(k)− ŷn−1(k)−Hn(k)J,un(k)

−Hn(k)(u(k − 1)− un−1(k))
∥∥2 + ‖,un(k)‖2Λ

}
subject to

umin ≤ J,un(k) + u(k − 1) ≤ umax

−,umax ≤ ,un(k) ≤ ,umax

ymin ≤ ŷn−1(k) + Hn(k)J,un(k) + Hn(k)(u(k − 1)− un−1(k)) ≤ ymax

In the quadratic programming problem yref =
[
yref(k + 1|k) . . . yref(k + N |k)

]T,

ymin =
[
ymin . . . ymin

]T
and ymax = [ymax . . . ymax]T are vectors of length N ,

umin =
[
umin . . . umin

]T, umax = [umax . . . umax]T,,umax = [,umax . . .,umax]T

and u(k − 1) = [u(k − 1) . . . u(k − 1)]T are vectors of length Nu, the diagonal
matrix Λ = diag(λ, . . . , λ) is of dimensionality Nu ×Nu.

If the the operating point does not change significantly, it would be sufficient
to carry out only one internal iteration. Internal iterations are continued if

N0∑
p=0

(yref(k − p)− y(k − p))2 ≥ δy

If
∥∥,un(k)−,un−1(k)

∥∥2
< δu or n > nmax internal iterations are terminated.

Quantities δu, δy, N0 and nmax are adjusted by the user.

4.2 Implementation Details

The nonlinear output trajectory ŷn(k+p|k) is calculated on-line recurrently over
the prediction horizon (for p = 1, . . . , N) from the neural Wiener model (5)

ŷn(k + p|k) = w2
0 +

K∑
i=1

w2
i ϕ(w1

i,0 + w1
i,1x

n(k + p|k)) + d(k) (11)

where from (4)

xn(k + p|k) =
Iuf (p)∑
j=1

bju
n(k − τ + 1− j + p|k) +

Iu∑
j=Iuf (p)+1

bju(k − τ + 1− j + p)

−
Iyp(p)∑
j=1

ajx
n(k − j + p|k)−

nA∑
j=Iyp(p)+1

ajx(k − j + p) (12)
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and Iuf(p) = max(min(p−τ +1, Iu), 0), Iu = nB−τ +1, Iyp(p) = min(p−1, nA).
The unmeasured disturbance is estimated as the difference between the measured
process output and the output value calculated from the model (7)

d(k) = y(k)− w2
0 −

K∑
i=1

w2
i ϕ

(
w1

i,0 + w1
i,1

(
nB∑
l=τ

blu(k − l)−
nA∑
l=1

alx(k − l)

))

Using (11) and (12) (where n must be replaced by n− 1), entries of the matrix
Hn(k) are calculated for p = 1, . . . , N , r = 0, . . . , Nu − 1 from

∂ŷn−1(k + p|k)
∂un−1(k + r|k)

=
K∑

i=1

w2
i

∂ϕ(zn−1
i (k + p|k))

∂zn−1
i (k + p|k)

w1
i,1

∂xn−1(k + p|k)
∂un−1(k + r|k)

where zn−1
i (k + p|k)) = w1

i,0 + w1
i,1x

n−1(k + p|k). If hyperbolic tangent is used

as the function ϕ, ∂ϕ(zn−1
i (k+p|k))

∂zn−1
i (k+p|k)

= 1− tanh2(zn−1
i (k + p|k)). Derivatives are

∂xn−1(k + p|k)
∂un−1(k + r|k)

=
Iuf (p)∑
j=1

bj
∂un−1(k − τ + 1− j + p|k)

∂un−1(k + r|k)

−
Iyp(p)∑
j=1

aj
∂xn−1(k − j + p|k)
∂un−1(k + r|k)

5 Simulation Results

The linear part of the Wiener system under consideration is described by

A(q−1) = 1− 0.9744q−1 + 0.2231q−2, B(q−1) = 0.3096q−1 + 0.1878q−2 (13)

The nonlinear steady-state part of the system is shown in Fig. 3. It represents
a valve with saturation, its inverse function does not exist. The Wiener system
described by (13) and the characteristics shown in Fig. 3 is a simulated process.

The following MPC algorithms are compared:

a) the classical MPC algorithm based on the linear model,
b) the MPC-NPAL algorithm (with approximate linearisation) based on the

neural Wiener model and quadratic programming [4],
c) the described MPC-NPLPT algorithm based on the neural Wiener model

and quadratic programming,
d) the MPC-NO algorithm with on-line nonlinear optimisation, it uses the same

neural Wiener model. It is the ”ideal” control algorithm.

In nonlinear MPC algorithms the same neural approximation with K = 5 hidden
nodes (Fig. 3) of the steady-state part is used. Parameters of all algorithms are
the same: N = 10, Nu = 2, λ = 0.2, umin = −5, umax = 5, ,umax = 2.5, for the
MPC-NPLPT algorithm: δu = δy = 10−1, N0 = 2, nmax = 5.
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Fig. 3. The characteristics y(k) = g(x(k)) of the steady-state part of the process (solid
line) and its neural approximation (dashed line)

Fig. 4. Simulation results of the MPC algorithm based on the linear model

Because the process is significantly nonlinear, the linear MPC algorithm does
not work properly as depicted in Fig. 4. The MPC-NPAL algorithm with ap-
proximate linearisation is significantly faster and gives much smaller overshoot
as shown in Fig. 5. On the other hand, unfortunately, closed-loop performance
of the MPC-NPAL algorithm is reasonably different from that of the MPC-NO
approach. In particular, when the reference trajectory changes from 1.5 to 0.5
the algorithm with approximate linearisation gives unwanted oscillations.

Fig. 6 compares MPC-NO and MPC-NPLPT algorithms. Unlike the MPC-
NPAL algorithm, the discussed MPC-NPLPT strategy gives trajectories prac-
tically the same as the ”ideal” MPC-NO approach (very small differences are
visible for sampling instants k = 30, . . . , 33). At the same time, the MPC-NPLPT
algorithm is approximately 4.5 times more computationally efficient than the
MPC-NO approach. Fig. 7 shows the number of internal iterations in consecu-
tive main iterations (sampling instants) of the MPC-NPLPT algorithm. When
the current value of the output is significantly different from the reference, the
algorithm needs two or three internal iterations, but for some 50% of the simu-
lation one iteration is sufficient.
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Fig. 5. Simulation results: the MPC-NO algorithm with nonlinear optimisation based
on the neural Wiener model (solid line) and the MPC-NPAL algorithm with approxi-
mate linearisation and quadratic programming based on the same model (dashed line)

Fig. 6. Simulation results: the MPC-NO algorithm with nonlinear optimisation based
on the neural Wiener model (solid line with dots) and the MPC-NPLPT algorithm
with quadratic programming based on the same model (dashed line with circles)

Fig. 7. The number of internal iterations in consecutive main iterations of the MPC-
NPLPT algorithm
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6 Conclusions

The described MPC-NPLPT algorithm uses for prediction a linear approxima-
tion of the neural Wiener model which is carried out along the predicted tra-
jectory. For on-line optimisation quadratic programming is used. Unlike existing
MPC algorithms based on the Wiener model, the inverse of the steady-state part
of the model is not used. Hence, it can be used when the inverse function does
not exist. The algorithm gives better control than the MPC scheme with approx-
imate linearisation. Moreover, its control accuracy is practically the same as that
of the computationally expensive algorithm with on-line nonlinear optimisation.

Acknowledgement. The work presented in this paper was supported by Polish
national budget funds for science.
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Abstract. In recent years, immunization strategies have been developed for stop-
ping epidemics in complex-network-like environments. So far, there exist two
limitations in the current propagation models and immunization strategies: (1) the
propagation models focus only on the network structure underlying virus propa-
gation and the models are static; (2) the immunization strategies are offline and
non-adaptive in nature, i.e., these strategies pre-select and pre-immunize “impor-
tant” nodes before virus propagation starts. In this paper, we extend an interactive
email propagation model in order to observe the effects of human behaviors on
virus propagation, and furthermore we propose an adaptive AOC-based immu-
nization strategy for protecting dynamically-evolving email networks. Our ex-
perimental results have shown that our strategy as an online strategy can adapt to
the dynamic changes (e.g., growth) of networks.

1 Introduction

Currently, there have been many studies on modeling virus propagation, including
agent-based models [1][2] and population-based models [3][4], and on designing ef-
fective immunization strategies for restraining virus propagation [5][6][7][8][9][10].
These propagation models have provided feasible test-beds for examining the mecha-
nisms of virus propagation and for evaluating new and/or improved security strategies
for restraining virus propagation [2]. However, there exist some limitations in the cur-
rent work. For example, the proposed models of epidemic dynamics and immunization
strategies are static in nature, i.e., the connections of networks are treated as being
constant over time, and the immunization strategies are pre-immunization-based and
non-adaptive to dynamically evolving networks.

The assumption about static networks may be reasonable in some cases of network
modeling, as changes in the connections (edges) among individuals (nodes) may evolve
slowly with respect to the speed of virus propagation. However, in a longer term, the
changes of network structures should be taken into consideration. As pointed out by
Keeling et al., the behaviors of virus population may dramatically change as a result
of infection outbreaks [11], which needs to be considered when designing intervention
strategies. Furthermore, with the growing applications of mobile phones and GPS, it
has become necessary for us to accurately track the movements of people in real time
and to model the changing nature of network structures in the face of a severe epidemic.

Several recently developed immunization strategies, e.g., acquaintance [5][6], tar-
geted [7], D-steps [8], AOC-based strategies [9][10], have shared one commonality in
that they first select certain nodes to immunize that have high degrees of connectivity in

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 673–683, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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a network, and then simulate viruses spreading with a typical propagation model. Here,
we refer to this type of strategies as static and offline pre-immunization strategies. Fig. 3
in [2] provides an illustration of the process of a static strategy. These strategies will be
able to protect some important nodes in advance, by cutting epidemic paths. However,
in some cases, we can observe and detect certain viruses only after these viruses have
already propagated in a network (e.g., “Melissa”, “W32/Sircam”). Therefore, it would
be desirable for us to develop an online and adaptive strategy in order to fast dispatch
antivirus programs or vaccines into a network and hence restrain virus propagation, or
even kill these viruses and recover the network.

In this paper, we extend a distributed network immunization strategy based on
Autonomy-Oriented Computing (AOC), as reported in [9][10]. The extended AOC-
based strategy can adapt to dynamically-evolving networks and restrain virus propa-
gation as an online strategy. Then, we use an improved interactive email propagation
model [2], as a test-bed to evaluate whether the adaptive AOC-based strategy can pro-
tect dynamically-evolving email networks.

The remainder of this paper is organized as follows: Section 2 states our research
questions. Section 3 presents the basic ideas and the detailed formulations of our pro-
posed strategy. Section 4 provides several experiments for systematically validating our
strategy. Section 5 highlights our major contributions and future work.

2 Problem Statements

In this paper, we focus on the network immunization strategies for restraining virus
propagation in email networks. This section provides general definitions about an email
network and a network immunization strategy.

Definition 1. A graph G = 〈V, L〉 is an email network based on address books, where
V ={v1, v2, ..., vN} is a set of nodes, and L = {〈vi, vj〉 | 1 ≤ i, j ≤ N, i �= j} is a set
of undirected links (if vi in the address book of vj , there exists a link between vi and
vj). N = |V | and E = |L| represent the total numbers of nodes and edges in the email
network, respectively.

Each user in an email network has two operational behaviors: checking an email and
opening an email. By analyzing the email-checking intervals in the Enron email dataset
[2] and related studies on human dynamics [12][13][14], we have found that the email-
box checking intervals of a user follow a power-law distribution with a long tail. Based
on these findings, we improve an interactive email propagation model. Different from
the traditional interactive email model [1], our interactive email model incorporates
two further changes: (1) The email-checking intervals of a user follow a power-law
distribution based on our previous research on human dynamics [2]; (2) We extend the
states of each node in the interactive email model [1][2]. Each node has five states: (1)
Healthy, (2) Danger, (3) Infected, (4) Immunized and (5) Recoverable. In our model,
the states of each node will be updated based on the following rules:

– Healthy→Danger: The state of a node changes from Healthy to Danger, if a user
receives an email with a virus-embedded email attachment;
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– Danger→Infected: The state of a node changes from Danger to Infected, if a user
checks its email-box and clicks on a virus-embedded email attachment;

– Danger→Healthy: The state of a node changes from Danger to Healthy, if a user
checks its email-box, but does not click on a virus-embedded email attachment;

– Infected→Recoverable: If an entity with vaccines reaches to Infected nodes, it will
kill viruses and help recover the nodes;

– Healthy, Danger→Immunized: If an entity with vaccines reaches to Healthy or
Danger nodes, it will inject vaccines into the nodes and protect them from attacks.

Network immunization [9][10] is one of the most popular methods for restraining virus
propagation and providing network security. For a network, some immunization strate-
gies select and protect certain important nodes from being infected by cutting epidemic
paths. For such a network, the vaccinated nodes are denoted as Ve⊆V , where |Ve|=Ne

and Ne≤N .

Definition 2. A pre-immunization strategy selects and protects a set of nodes Ve, de-
noted as Ve=P IS(V0, G), where V0⊆V is an initial set of “seed” nodes, which corre-
spond to the initial positions of entities in our strategy. The output Ve indicates the final
positions of the entities, i.e., a set of important nodes to be immunized.

In network immunization, a common criterion used to evaluate the efficiency of differ-
ent strategies is to measure the total numbers of infected nodes after virus propagation,
i.e., NInfected = |VInfected|. However, the current strategies are non-adaptive and of-
fline in nature; they pre-select immunized nodes before virus propagation in some static
networks and just protect those important nodes from being infected rather than recover
infected nodes. In this paper, we propose an adaptive and online strategy by extending
the AOC-based immunization strategy, as reported in [9][10], in order to recover in-
fected nodes even in a dynamically-evolving network.

Definition 3. An adaptive AOC-based immunization strategy refers to a scheme for
forwarding vaccines from initial “seed” nodes (V0) to more unprotected nodes
(Vpatched) in a network. Autonomous entities with vaccines travel in a network based
on their own local behaviors. These entities will recover those infected nodes and/or
immunize those susceptible nodes that they meet.

In this paper, we utilize an improved interactive email model [2] as a test-bed to evaluate
the efficiency of the adaptive AOC-based immunization strategy in both static bench-
mark and dynamically-evolving synthetic networks. Specifically, we conduct some ex-
periments to observe the effects of dynamic networks on virus propagation and the
corresponding performance of our immunization strategy. Specific research questions
to be answered are as follows:

1. What are the process and characteristics of virus propagation in dynamically-
evolving networks? What are the effects of human dynamics in virus propagation?

2. Can the adaptive AOC-based immunization strategy fast restrain virus propagation
in different types of networks? In other words, can the adaptive AOC-based immu-
nization strategy efficiently forward vaccines into a network in order to immunize
susceptible nodes and/or recover infected nodes?
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3 An Adaptive AOC-Based Immunization Strategy

In the real world, antivirus programs, system patches, and vaccines are dispatched into
networks after certain viruses have propagated and detected. In this section, we present
an adaptive AOC-based immunization strategy for dynamically disseminating security
information (i.e., defense techniques) to the nodes of a network.

Previous studies have proven and illustrated that vaccinating high-degree nodes in
a network can effectively restrain virus propagation [10][11]. Based on the ideas of
positive-feedback and self-organization, we have introduced a distributed immuniza-
tion strategy based on Autonomy-Oriented Computing (AOC) in [9][10]. The AOC-
based strategy has shown to be capable of restraining virus propagation by means of
immunizing a set of highly-connected nodes (i.e., the highest-degree nodes) in a net-
work. In our current work, we further extend the AOC-based immunization strategy
in order to dynamically and adaptively immunize and/or recover the whole network.
Since the page limitation, the methodology of Autonomy-Oriented Computing (AOC)
for network immunization are fully introduced and discussed in [9][10].

It should be noted that the aim of our previous AOC-based strategy is to find a set of
highly-connected nodes in a network (i.e., a distributed search problem). However, the
task to be accomplished by new adaptive strategy is to disseminate vaccines (security
information or patches) to as many nodes as possible (i.e., a route selection problem).

In our proposed adaptive AOC-based immunization strategy, autonomous entities
with vaccines will travel in a network in order to efficiently disseminate security infor-
mation or patches to other nodes. Based on our previous research, these entities will first
move to high-degree nodes in order to visit and patch more nodes with a lower trans-
ferring cost. If the encountered nodes have already been infected by certain viruses, the
entities will help recover them from the infected state (Infected→Recoverable). If the
nodes are susceptible but have not been infected by any viruses, the entities will inject
them with vaccines in order to protect them from certain viruses (Healthy→Immunized).

In the adaptive AOC-based immunization strategy, each autonomous entity will have
three Behaviors: Rational-move, Random-jump, and Wait.

1. Rational-move: Our previous work has proved that a set of autonomous entities can
find a set of the highest degree nodes in a few steps based on their self-organization
computing and the positive feedback mechanism [9][10]. One of characteristics of
previous strategy is that an entity will stay at the highest-degree node in its local
environment and not move any more. In our new adaptive AOC-based strategy,
however, even if an entity has found and resided in the highest-degree node in its
local environment, it will continue to move the highest-degree neighbor, which has
not been resided before. If there exist more than one highest-degree positions in its
neighborhood, the entity will choose the first one from its friend list.

2. Random-jump: An entity moves along the connected edges of a network, with a
randomly-determined number of hops (steps), in order to escape a local optimum.

3. Wait: If an entity does not find any nodes available for the entity to reside in, the
entity will stay at the old place.

The behavioral rules for activating the above behaviors are given in Algorithm 1.
Definitions about the above-mentioned autonomous entities and their global and local
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Algorithm 1. The behavioral rules of autonomous entities
Input: ei and its local information
Output: the behavior of ei

1. For each entity ei

2. compute targetId based on ei.El;
3. If targetId is not null then
4. ei.Rational Move(targetId);
5. Else if ei.lifecycle < 1 then
6. ei.Random jump(targetId);
7. Else
8. ei.Wait();

environments (e.g., ei.El and a friend list) are the same as those for the previous AOC-
based strategy. The algorithm complexity is also close to our previous strategy. Due to
the space limitation, we will not describe them here; details can be found in [9][10].

Figure 1 presents an illustrative example of the adaptive AOC-based immunization
strategy. Suppose that in a network, two entities (i.e., e1 and e2) have been randomly
deployed (i.e., at v8 and v4). Each entity has its own local environment, which is com-
posed of direct and indirect neighbors [9][10]. For example, e1 only has direct neigh-
bors (i.e., v1, v2, v5, v7, v8, v9, and v11), whereas e2 has direct neighbors (i.e., v1, v3,
v4, and v6) and an indirect neighbor (i.e., v9), as shown in Fig. 1(a). In the next step,
e1 will move to the non-resided highest-degree node (i.e., v11), even if e1 has already
resided in the highest-degree node within its local environment, which is different from
the previous strategy. More importantly, the core of the adaptive AOC-based strategy
lies in its positive-feedback mechanism. When e1 moves from v8 to v6 as shown in
Fig. 1(a), there is an interaction between e1 and e2. Through this (sharing) interaction,
e2 enlarges its local environment, and further finds an indirect neighbor, i.e., v9. In the
next step, e2 moves from v2 to v9. Based on this coupling relationship, an entity can
dispatch vaccines to more nodes, and help recover them.
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Fig. 1. An illustrative example of the adaptive AOC-based immunization strategy
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Fig. 2. The process of the adaptive AOC-based immunization

4 Experiments

In this section, we first examine the effects of human behaviors on virus propagation in
the improved interactive email model. Then, we present several experiments for evaluat-
ing the efficiency of the adaptive AOC-based strategy in both benchmark and synthetic
growing networks. Different from the previous static pre-immunization strategy [9][10],
the adaptive AOC-based strategy deploys vaccines into a network after viruses have
been spread, as shown in Fig. 2. That is to say, the adaptive AOC-based strategy is an
online strategy, which will adapt to the dynamic changes of a network.

The following are some assumptions about the interactive email model:

1. If a user opens an infected email, the corresponding node will be infected and thus
it will send viruses to all its friends based on its hit-list;

2. When checking his/her mailbox, if a user does not click on virus-embedded emails,
we assume that the user will delete those suspected emails;

3. If nodes are immunized, they will never send viruses even if a user clicks on virus-
embedded email attachments.

At the beginning, we randomly select two nodes as the initially-infected nodes in a
network (i.e., based on a random attack model). The adaptive AOC-based immunization
strategy is triggered at step=50. All experimental results are given in average values
having simulated for 100 times.

4.1 The Structures of Experimental Email Networks

We use four benchmark networks to evaluate our adaptive strategy; they are: coau-
thorship network (NET1)1, autonomous system network (NET2), an university email
network (NET3)2, and the Enron email network (NET4).

1 http://www-personal.umich.edu/∼mejn/netdata/astro-ph.zip
2 http://deim.urv.cat/∼aarenas/data/welcome.htm
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Fig. 3. (a) The cumulative degree distributions of three benchmark networks. α is the maximum
likelihood power-law exponent based on [17]. (b) The structure of the Enron email network.

NET1 was built based on the published papers on the widely-used Physics E-print
Archive at arxiv.org. Meanwhile, Newman has pointed out that the coauthorship net-
work consists of about 600 small communities and 4 large communities [15]. If people
collaborate with each other to write a paper, they are very likely to know each other’s
email addresses. Thus, the structure of the coauthorship network can, to a certain extent,
reflect social interaction. NET2 was generated from the University of Oregon Route
Views Project3 and the snapshot was created by Newman in 20064. NET3 was complied
by the members of University Rovira i Virgili (Tarragona) [16]. NET4 was released by
Andrew Fiore and Jeff Heer5. Fig. 3(a) shows the cumulative degree distributions of
NET1, NET2, and NET3, respectively. And, Fig. 3(b) presents the structure of NET4.

In addition, we have constructed some dynamically-evolving networks based on the
GLP algorithm [18], in order to evaluate the efficiency of our strategy. Section 4.3
presents more results about the dynamic networks with various growing trends.

4.2 The Static Email Networks

First, we utilize four benchmark networks to evaluate the performance of the adaptive
AOC-based immunization strategy. Then, we observe the effects of email-checking in-
tervals on virus propagation in the coauthorship network.

We randomly deploy a few autonomous entities into a network at step=50 after
viruses have propagated. As shown in Fig. 4, virus exhibits two spreading phases: (1)
viruses have an explosive growth within 50 steps, since there is no immunization strat-
egy deployed in a network; (2) viruses will decline after we deploy the adaptive AOC-
based strategy at step=50. The simulation results confirm that the adaptive AOC-based
strategy can effectively restrain virus propagation and recover the whole network.

In order to further observe the effects of human behaviors on virus propagation. We
have used two distributions to depict a user’s email-checking intervals. That is to say, the

3 http://routeviews.org/
4 http://www-personal.umich.edu/∼mejn/netdata/as-22july06.zip
5 http://bailando.sims.berkeley.edu/enron/enron.sql.gz
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Fig. 4. The effects of the adaptive AOC-based strategy on virus propagation in static networks
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email-checking intervals of a user follow either an exponential distribution or a power-
law distribution with a long tail. But, the power-law exponents of different users follow
a Gaussian distribution if the numbers of users are very large and users’ behaviors are
independent of each other [1]. Fig. 5(a) shows the power-law exponent distribution of
different users. The distribution exponent (i.e., α ≈ 1.3± 0.5) is based on our previous
research [2]. Fig. 5(b)(c) provide two distributions of users’ email-checking intervals
that we will examine.

Figure 5(d) presents the effects of users’ email-checking intervals on virus propaga-
tion. The simulation results reveal that viruses can fast spread in a network, if users’
email-checking intervals follow a power-law distribution. In such a situation, viruses
can have an explosive (acute) growth at the initial stage, and then a slower growth. That
is because viruses will stay at a latent state and await activation by users [2].
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Fig. 6. The effects of the adaptive AOC-based strategy on virus propagation in dynamically-
evolving networks. 100 nodes are added into a network at each step. (a)(b) The network scale
increases from 103 to 104. (c)(d) The network scale increases from 103 to 3 ∗ 104. The average
degree <K> increases from 8 to 33 in (a)(c), and maintains at 8 in (b)(d), respectively.

4.3 The Dynamic Email Networks

In the real world, the structure of a network can dynamically change all the time. In
this regard, we have generated some synthetic growing networks based on the GLP
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algorithm [18], in order to experimentally evaluate whether or not the adaptive AOC-
based strategy can restrain virus propagation and recover the whole network.

The synthetic networks to be used in our experiments have various growing trends.
They are: (1) the network scale increases from 103 to 104, or to 3 ∗ 104; (2) the average
degree of a network increases from 8 to 33, or maintains at 8.

We randomly deploy different numbers of entities into a dynamically-evolving net-
work at step=50. Fig. 6 shows that the adaptive AOC-based immunization strategy can
effectively protect a network from the potential damages of email viruses even when
the network dynamically evolves as mentioned. As can be noted from Fig. 6, there are
two peak values in the case of growing networks. The first peak value is at step=50,
which means that the adaptive AOC-based strategy starts to restrain virus propagation.
Although viruses decline in the following time steps, viruses will outbreak again as the
network grows. Fortunately, the adaptive AOC-based strategy can suppress the second
peak, if we deploy an enough number of entities.

5 Conclusion

This paper has presented an online and adaptive strategy for restraining virus prop-
agation in both benchmark and synthetic growing networks based on our previous
work [9][10]. With the extended AOC-based strategy, entities can dispatch vaccines
to most of nodes in a network in order to protect susceptible nodes from being infected
and recover infected nodes. We have evaluated our proposed strategy on the improved
interactive email model [2] in this paper, and on a mobile model [19] (The results are
not reported here for the page limitation). The simulation-based experimental results
all have shown that our new strategy can effectively protect both static and dynamic
networks.
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Abstract. The selective travelling salesman problem (STSP) appears in various 
applications. The paper presents a new version of this problem called the selec-
tive travelling salesman problem on a road network (R-STSP). While in the  
classical STSP a graph is complete and each vertex can be visited at most once, 
in R-STSP these two constraints are not obligatory which makes the problem 
more real-life and applicable. To solve the problem, the memetic algorithm 
(MA) is proposed. After implementing the MA, computer experiments were 
conducted on the real transport network in Poland. The comparative study of the 
MA with the genetic algorithm (GA) shows that the MA outperforms the GA. 

Keywords: combinatorial optimization, selective travelling salesman problem 
on a road network, genetic algorithm, memetic algorithm. 

1   Introduction 

The travelling salesman problem (TSP) is still one of the most challenging combina-
torial optimization problems [1]. Given a list of cities and distances between each pair 
of them, the task is to find a shortest possible tour that visits each city exactly once. 
Since the TSP is an NP-hard problem [2], it is used as a benchmark for many heuristic 
algorithms. 

So far many versions of the TSP were specified due to various applications in 
planning, logistic, manufacture of microchips, tourism and others [3], [4]. While in 
the classical TSP each city must be visited exactly once, some versions of the problem 
propose to select cities depending on a profit value that is gained when the visit oc-
curs. This class of TSP is called the selective travelling salesman problem (STSP) [5].   

The problem which is studied in our paper falls into STSP but its definition intro-
duces two very important modifications. While in the classical STSP a graph is  
complete and each vertex can be visited at most once, in our approach these two as-
sumptions are not obligatory. Further, not every pair of vertices must be connected 
with an undirected edge and any vertex in a resultant tour can be multiply visited. The 
reason of these modifications is that in many real-life applications of TSP it is more 
appropriate to model a network of connections as an incomplete graph. For example, 
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in transport network roads connecting cities form an incomplete graph. Admittedly, 
we can transform an incomplete network in a complete one by adding dummy edges, 
but this transformation can significantly increase a graph density. This, in turn, has a 
direct impact on increasing of the search space and as a result on the execution time 
of the algorithm [6]. This issue was considered by Fleischmann [7], who introduced 
the notion of the Travelling Salesman Problem on a Road Network (R-TSP) and re-
cently by Sharma [8]. An obvious consequence of the assumption of an incomplete 
graph is a possibility of multiple visits to a vertex. Moreover, in many applications, 
specially dealing with transport, returns are natural: one may want to travel using 
repeated fragments of his route. Besides, a possibility of multiply visiting cities en-
ables including hovering vertices to a tour. This version of STSP, with two above 
mentioned assumptions, will be called the selective travelling salesman problem on a 
road network (R-STSP). 

This paper presents a new memetic algorithm (MA) with local search procedure in 
a form of heuristic mutation for solving the R-STSP. The term “memetic” comes from 
the Richard Dawkin’s term “meme”. The main difference between memes and genes 
is that memes can be improved by the people. MAs are extensions of standard GAs 
(or alternative population-based algorithms). They use a separate individual learning 
or local improvement procedures to improves genotypes. It is this advantage that the 
MAa have over simple GAs. 

The MA described in the paper is the improved version of authors' GA described  
in [9]. 

The paper is organized as follows. Section 2 presents the specification of the R-
STSP and illustrates it on a simple example. Next section describes the MA with 
particular focus on a mutation operator. In Section 4 the MA is evaluated and com-
pared with the GA through many experiments on the real transport network in Poland 
consisting of 306 cities. Finally, the conclusions of this study are drawn and future 
directions for subsequent research are discussed. 

2   Problem Definition 

A network of cities in R-STSP can be modeled as a weighted, undirected graph  
G = <V, E, d, p>, where V is a set of vertices (cities), E is a set of edges (transport 
connections between cities), d is a function of weights (distances between cities) and 
p is a vector of profits (profits from sale). Each vertex in G corresponds to a given 
city in a network and is represented by a number from 1 to n, where n is the number 
of cities in the network. Vertex 1 has a special meaning and is interpreted as the cen-
tral depot. An undirected edge {i, j}∈E is an element of the set E and means that there 
is a direct two-way road from the city i to the city j. We assume that G is compact but 
not necessarily complete. The weight dij for an undirected edge {i, j} denotes a dis-
tance between cities i and j. Additionally, with each vertex a non-negative number 
meaning a profit is associated. Let p={p1, p2, …, pn} be a vector of profits for all ver-
tices. Each value of a profit pi is a positive number. An important assumption is that a 
profit is realized only during first visiting of a given vertex. At the input of the prob-
lem we have: graph G  and cmax value so that: G = <V, E, d, p> is an undirected com-
pact graph with function of weights d and vector of profits p and  cmax - a constraint  
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Fig. 1. A graph representation of an exemplary network 

for a maximal length of a route. At the output of the problem we obtain route r in 
graph G, so that: starts and ends in the central depot, length of the  route is not greater 
than cmax and total profit of the route is maximal. 

A graph representation of an exemplary network of cities is shown in Fig. 1. It is a 
simple example of the network which is composed of nine cities. The dij values are 
marked on the edges and the pi values are: {5, 5, 3, 5, 5, 2, 5, 5, 5}. One possible 
solution for this graph for cmax=160 can be the cycle r = (1, 2, 4, 5, 7, 8, 9, 3, 9, 1), 
with the profit equal to 38 and the tour length equal to 157 = 21+18+17+ 
19+20+8+20+20+14. This tour is marked in Fig. 1 with bold edges. The graph in  
Fig. 1 will be used to illustrate all genetic operators described in Section 3.   

3   The MA 

The first step in adopting the MA for the R-STSP is encoding a solution into a chro-
mosome. Among several different representations for the TSP [10], the path represen-
tation is the most natural and is used in the MA for the R-STSP described in the  
paper. In this approach, a tour is encoded as a sequence of vertices. For example, the 
tour 1 - 2 - 3 - 9 - 1 is represented by the sequence (1, 2, 3, 9, 1), as was presented in 
the Section 2. 

The block diagram of the MA described in this paper is illustrated in Fig. 2. 
The MA starts with a population of Psize solutions of R-STSP. The initial popula-

tion is generated in a special way. At the beginning we randomly choose a vertex v 
adjacent to the vertex 1 (the start point of the tour). We add the distance d1v to the 
current tour length. If the current tour length is not greater than 0.5⋅cmax we continue 
the tour generation, starting now at the vertex v. We again randomly select a vertex u, 
but this time we exclude from the set of possible vertices the vertex 1 (the next-to-last 
vertex in the partial tour). This assumption prevents from continual visiting a given 
vertex but is relaxed if there is no possibility to choose another vertex. If the current 
tour length exceeds 0.5⋅cmax, we reject the last vertex and  return to the vertex 1 the 
same way in reverse order. This strategy insures that the tour length does not exceed 
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cmax. For example, one possible individual for cmax = 120 generated according to the 
above method can be (1, 2, 4, 3, 4, 2, 1) which has the tour length equal to 118. It is 
easy to observe that such an idea of generating the initial population causes that indi-
viduals are symmetrical in respect of the middle vertex in the tour. However, experi-
ments show that the MA quickly removes these symmetries.  

The next step is to evaluate individuals in the current population by means of the 
fitness function. The fitness of a given individual is equal to collected profit under the 
assumption that a profit is gained only during first visiting of a given vertex. For ex-
ample, the fitness of the individual represented by the chromosome (1, 2, 4, 3, 4, 2, 1) 
is equal to 18. 

 

Fig. 2. The block diagram of proposed MA 
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Once we have the fitness function computed, the MA starts to improve the current 
population through repetitive application of selection, crossover (also called recombi-
nation) and mutation. The MA stops after ng generations and the result tour is the best 
individual from the final generation. 

In our experiments we use tournament selection: we select tsize different individuals 
from the current population and determine the best one from the group. The winner is 
copied to the next population and the whole tournament group is returned to the old 
population. This step is repeated Psize times. The parameter tsize should be carefully set 
because the higher tsize, the faster convergence of the MA. 

Crossover operator is adapted to our problem. Unlike in the TSP, in the R-STSP 
there is a possibility that parental chromosomes do not have any common gene (with 
the exception of the first and the last gene). In this situation crossover can not be 
performed and parents remain unchanged. Otherwise, recombination is conducted in 
the following way. First we randomly choose one common gene in both parents. 
This gene will be the crossing point. Then we exchange fragments of tours from  
the crossing point to the end of the chromosome in two parental individuals. If off-
spring individuals preserve the constraint cmax, they replace in the new population 
their parents. If one offspring individual does not preserve the constraint cmax,  
its position in the new population is occupied by better (fitter) parent. If both chil-
dren do not preserve the constraint cmax, they are replaced by their parents in the new 
population. The example of the crossover is presented in Fig. 3 with the assumption 
that the cmax = 140. 

The length of the tours represented by offsprings are equal to 117 and 106, respec-
tively. Since both offspring individuals preserve the constraint cmax, they replace in the 
new population their parents. 

The last genetic operator the population undergo is a mutation. In authors' previous 
paper [9] an ordinary (classic) mutation was used. It is performed in the following 
way. First we randomly select a position between the two neighbouring genes in a 
chromosome. Then we randomly choose a vertex which can be inserted at the selected 
position. The vertex q can be inserted between two neighbouring genes with values u 
and v if {u, q}∈E and {q, v}∈E. If inserting a vertex does not cause the exceedance of  
 

 

Fig. 3. The example of the crossover operator (crossing point is bolded) 



 A Memetic Algorithm for a Tour Planning in the Selective TSP on a Road Network 689 

 

the cmax, we keep this new vertex in the tour otherwise we do not insert it. This kind of 
mutation will be called the classic mutation (CM) throughout the rest of the paper. 

Fig. 4 illustrates the example of CM performed on the individual O1 (created dur-
ing crossover, Fig. 3). 

 

Fig. 4. The example of the CM (cmax = 140) 

The GA presented in [9] worked in the same way as the MA with the only differ-
ence in mutation: the GA used CM and the MA uses the heuristic mutation (HM) 
described below. 

The HM is performed as follows. For all neighbouring genes we calculate the set 
of all possible vertices which can be inserted between a given pair of genes. Next we 
choose from this set the vertex v which satisfies two conditions: inserting v does not 
cause the exceedance of the cmax and v in not present in the individual being mutated. 

If there is more than one vertex which satisfies these conditions, we choose the 
vertex with the highest profit. Finally, the HM is performed on the best position i.e. 
between this pair of genes for which inserting v causes the maximal increment of 
fitness of the individual. Fig. 5 illustrates the example of the HM performed on the 
individual O1 (created during crossover, Fig. 3). One can see that there are three pos-
sibilities of places of inserting a new vertex but the most profitable of them is the 
vertex 3 (p3 = 3, p6 = 2). 

While the CM tries to improve an individual in only one randomly selected posi-
tion, the HM chooses the best possible position for inserting a vertex. Because of this 
heuristic of local improvement, the HM has considerable higher probability of im-
proving an individual than the CM. This fact was confirmed by many experimental 
results described in Section 4. 

 

Fig. 5. The example of the HM (cmax = 140) 
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4   Experimental Results 

We conducted many experiments on the real road network of 306 cities in  
Poland. The tested data of the network can be found on the website 
http://piwonska.pl/research in two text files: cities.txt and distances.txt. The network 
which is written in distances.txt file was created from a real map, by including to a 
graph main segments of roads in the whole Poland. The capital of Poland, Warsaw, 
was established as the central depot. Profits associated with a given city (written in 
the file cities.txt) were determined according to a number of inhabitants in a given 
city. The more inhabitants, the higher profit associated with a given city. These rules 
are presented in a Tab. 1. 

Table 1. Rules for profits determining 

number of  
inhabitants profit 

under 10000 1 

(10000, 20000] 2 

(20000, 30000] 3 

(30000, 40000] 4 

over 40000 5 

 
In this section we present the comparison results of two approaches: the MA with 

HM and the GA with CM. In each experiment we set Psize = 300, tsize = 3 and ng = 100. 
These parameters were established through many tests conducted for the GA and 
described in [9]. Increasing the population size above 300 did not bring significant 
improvement and was too time consuming. Similarly, iterating the GA over 100 gen-
erations did not influence the results: the GA always converged earlier. 

Tests were performed for five cmax values: 500, 1000, 1500, 2500, 3000. For each cmax 
we run both algorithms, implemented in C language, ten times on Intel (R) Core TM2 
Duo CPU T8100 2,1 GHZ. Results of experiments are presented in Tab. 2 and Tab. 3. 

Table 2. The best results from ten runs of the GA and the MA 

 GA MA 

cmax profit length profit length

500 87 367 114 428

1000 130 982 176 998

1500 173 1483 240 1452

2000 235 1953 279 1980

2500 279 2485 338 2476

3000 304 2880 366 2998
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One can see that the best as well as the average profits are much better in the case 
of the MA than in the GA. In case of the best results (Tab. 2) the average improve-
ment rate of the profit is equal to 27,6% for all cmax values. Similar improvement can 
be observed for the average results (Tab. 3) and is equal to 22,2%. It is interesting that 
the resultant tours (the best as well as the average ones) have comparable lengths. 
This fact can be explained that any of the mutations does not consider the increment 
of the resultant tour length as a criterion of inserting a vertex. They only assure that 
the cmax constraint will not be violated.  

Table 3. The average values from ten runs of the GA and the MA 

 GA MA 

max profit length profit length

500 81,7 445 101 459,7

1000 120,4 989,5 145,3 981,6

1500 151,8 1481,2 215,1 1481,1

2000 220,2 1947,6 261,4 1943,4

2500 260,2 2488,4 297,6 2472,1

3000 293 2912,8 333,9 2987,9

 
Another important improvement concerns the convergence of both algorithms. The 

MA finds the best individual faster than the GA and these differences in the velocity 
of the convergence intensify with the cmax increase. Fig. 6 and 7 show this effect for 
two extreme values of cmax. 

One can see that the length of the chromosome coding the best individual in the 
case of the MA is greater than in the GA. This is due to the fact that the HM has 
greater probability of adding a city to a chromosome. It is worth to mention that in 
resultant chromosomes one can observe some number of repeated cities. However the 
number of returns in a given chromosome is relatively small. It is the desirable effect 
because a repeated city in a tour does not increase the fitness of a tour. 

Tab. 4 presents the average execution time (in ms) of both algorithms. As it was 
expected, the MA runs longer than the GA but these differences are not considerable. 
This effect was obtained due to the efficient implementation of the HM. For all  
 

Table 4. Average execution time in milliseconds of the GA and the MA 

cmax GA MA

500 22574 29460

1000 45293 65095

1500 49539 69442

2000 60877 70820

2500 62231 73825

3000 62820 74444
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Fig. 6. The best runs of the GA and the MA for cmax = 500 

 

Fig. 7. The best runs of the GA and the MA for cmax = 3000 

neighbouring cities we calculated the set of all possible cities which could be inserted 
between a given pair of cities in the precomputation phase of the algorithm (before 
the MA starts). Due to this precomputation the process of determining the best profit-
able city for a given pair of cities can be done in a constant time. As a result, the time 
complexity of a single run of the HM is lineary dependent on the chromosome length. 
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5   Conclusions 

The paper presented the R-STSP which is more applicable than standard STSP be-
cause of two important assumptions: an incompleteness of a network and a possibility 
of returns to the same city. The authors proposed the memetic algorithm with a heu-
ristic mutation operator for solving this problem. The method was verified by testing 
on the real network including main roads and cities in Poland. The results were com-
pared with the results obtained by the genetic algorithm [9]. Conducted tests showed 
that the MA worked much better than the GA, taking into account the quality of ob-
tained tour as well as the convergence of the fitness function to the optimum. More-
over, this improvement was achieved only by the small growth of the time complexity 
of the MA. This effect was reached due to the efficient implementation of the HM 
which used the precomputed sets of all possible cities. 

Future research will be conducted in several ways. We plan to add to the HM an-
other condition of choosing a vertex, taking into account the increment of the tour 
length. Since the problem considered in this paper is new, we also plan to compare the 
MA for the R-STSP with another heuristic approaches such as tabu search or ant 
colony optimization. 

The problem considered in the paper can be extended to time-dependent variant in 
which the costs of travel between cities depend on the starting time of a journey. Such 
a version of the R-STSP can be applied in tourist planners [11] and Intelligent Trans-
portation Systems [12]. The problem can be also extended to its asymmetric  version 
in which distances between cities i and j are not equal for both directions [13].        
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Application of DRSA-ANN Classifier in
Computational Stylistics
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Abstract. Computational stylistics or stylometry deals with character-
istics of writing styles. It assumes that each author expresses themselves
in such an individual way that a writing style can be uniquely defined
and described by some quantifiable measures. With help of contemporary
computers the stylometric tasks of author characterisation, comparison,
and attribution can be implemented using either some statistic-oriented
approaches or methodologies from artificial intelligence domain. The pa-
per presents results of research on an application of a hybrid classifier,
combining Dominance-based Rough Set Approach and Artificial Neural
Networks, within the task of authorship attribution for literary texts.
The performance of the classifier is observed while exploiting an analysis
of characteristic features basing on the cardinalities of relative reducts
found within rough set processing.

Keywords: Classifier, DRSA, ANN, Computational Stylistics, Charac-
teristic Feature, Relative Reduct, Authorship Attribution.

1 Introduction

Computational stylistics or stylometry is typically employed to prove or disprove
authenticity of documents, to establish authorship in cases when the author is
either unknown or disputed, to detect plagiarism, for automatic text categorisa-
tion. These aims can be achieved by exploiting the fundamental concept of writer
invariant, such a set of numerical characteristics which capture the uniqueness
and individuality of a writing style [1].

The characteristics used should, on one hand, enable distinguishing an au-
thor from others thus allowing for classification and recognition, but on the
other hand, they should prevent easy imitation of someone else’s style. There-
fore the textual descriptors employed usually reflect rather subtle elements of
style, employed subconsciously by the authors, such as frequencies of usage for
letters or words (lexical descriptors), the structure of sentences formed by the
punctuation marks (syntactic descriptors), the organisation of a text into head-
ings, paragraphs (structural markers), or exploited words of specific meaning
(content-specific markers) [8].

The selection of textual descriptors is one of crucial decisions to be made
within the stylometric processing, while the second is the choice of methodology

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 695–704, 2011.
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to be employed. While one path leads to statistics, the other exploits techniques
from artificial intelligence area that perform well in cases with knowledge un-
certain and incomplete. Dominance-based Rough Set Approach (DRSA) and
Artificial Neural Networks (ANN) belong in this latter category. Both method-
ologies can be employed on their own in authorship attribution studies [11,13],
yet a combination of elements of these two yields a hybrid solution that can also
be used. Rough set perspective on attributes imposed on characteristic features
of ANN classifier brings observations on significance of individual features in the
process of classification and recognition and can be exploited for feature selection
and reduction [5].

In the past research [10] there was performed an analysis of characteristic
features for ANN classifier basing on the concept of a relative reduct in the
discrete case of Classical Rough Set Approach (CRSA), as defined by Z. Pawlak
[7]. Yet discretisation means discarding some information so in the later research
the analysis was based on relative reducts and decision rules calculated within
DRSA methodology that allows for ordinal classification [3,4,9]. These studies
concerned the frequency of usage of features in calculated reducts and rules [12].

The paper presents the research that is a continuation of experiments on
combining elements of rough set theory and artificial neural networks applied
in authorship attribution. The tests presented involved more detailed analysis
of relative reducts found, by observing their cardinalities and how they relate
to individual attributes. The results confirm the findings from the past and
indicate that if there are considered characteristic features most often appearing
in relative reducts with lowest cardinalities, these features can constitute some
proper subsets of features which still preserve the classification accuracy of ANN
with the full set of features, or even increase this accuracy.

2 Computational Stylistics

Stylometric processing requires such analysis of texts that yields their unique
characteristics, which allows for characterisation of authors, finding similarities
and differences, and attributing the authorship [2].

In computational stylistics community there is no consensus which character-
istics should be used and sets of textual descriptors giving the best results are
to high degree task-dependent. Therefore it is quite common that the whole sty-
lometric processing is divided into several steps. In the initial phase the choice
of features is arbitrary and rather excessive than minimal. Next phases of pro-
cessing require establishing the significance of individual features and possibly
discarding some of them. Thus in fact the reduction of features is considered
not in the stylometric context, but from the point of view of the processing
methodology employed.

Characteristics must be based on some sufficiently wide corpus of texts. Very
short text samples can vary to such extent, that any conclusions from them can-
not be treated as reliable. To satisfy this requirement for the experiments as the
input data there were chosen works of Henry James and Thomas Hardy, two
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famous writers from XIXth century. The samples were created by computing
characteristics for markers within parts taken from selected novels. The frag-
ments of texts were of approximately the same length, typically corresponding
to chapters. For the learning set (total of 180 samples) there were 30 parts from
3 novels for each writer. For the testing set (80 samples) there were 8 parts from
other 5 novels.

The base set of textual descriptors (total of 25) was built with frequencies of
usage for the arbitrarily selected 17 common function words and 8 punctuation
marks, as follows: but, and, not, in, with, on, at, of, this, as, that, what, from,
by, for, to, if, a fullstop, a comma, a question mark, an exclamation mark, a
semicolon, a colon, a bracket, a hyphen. It is assumed that whenever there is the
left bracket, the right one always eventually follows, thus this is considered as a
single instance.

3 Classification with ANN

Construction of a connectionist classifier involves decision as to the network
topology and the one selected for experiments was Multilayer Perceptron [13], a
unidirectional, feedforward network, with neurons grouped into some number of
layers, implemented with California Scientific Brainmaker simulation software.
There was assumed sigmoid activation function for neurons, and as the training
rule there was employed classical backpropagation algorithm, which minimises
the error on the network output,

e(W) =
1
2

M∑
m=1

I∑
i=1

(dm
i − ym

i (W))2 (1)

which is a sum of errors on all I output neurons for all M learning facts, each
equal to the difference between the expected outcome dm

i and the one generated
by the network ym

i (W), for a current vector of weights (W) associated with
interconnections.

The number of network input nodes corresponds to the number of character-
istic features considered for the task, while the network outputs typically reflect
recognition classes. In the experiments the first parameter was initially equal 25,
then decreased when the analysis of features was exploited in feature reduction,
and the second was always two, for two recognised authors.

There are many rules for a recommended number of hidden layers and neurons
in them, yet as the resulting performance is task-dependent, by tests it was
established that the structure with the highest classification accuracy for the
initial set of features was the one with two hidden layers, the first layer with
(3/4 number of inputs) neurons, the second with .1/4 number of inputs/.

To minimise the influence of the initiation of weights on a network training
process, there was implemented multi-starting approach: for each network con-
figuration the training was performed 20 times. Basing on such series there was
obtained the worst, best, and average performance and only this last is presented
in the paper. For 25 features the average classification accuracy was 82.5%.
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4 Analysis of Characteristic Features Based on Relative
Reducts

In Classical Rough Set Approach the granules of knowledge observed are the
equivalence classes of objects that cannot be discerned with respect to a set of
considered criteria [7]. This allows only for nominal classification. Dominance-
based Rough Set Approach, proposed to deal with multi-criteria decision making
problems [4,9], substitutes the indiscernibility relation with dominance, and as-
sumes that for all attributes there is present some preference order in their value
sets. The granules of knowledge become dominance cones. This enables ordinal
classification and processing of real-valued input data sets.

In rough set theory relative reducts are such irreducible subsets of condition
attributes that preserve the quality of approximation of a decision table with
respect to the selected criteria. The decision table can have many reducts and
their intersection is called a core [6]. If an attribute belongs to the core, it is
necessary for classification. When the core is empty, then all attributes can be
treated as equally good choices, as long as their subset is one of reducts.

Before relative reducts can be found, firstly the decision table must be con-
structed. In the experiments it was based on the same set of learning samples as
for ANN classifier. The columns of condition attributes corresponded to charac-
teristic features previously defined, while the single decision attribute assumed
values reflecting two recognised classes. DRSA methodology requires also a pref-
erence order to be specified for all attributes.

When term frequencies are used as the characteristic features for the con-
structed rule-based classifier, there is no doubt that the values observed are
ordered, yet their preference cannot be established within stylometric domain,
as some a priori, universal knowledge about the frequencies with reference to
particular authors does not exist. However, basing on them we can determine
authorship, thus it is reasonable to expect that such preference does exist, that
observation of certain, lower or higher, frequencies is characteristic for specific
authors. That is why the preference order is either assumed arbitrarily or found
in an experimental way. In the research the preference was assumed arbitrarily.

Analysis of the decision table yielded 6664 relative reducts, with cardinalities
varying from 4 to 14. The core turned out to be empty, while the union of all
relative reducts gave the set of all condition attributes.

Relative reducts are characterised by their cardinalities and by attributes used
in their construction. This perspective can be reversed, that is, the attributes
can be perceived by the reducts they belong to, as presented in Table 1. Similar
perspective was exploited in the past research [12,11] within the reduction of
features for both rule-based and connectionist classifiers, yet the tests performed
so far concerned only the frequency of usage in relative reducts and decision rules
for individual attributes.

The choice of a reduct within rough set approach can be dictated basing on its
cardinality. Fewer attributes means less processing (and fewer rules if a decision
algorithm is constructed), however, it should be remembered that the patterns of
input data, which relative reducts point, are detected in the decision table, that
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Table 1. Analysis of characteristic features based on relative reducts

Reduct cardinalities
4 5 6 7 8 9 10 11 12 13 14

Number of reducts 6 160 635 1323 1210 1220 1245 582 233 46 4
Attribute Number of reducts of specific cardinality for attributes
of 0 16 177 580 625 771 775 409 103 19 3
. 3 74 226 477 560 696 729 300 108 16 1
on 1 9 184 400 488 631 808 364 157 38 3
, 0 5 70 308 423 707 811 409 174 32 4
not 4 53 332 579 494 518 512 233 49 4 0
; 0 3 87 318 517 644 658 326 157 28 2
in 2 50 165 434 374 519 742 305 120 15 0
by 3 108 228 461 581 598 479 138 47 5 0
this 0 15 117 348 457 549 555 331 169 41 3
at 0 12 118 429 477 466 606 302 146 28 1
to 0 18 103 427 446 466 605 279 125 27 1
: 1 23 130 351 342 522 602 265 116 29 3
! 0 39 183 396 489 494 483 221 52 9 2
and 6 144 566 969 498 116 22 3 0 0 0
from 3 90 186 398 421 460 337 207 132 36 3
with 0 6 102 355 337 382 482 299 157 39 2
as 0 14 137 355 288 366 498 278 141 28 3
- 0 14 93 316 405 372 415 241 144 32 3
? 0 26 124 212 260 275 379 283 121 28 4
for 0 8 74 247 333 276 364 195 79 29 4
if 1 29 138 265 141 247 344 299 96 22 2
what 0 11 124 203 204 226 355 176 95 19 2
( 0 10 44 152 179 261 329 218 158 41 3
that 0 14 69 160 180 274 337 189 93 23 4
but 0 9 33 121 161 144 223 132 57 10 3

is ensuring classification for the learning samples, whereas in the testing set these
patterns may be present to some degree only. Thus the minimal cardinality of
selected reducts does not guarantee the highest classification accuracy for a rule-
based classifier. Neither do the relative reducts by themselves perform well when
directly applied as feature selectors for a connectionist classifier [10]. However,
it can be reasonably expected that the importance of features is related to the
cardinalities of reducts they are included in.

It could be argued that attributes belonging to relative reducts with low
cardinalities are the most important as only few are enough to ensure the same
quality of approximation as the complete set of attributes. On the other hand,
higher cardinality can be treated as keeping some bigger margin for possible
error, or allowing for bigger difference between the learning and the testing set.
The question which of these two approaches brings better results, understood as
higher classification accuracy, when transfered into the context of data processing
with ANN, needs to be verified with tests.
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5 Experiments Performed

In order to observe the influence of the individual characteristic features on the
performance of ANN classifier, when these features are seen from DRSA relative
reducts perspective, three orderings of the studied features were assumed, as
given in Table 2.

For Order 1 and Order 2 there were taken into account all relative reducts
the attributes belong to. Order 1 is based on the value of the quality indicator
calculated as the sum of numbers of attribute occurrences in reducts of spe-
cific cardinality divided by these cardinalities. Such calculation assumes higher
influence of smaller reducts. For Order 2 the quality indicator specified equals
the sum of products: reduct cardinality multiplied by the number of occurrences
in such reducts for all attributes. This approach assigns higher significance to
bigger reducts. And finally for Order 3 there were taken into account only the fre-
quencies of usage in the smallest reducts (with cardinality 4 and 5), disregarding
reducts with higher cardinalities.

As shown in Table 1, there were relatively few small and large reducts. The
majority of reducts had cardinalities from 7 to 10. This resulted in some simi-

Table 2. Ordering of characteristic features based on an analysis of cardinalities of
relative reducts in which the features are included

Order 1 Order 2 Order 3
of 404.29 of 30915 and 6 144
. 379.17 M1 on 28040 M1 not 4 53 M1
on 351.08 M2 . 27929 by 3 108 M2
not 345.73 , 27517 from 3 90
and 340.67 ; 25137 M2 . 3 74
by 330.02 M3 in 24359 L7 in 2 50 M3 L7
, 323.63 this 23604 M3 if 1 29 M4
in 317.50 L7 at 23293 : 1 23
; 307.53 M4 L6 not 23263 L6 on 1 9 L6
at 297.20 M5 to 22443 M4 ! 0 39 M5 L5
this 293.38 by 22114 ? 0 26 M6 L4
to 287.72 : 21536 L5 to 0 18 M7
! 284.44 L5 ! 20453 M5 of 0 16
from 276.84 M6 with 19789 this 0 15 L3
: 273.81 L4 from 19613 - 0 14 M8
with 245.09 M7 as 19111 that 0 14
as 242.21 - 18415 L4 as 0 14 L2
- 233.49 L3 and 16204 M6 at 0 12 M9
? 195.36 M8 ? 15688 L3 what 0 11
for 184.74 for 14527 M7 ( 0 10 L1
if 183.39 L2 if 14378 L2 but 0 9
what 163.50 ( 13318 for 0 8
( 151.68 what 12787 with 0 6
that 150.79 L1 that 12430 L1 , 0 5
but 100.74 but 8212 ; 0 3
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larities that can be observed between orderings presented in Table 2. Yet there
are also sufficient differences to give motivation for testing all three.

For each of the three orderings the condition attributes can be considered and
subsequently reduced from either more or less significant side, with the highest
or lowest values of the calculated measures, which means three groups of tests,
each further divided into two subgroups. The series keeping more important
features and discarding less important were labelled “L”, while these reducing
more important features and keeping less important were denoted with “M”.

Fig. 1 shows that for both Order 1 and Order 2 discarding the features that are
considered less significant causes at first just a slight, then noticeable decrease in
the classifier performance. The results are better when the reduction of features
is based on Order 1, assuming greater significance of smaller reducts, which
yields the conclusion that the presence or absence of attributes rarely used in
small reducts is not very important for the classification.
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Fig. 1. ANN classification accuracy in relation to the number of features, with their
reduction from less significant side for Order 1 and Order 2

Fig. 2 indicates that when more important features are removed and less
important kept the results for both orders are quite similar. For Order 1 the
same classification as for the whole set of features can be obtained for 66.66%
inputs left. Removing more important features in Order 2 means discarding these
attributes that are most often present in reducts with high cardinalities and when
20% of inputs are reduced the classification slightly increases to 83.75%, then
with further reduction gradually decreases.

The performance of the classifier observed in reduction of characteristic fea-
tures according to Order 1 and 2 results in the conclusion that when cardinal-
ities of relative reducts are considered as importance indicators for condition
attributes, then smaller reducts seem to be more informative.

This leads to the third ordering of features and the performance of the classifier
as presented in Fig. 3. With focus on only the smallest reducts, with cardinalities
4 and 5, removing more important features while keeping these less important
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Fig. 2. ANN classification accuracy in relation to the number of features, with reduc-
tion from more significant side for Order 1 and Order 2
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Fig. 3. ANN classification accuracy in relation to the number of features, reduction for
Order 3 (focus on only the smallest reducts) from both sides

ones gives the satisfactory classification accuracy even when there are more than
50% of characteristic features reduced. Within all three orderings of features this
is the only one that enables for such a significant reduction while not diminishing
the power of ANN classifier.

It should be noticed that in all these tests, for all three orderings of con-
sidered attributes, the performance of the classifier is always at least slightly
decreased when removing less significant features. On the other hand, reduction
of more significant attributes yields several subsets of attributes for which the
classification is the same as for the whole set or increased.

This could be considered as counter-intuitive that features considered as more
important in the rough set perspective are less important for ANN classifier. Yet
the rule-based methodology focuses on dominant patterns observed in the train-
ing samples while a connectionist approach looks for subtle differences, hence
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it is unavoidable that they assume different levels of importance for individual
features and makes a combination of both all the more interesting.

These observations confirm findings from the past research [10] and bring the
conclusion that even though relative reducts found in DRSA processing just by
themselves do not perform well enough as feature selectors for a connectionist
classifier, the analysis of their cardinalities, which results in ordering of attributes
reflecting their frequency of usage, still can be used to advantage in feature
selection and reduction process.

6 Conclusions

The paper presents results of experiments concerning an application of a hybrid
classifier in the computational stylistics task of authorship attribution, consti-
tuting another step within the research track continued over some past years.

The data processing described was performed in three stages. Firstly, there
were selected some characteristic features that gave satisfactory classification ac-
curacy of an artificial neural network. Secondly for this set of features there were
calculated relative reducts as defined by Dominance-based Rough Set Approach.
Relative reducts are characterised by their cardinalities and the attributes they
include. Reversing this perspective, the attributes were ordered reflecting how
often they were used in construction of reducts with various cardinalities. Basing
on these orderings of features in the third step there was conducted reduction
of features while observing how this influences the classifier performance.

The experiments show that greater importance in the classification process ex-
ecuted by ANN classifier was associated with these features that were perceived
as less important from relative reduct perspective. The presence or absence of
the features considered as more significant influences the power of the classi-
fier in smaller degree. This observation can be considered as counter-intuitive,
yet it actually shows the opposite attitudes of the two methodologies employed:
rule-based approach looks for dominant features and patterns, while connec-
tionist approach relies on detecting rather subtle and less obvious relationships
amongst input data.

Acknowledgments. 4eMka Software used in search for relative reducts [4,3]
was downloaded in 2008 from the website of Laboratory of Intelligent Decision
Support Systems, (http://www-idss.cs.put.poznan.pl/), Poznan University
of Technology, Poland.
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Abstract. We considered the tolerance matrix generated using toler-
ance rough set model as a kind of an associative thesaurus. The ef-
fectiveness of the thesaurus was measured using performance measures
commonly used in information retrieval, recall and precision, where they
were used for the terms rather than documents. A corpus consists of key-
words defined as highly related with particular topic by human experts
become the ground truth of this study. Analysis was conducted based
on comparison values of all available sets created. Above all findings,
this paper was thought as the fundamental basis that generating an au-
tomatic thesaurus using rough sets theory is a promising way. We also
mentioned some directions for future study.

Keywords: rough sets, tolerance rough set model, thesaurus.

1 Introduction

Rough set theory is a mathematical approach to vagueness [12] that was intro-
duced by Pawlak in 1982 [11]. It’s relationship with other approaches has been
studied for years and it has been successfully implemented in numerous areas
of real-life applications [5]. Tolerance rough set model (TRSM) is one of its ex-
tension developed by Kawasaki, Nguyen, and Ho [4] based on the generalized
approximation space as a tool to model document-term relation in text mining.

Hierarchical and non-hierarchical document clustering based on TRSM has
been studied in [4] and [8] respectively and showed that the clustering algorithm
being proposed could be well adapted to text mining. The study of TRSM im-
plementation to search results clustering in [8] yielded a design of a Tolerance
Rough Set Clustering (TRC) algorithm for web search results and proved that
the new representation created had positive effects on clustering quality. For
query expansion, the result of TRSM implementation showed that the approach
was effective and high search precision was gained [3,8].

The potential of TRSM in automatic thesaurus construction has been revealed
in [16]. By employing similar framework of study, this paper presents our investi-
gation on the effectiveness of the thesaurus automatically created, both with and
without stemming task on the process. The effectiveness of the thesaurus was
calculated using performance measures commonly used in information retrieval
which are recall and precision.
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Brief explanation about rough sets theory, generalized approximation space
and tolerance rough set model are presented on the next section and then fol-
lowed by description of data and methodology used in the study. We report and
discuss our findings in section 5.

2 Basic Notions on Tolerance Rough Set Model (TRSM)

Rough set theory was originally developed [12] as a tool for data analysis and
classification. It has been successfully applied in various tasks, such as feature
selection/extraction, rule synthesis and classification [5,10]. The central point
of rough set theory is based on the fact that any concept (a subset of a given
universe) can be approximated by its lower and upper approximation.

The classical rough set theory is based on equivalence relation that divides
the universe of objects into disjoint classes. For some practical applications, the
requirement for equivalent relation has showed to be too strict. The nature of
the concepts in many domains are imprecise and can be overlapped additionally.

In [13], Skowron and Stepaniuk introduced a generalized approximation space
(GAS) by relaxing the equivalence relation in classical rough sets to a tolerance
relation, where transitivity property is not required. Formally, the generalized
approximation space is defined as a quadruple A = (U, I, ν, P ), where

U is a non-empty universe of objects; let P(U) denote the power set of U ,
I : U → P(U) is an uncertainty function satisfying conditions: (1) x ∈ I(x) for

x ∈ U , and (2) y ∈ I(x) ⇐⇒ x ∈ I(y) for any x, y ∈ U . Thus the relation
xRy ⇐⇒ y ∈ I(x) is a tolerance relation and I(x) is a tolerance class of x,

ν : P(U) × P(U) → [0, 1] is a vague inclusion function, which measures the
degree of inclusion between two sets. The function ν must be monotone w.r.t
the second argument, i.e., if Y ⊆ Z then ν(X, Y ) ≤ ν(X, Z) for X, Y, Z ⊆ U ,

P : I(U)→ {0, 1} is a structurality function.

Together with uncertainty function I, vague inclusion function ν defines the
rough membership function for x ∈ U, X ⊆ U by μI,ν(x, X) = ν(I(x), X). Lower
and upper approximations of any X ⊆ U in A, denoted by LA(X) and UA(X),
are respectively defined as LA(X) = {x ∈ U : P (I(x)) = 1 ∧ ν(I(x), X) = 1}
and UA(X) = {x ∈ U : P (I(x)) = 1 ∧ ν(I(x), X) > 0}.

Let us notice that the classical rough sets theory is a special case of GAS.
However, with given definition above, generalized approximation spaces can be
used in any application where I, ν and P are appropriately determined.

Tolerance Rough Set Model (TRSM) [4] was developed as basis to model doc-
uments and terms in information retrieval, text mining, etc. With its ability to
deal with vagueness and fuzziness, tolerance rough set seems to be promising tool
to model relations between terms and documents. In many information retrieval
problems, especially in document clustering, defining the similarity relation be-
tween document-document, term-term or term-document is essential.

Let D = {d1, . . . , dN} be a corpus of documents and T = {t1, . . . , tM} set of
index terms for D. With the adoption of Vector Space Model [7], each document
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di is represented by a weight vector [wi1, . . . , wiM ] where wij denoted the weight
of term tj in document di. TRSM is an approximation space R = (T, Iθ, ν, P )
determined over the set of terms T as follows:

Uncertainty function: Iθ(ti) = {tj | fD(ti, tj) ≥ θ}∪{ti}, where θ is a positive
parameter and fD(ti, tj) denotes the number of documents in D that contain
both terms ti and tj . The set Iθ(ti) is called the tolerance class of term ti,

Vague inclusion function: is defined as ν(X, Y ) = |X∩Y |
|X| ,

Structural function: P (Iθ(ti)) = 1 for all ti ∈ T .

The membership function μ for ti ∈ T , X ⊆ T is then defined as μ(ti, X) =

ν(Iθ(ti), X) =
|Iθ(ti) ∩X |
|Iθ(ti)|

and the lower, upper approximations and boundary

regions of any subset X ⊆ T can be determined – with the obtained tolerance
R = (T, I, ν, P ) – in the standard way, i.e.,

LR (X) = {ti ∈ T | ν (Iθ (ti) , X) = 1} . (1)
UR (X) = {ti ∈ T | ν (Iθ (ti) , X) > 0} . (2)

BNR (X) = UR (X)− LR (X) . (3)

In the context of information retrieval, tolerance class Iθ(ti) represents the
concept related to ti. By varying the threshold θ, one can tune the preciseness
of the concept represented by a tolerance class. For any set of terms X , the
upper approximation UR(X) is the set of concepts that share some semantic
meanings with X , while LR(X) is a ”core” concept of X . The application of
TRSM in document clustering was proposed as a way to enrich document and
cluster representation with the hope of increasing clustering performance.

Enriching document representation: With TRSM, the ”richer” represen-
tation of document di ∈ D is achieved by simply representing document with
its upper approximation, i.e. UR(di) = {ti ∈ T | ν(Iθ(ti), di) > 0}

Extended weighting scheme: In order to employ approximations for docu-
ment, the weighting scheme need to be extended to handle terms that occurs
in document’s upper approximation but not in the document itself. The ex-
tended weighting scheme is defined from the standard TF*IDF by:

w∗
ij =

1
S

⎧⎨⎩(1 + log fdi(tj)) log N
fD(tj)

if tj ∈ di

mintk∈di wik

log N
fD(tj )

1+log N
fD(tj )

otherwise

where S is a normalization factor.

The use of upper approximation in similarity calculation to reduce the number of
zero-valued similarities is the main advantage TRSM-based algorithms claimed
to have over traditional approaches. This makes the situation, in which two
documents have a non-zero similarity although they do not share any terms,
possible.
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3 Data of the Study

This study used two corpora: ICL-corpus and WORDS-corpus. Both of them
adopt the Text REtrieval Conference (TREC) format [9], i.e. every document
is marked up by <DOC></DOC> tags and has a unique document identifier
which is marked up by <DOCNO></DOCNO> tags.

The ICL-corpus consists of 1,000 documents which came from Indonesian
Choral Lovers Yahoo! Groups, a mailing list of Indonesian choral community,
hence the body text is the body of email. During annotation process, each doc-
ument of ICL-corpus has been assigned a topic, or more, by choral experts and
concurrently they were expected to determine words that highly related with
the topics given [15]. We then treated those keywords as the body text of docu-
ment in WORDS-corpus. Therefore, both corpora are basically correlated in the
sense that WORDS-corpus contains keywords defined by human experts for the
given topic(s) of each document in ICL-corpus. Hence, the WORDS-corpus also
consists of 1,000 documents and the identifier of WORDS-corpus’ document is
in accordance with identifier of ICL-corpus’ document.

We take an assumption that each topic given by the human experts in an-
notation process is a concept, therefore we consider the keywords determined
by them as the term variants that semantically related with particular concept.
These keywords are in WORDS-corpus, hence the WORDS-corpus contains im-
portant terms of particular concept selected by human expert. In automatic
process of the system, these terms should be selected, therefore WORDS-corpus
become the ground truth of this study.

Topic assignment yielded 127 topics which many of them has few document
frequency; 81.10 % have document frequency less than 10 and 32.28 % of them
have document frequency 1.

4 Methodology

A thesaurus is a type of lightweight ontology which provides additional relation-
ships, and does not provide an explicit hierarchy [6]. By definition, a thesaurus
could be represented technically in the form of a term-by-term matrix. In this
study, we considered the tolerance matrix generated using TRSM as the repre-
sentation of the intended thesaurus, which is technically a term-by-term matrix
and contains tolerance classes of all index terms.

Figure 1 shows the main phases of the study, which were performed twice:
with stemming task and without stemming task.

4.1 Extraction Phase

The main objective of extraction phase was preprocessing both corpora. A ver-
sion of Indonesian stemmer, called CS stemmer, was employed in stemming task.
In [1], it was introduced as a new confix-stripping approach for automatic In-
donesian stemming and was showed as the most accurate stemmer among other
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Fig. 1. Main phases of the study: extraction phase, rough set phase, and evaluation
phase. A rectangle represents a phase while a circle represent a result.

automated Indonesian stemmer. For stopword task, Vega’s stopword [14] was
applied as in [2] the use of the stopword gave highest precision and recall.

Documents were tokenized based on character other than alphabetic. The
resulted tokens were stemmed using the CS stemmer and then compared to the
Vega’s stopword. It yielded list of unique terms and its frequency. There were
9,458 unique terms extracted from ICL-corpus and 3,390 unique terms extracted
from WORDS-corpus; called ICL list and WORDS list respectively. When it was
run without stemming process, we identified 12,363 unique terms in ICL list and
4,281 unique terms in WORDS list.

Both corpora were classified based on 127 topics yielded in preliminary pro-
cess. Taking the assumption that keywords determined by human experts are
the term variants of a concept then aggregation of all terms appeared in each
class were taken as the terms of representative vector of each class. The resulted
classes of ICL-corpus was called ALL while the resulted classes of WORDS-
corpus was called WL. The frequency matrix of topic-term needed in rough set
phase was created based on these classes.

4.2 Rough Set Phase

This phase was conducted in order to generate the lower set Lr, upper set Ur,
and boundary set BNr of each class; RS refers to all three sets. These sets were
possible to be created using (1), (2), and (3) when tolerance matrix was ready.

The tolerance matrix was created based on algorithm explained in [8]. It
needed topic-term frequency matrix as the input, then the occurrence binary
matrix OC matrix, co-occurrence matrix COC matrix, and tolerance binary ma-
trix TOL matrix were generated in sequence manner by employing (4), (5), and
(6) respectively. Note that tfi,j denotes the frequency of term j in topic i and θ
is the co-occurrence threshold of terms.

oci,j = 1 ⇔ tfi,j > 0 . (4)
cocx,y = card(OCx AND OCy) . (5)
tolx,y = 1 ⇔ cocx,y ≥ θ . (6)



710 G. Virginia and H.S. Nguyen

4.3 Evaluation Phase

In this phase, all resulted sets were compared across the other, i.e. ICL list
vs. WORDS list, ALL vs. WL, ALL vs. RS, WL vs. RS, and between RS (Lr
vs. BNr, Ur vs. Lr, and Ur vs. BNr). The objective is to get the amount of
terms appeared in both compared sets. These comparisons were conducted for
co-occurrence threshold θ between 1 to 75. From each comparison at particular
θ value, we got 127 values which were the value of each class. The average value
was then computed for each θ value as well as for all θ value.

Recall and precision are measures commonly used in information retrieval
field to evaluate the system performance. Recall R is the fraction of relevant
documents that are retrieved while precision P is the fraction of retrieved doc-
uments that are relevant [7]. Suppose Rel denotes relevant documents and Ret
denotes retrieved documents, then recall R and precision P are defined as follow

R =
|Rel

⋂
Ret|

|Rel| P =
|Rel

⋂
Ret|

|Ret| . (7)

In this study, both measures were used for the terms rather than documents.
That is to say, by considering WL as the ground truth, then recall R is the
fraction of relevant terms that are retrieved while precision P is the fraction of
retrieved terms that are relevant. Based on the definition, better recall value is
preferred than better precision value because better recall value will ensure the
availability of important terms in the set.

5 Analysis

With regard to the process of developing WORDS list, the fact that ICL list
could cover almost all WORDS list terms was not surprising. It was interesting
though that there were some terms of WORDS list did not appear in ICL list;
17 terms yielded by the process without stemming task and 11 terms yielded by
the process with stemming task. By examining those terms, we found that the
CS stemmer could only handle the formal terms (6 terms) and left the informal
terms (5 terms) as well as the foreign term (1 term); the other terms caused by
typographical error (5 terms) in ICL corpus.

Despite the fact that CS stemmer succeeded in reducing the number of terms
of ICL list (23.50%) as well as of WORDS list (20.81%), it reduced the average
of recall in each class of ALL about 0.64% from 97.39%. We noticed that the
average of precision in each class of ALL increased about 0.25%, however the
values themselves were very small (14.56% for process without stemming task
and 14.81% for process with stemming task). From these, we could say that the
ICL list was still too noisy of containing many unimportant terms in describing
particular topic.

5.1 ALL vs. RS

Table 1 shows the average values of comparison process between ALL vs. RS and
WL vs. RS in percentage. The values of ALL-Ur for process with and without
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Table 1. Average of Co-occurrence Terms Between Sets

With Stemming Without Stemming
Ur (%) Lr (%) BNr (%) Ur (%) Lr (%) BNr (%)

(1) (2) (3) (4) (5) (6) (7)

ALL 100.00 5.00 95.00 100.00 4.43 95.57

WLRecall 97.64 5.55 92.08 97.55 4.64 92.91

WLPrecision 13.77 27.49 13.50 14.13 26.30 13.75

stemming task, which are 100%, made us confident that the TRSM model has
been employed correctly.

The low values of ALL-Lr (5% and 4.43%) and the high values of ALL-BNr
(95% and 95.57%) compared with the low values of WLRecall-Lr (5.55% and
4.64%) and the high values of WLRecall-BNr (92.08% and 92.91%) indicate that
rough sets theory seemed to work in accordance with the natural way of human
thinking. From the values of WLRecall, we could learn that it was possibly the
case happened during topic assignment, that only limited number of terms could
be considered precisely belong to a particular topic while numerous of others
could not, e.g. were in uncertain condition. It was supported by the fact that
many times the human experts seemed to encounter difficulty in determining
keywords during annotation process. We came into this from the data that rather
than listing the keywords, they chose sentences on the text or even made their
own sentences. By doing this, they did not define specific terms as the highly
related terms with particular topic but mentioning many other terms in the form
of sentences instead. From this, we can say that the rough set theory is able to
model the natural way of topic assignment conducted by human.

From Table 1, we can see that all values in column 3 are higher than all
values in column 6 while all values in column 4 are lower than all values in
column 7. Hence, it seems that employing stemming task could retrieve more
terms considered as the ”core” terms of a concept and at the same time reduce
the number of uncertain terms retrieved.

5.2 WL vs. RS

Table 1 shows us that value of WLRecall-Ur of process with stemming is higher
than the process without stemming. It supports our confidence so far that stem-
ming task with CS stemmer would bring more benefit in this framework of study.

Despite the fact that better recall is preferred than better precision, as we
explained in 4.3, we noticed that the values of WLPrecision-Ur are small (13.77%
and 14.13%). With regard to (7), they were calculated using equation P =
|WL

⋂
Ur|

|Ur| . Based on the equation, we can expect to improve the precision value
by doing one, or both, of these: (1) increasing the co-occurence terms of WL
and Ur or (2) decreasing the total number of Ur. Suppose we have a constant
number of Ur (after setting up the θ at a certain value), then what we should
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do to improve the precision is increasing the number of co-occurence terms, i.e.
increasing the availability of relevant terms in Ur.

It has been explained in section 4.2 that the topic-term frequency matrix
was used as the input of generating the tolerance class. It means, the weighting
scheme was solely based on the term frequency of occurrence in particular topic.
By this fact, the precision value is possible to be enhanced by improving the
weighting scheme.

5.3 Tolerance Value

From ALL-Ur comparison with stemming, we also found that there was in-
dication that Ur set enriched ALL set; it was based on the average value of
co-occurrence terms over Ur that was 70.79% for θ value 1 to 75. In fact, the
average value was started from 4.02% for θ = 1 and getting higher up to 99.33%
for θ = 75. Note that the smaller the average value means the possibility of Ur
set enrichs ALL set is higher. With regard to (6), it is reasonable that increasing
the θ value will reduce the number of total terms in Ur set and increase the
average value of co-occurrence terms between ALL-Ur over Ur. The important
point of this is the possibility of enriching a concept getting lower by increasing
the θ value.

Fig. 2. The WLRecall-Ur comparison

Figure 2 is the graph of co-occurrence terms between WL set and Ur set over
WL for θ value 1 to 75. It is clear that after dramatic changes the graph starts
to stable at tolerance value 21. Looking at the average number of terms in Ur
set at θ = 21 was also interesting. It is 733.79 terms, which means reducing
92.24% of the average number of terms in Ur set at θ = 0 which is 9.458 terms.
From Fig. 2, we can also see that the average number of co-occurrence terms at
θ = 21 is 97.58%, which is high. By this manual inspection, we are confident to
propose θ ≥ 21 to be used in similar framework of study. However, automatically
setting the tolerance value is suggested, especially while considering the nature
of mailing list, i.e. growing over the time.
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5.4 ICL list vs. Lexicon

Lexicon is vocabulary of terms [7]. The lexicon used by CS stemmer in this
study consists of 29,337 Indonesian base words. Comparison between ICL list
and Lexicon showed that there was 3,321 co-occurrence terms. In other words,
64.89% of ICL list was different from Lexicon. Out of 6,137 terms, we analyzed
the top 3,000 terms with respect to the document frequency.

We identified that the biggest problem (37.3% of terms) was caused by for-
eign language; most of them was English. Next problems were the colloquial
terms which was 26.1% of terms and proper nouns which was 22.73% of terms.
Combination of foreign and Indonesian terms, e.g. workshopnya, was considered
as colloquial terms. We also found that the CS stemmer should be improved as
there were 19 formal terms left unstemmed in ICL list. Finally, we suggested 5
terms to be added into Lexicon and 8 terms into stopword-list.

6 Conclusion

This paper was thought as the fundamental basis that generating an automatic
thesaurus using rough sets theory is a promising way. There was indication that
it could enrich a concept and proved to be able to cover the important terms
that should be retrieved by automatically process of system, even though foreign
languages, colloquial terms and proper nouns were identified as big problems in
main corpus. We noticed that CS stemmer as a version of Indonesian stemming
algorithm was able to reduce the total number of index terms being processed
and improved the recall of Ur as it was expected, however it should be upgraded.
In this paper, we also proposed θ value ≥ 21 for similar framework of study, as
well as suggesting some terms to be added into Lexicon and stopword-list.

There is much work to do related with this study, such as (1) to improve the
weighting scheme hence it is not only based on term frequency of occurrence,
(2) to upgrade the CS stemmer to handle the formal terms better, (3) to find a
way in dealing with the foreign terms and colloquial terms, and (4) to set the θ
value automatically, particularly by considering the nature of mailing list.
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Zbigniew W. Raś3,4, Marcin Wojnarski5, and Joanna Swietlicka5

1 Multimedia Systems Department, Gdansk University of Technology,
Narutowicza 11/12, 80-233 Gdansk, PL

{bozenka,adamq,zwan}@sound.eti.pg.gda.pl
2 Fred Hutchinson Cancer Research Center, Seattle, WA 98109, USA

wjiang2@fhcrc.org
3 Univ. of North Carolina, Dept. of Computer Science, Charlotte, NC 28223, USA
4 Warsaw Univ. of Technology, Institute of Comp. Science, 00-665 Warsaw, Poland

ras@uncc.edu
5

TunedIT Solutions, Zwirki i Wigury 93/3049, 02-089 Warszawa, Poland
{marcin.wojnarski,j.swietlicka}@tunedit.org

Abstract. This report presents an overview of the data mining con-
test organized in conjunction with the 19th International Symposium
on Methodologies for Intelligent Systems (ISMIS 2011), in days between
Jan 10 and Mar 21, 2011, on TunedIT competition platform. The contest
consisted of two independent tasks, both related to music information re-
trieval: recognition of music genres and recognition of instruments, for a
given music sample represented by a number of pre-extracted features.
In this report, we describe aim of the contest, tasks formulation, proce-
dures of data generation and parametrization, as well as final results of
the competition.

Keywords: Automatic genre classification, instrument recognition, mu-
sic parametrization, query systems, intelligent decision systems.

1 Introduction

Internet services expose nowadays vast amounts of multimedia data for exchange
and browsing, the most notable example being YouTube. These digital databases
cannot be easily searched through, because automatic understanding and index-
ing of multimedia content is still too difficult for computers – take, for example,
the diversity of musical trends and genres, uncommon instruments or the variety
of performers and their compositions present in typical multimedia databases.
In ISMIS 2011 Contest, we invited all researchers and students interested in
sound recognition and related areas (signal processing, data mining, machine
learning) to design algorithms for two important and challenging problems of
Music Information Retrieval: recognition of music genres (jazz, rock, pop, ...)
and recognition of instruments playing together in a given music sample.

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 715–724, 2011.
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The contest comprised 2 tracks:

– Music Genres – Automatic recognition of music genre (jazz, rock, pop, ...)
from a short sample. The dataset and feature vectors were prepared by the
Multimedia Systems Department of the Gdansk University of Technology.

– Music Instruments – Automatic recognition of instruments playing together
in a given sample. Prepared by Wenxin Jiang and Zbigniew Raś.

The tasks were independent. Contestants could have participated in both of
them or in a selected one. The challenge was organized at TunedIT Challenges1

platform as an on-line interactive competition: participants were submitting
solutions many times, for the whole duration of the challenge; solutions were
immediately automatically evaluated and results were published on the Leader-
board, to allow comparison with other participants and introduction of further
improvements. TunedIT Challenges is an open platform that can be freely used
by everyone for scientific and didactic purposes [23].

Contestants were given descriptions of both tasks along with vectors of pa-
rameters – features extracted from raw sound samples. For each track, the full
set of vectors was divided into two subsets: (1) training set, disclosed publicly
to participants for classifier building; (2) test set, disclosed without decisions,
which had to be predicted by contestants – the predictions were subsequently
compared with ground truth kept on the server and scores were calculated. Test
set was further divided into preliminary (35%) and final (65%) parts: the former
being used for calculating results shown on the Leaderboard during contest; the
latter one used for final unbiased scoring and picking up the winner.

The competition attracted very large interest among Data Mining and Music
Information Retrieval community: 292 teams with 357 members had registered,
150 of them actively participated, submitting over 12.000 solutions in total,
largely outperforming baseline methods. The winners are:

– Music Genres: Amanda C. Schierz and Marcin Budka, Bournemouth
University, UK. Achieved 59% lower error rate than baseline algorithm.

– Music Instruments: Eleftherios Spyromitros Xioufis, Aristotle Univer-
sity of Thessaloniki, Greece. Achieved 63% lower error than baseline.

The winning teams were awarded prizes of 1000 USD each. See also the contest
web page: http://tunedit.org/challenge/music-retrieval.

2 Task 1: Music Genres Recognition

2.1 Database and Parametrization Methods

The automatic recognition of music genres is described by many researchers
[1,3,4,6,7,11,15,16,17,18,20,21], who point out that the key issue of this process
is a proper parametrization. Parametrization has so far experienced extensive

1 http://tunedit.org
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development [5,8,9,10,11,12,24], however, there are still some important areas
of Music Information Retrieval, such as for example music genre classification,
that is researching this aspect. The parameters that are most often used are
MPEG-7 descriptors [6], mel cepstral coefficients [19] and bit histograms [18].
The classification is typically based on the analysis of a short (3–10 sec.) excerpts
of a musical piece which are parameterized and later classified.

A database of 60 music musicians/performers was prepared for the competi-
tion. The material is divided into six categories: classical music (class No. 1),
jazz (class No. 2), blues (class No. 3), rock (class No. 4), heavy metal (class
No. 5) and pop (class No. 6). For each of the performers 15–20 music pieces were
collected. The total number of music pieces available for each of music genres is
presented in Tab. 1. An effort was put to select representative music pieces for
each of music genres.

All music pieces are partitioned into 20 segments and parameterized. The
descriptors used in parametrization also those formulated within the MPEG-7
standard, are only listed here since they have already been thoroughly reviewed
and explained in many research studies.

Table 1. The number of music pieces extracted for a given genre

Genre Number of music pieces

Classical music 320
Jazz music 362
Blues 216
Rock music 124
Heavy metal music 104
Pop music 184

For each of music pieces 25-second-long excerpts were extracted and parame-
terized. The excerpts are evenly distributed in time. Each of these excerpts was
parameterized and the resulting feature vector contains 171 descriptors. 127 of
the features used are MPEG-7 descriptors, 20 are MFCC and additional 24 are
time-related ‘dedicated’ parameters. Those ‘dedicated’ parameters are original
authors’ contribution to the parametrization methods. Since MPEG-7 features
and mel-frequency cepstral-coefficients are widely presented in a rich literature
related to this subject there they will only be listed. Dedicated parameters will
be described in the next Section.

The parameters utilized are listed below:

a) parameter 1: Temporal Centroid,
b) parameter 2: Spectral Centroid average value,
c) parameter 3: Spectral Centroid variance,
d) parameters 4–37: Audio Spectrum Envelope (ASE) average values in 34 fre-

quency bands,
e) parameter 38: ASE average value (averaged for all frequency bands),
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f) parameters 39–72: ASE variance values in 34 frequency bands,
g) parameter 73: averaged ASE variance parameters,
h) parameters 74, 75: Audio Spectrum Centroid – average and variance values,
i) parameters 76, 77:Audio Spectrum Spread – average and variance values,
j) parameters 78–101:Spectral Flatness Measure (SFM) average values for 24

frequency bands,
k) parameter 102: SFM average value (averaged for all frequency bands),
l) parameters 103–126: Spectral Flatness Measure (SFM) variance values for

24 frequency bands,
m) parameter 127: Averaged SFM variance parameters,
n) parameters 128–147: 20 first mel-frequency cepstral coefficients (mean

values),
o) parameters 168–191: Dedicated parameters in time domain based on the

analysis of the distribution of the envelope in relation to the rms value.

The dedicated parameters are related to the time domain. They are based on
the analysis of the distribution of sound sample values in relation to the root
mean square values of the signal (rms). For this purpose three reference levels
were defined: r1, r2, r3 – equal to namely 1, 2, 3 rms values of the samples in
the analyzed signal frame.

The first three parameters are related to the number of samples that are
exceeding the levels: r1, r2 and r3.

pn =
count(samples exceeding rn)

length(x(k))
(1)

where n = 1, 2, 3 and x(k) is the signal frame analyzed.
The initial analysis of the values of parameters pn showed a difficulty, because

the rms level in the excerpts analyzed sometimes significantly varies within the
analyzed frame. In order to cope with this problem another approach was in-
troduced. Each 5-second frame was divided into 10 smaller segments. In each of
these segments parameters pn (Eq. 1) were calculated. As a result a sequence
Pn was obtained:

Pn = {p1
n, p2

n, p3
n, ....., p10

n } (2)

where pk
n, k = 1 . . . 10 and n = 1, 2, 3 as defined in Eq. 1.

In this way, 6 new features were defined on the basis of sequences Pn. New
features were defined as mean (qn) and variance (vn) values of Pn, n = 1, 2, 3.
The index n is related to the different reference values of r1, r2 and r3.

qn =

10∑
k=1

pk
n

10
(3)

vn = var(Pn) (4)

In order to supplement the feature description, additional three parameters
were defined. They are calculated as the ‘peak to rms’ ratio, but in 3 different
ways described below:
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– parameter k1 calculated for the 5-second frame,
– parameter k2 calculated as the mean value of the ratio calculated in 10 sub-

frames,
– parameter k3 calculated as the variance value of the ratio calculated in 10

sub-frames.

The last group of dedicated parameters is related to the observation of the
rate of the threshold value crossing. This solution may be compared to the
more general idea based on classical zero crossing rate parametrization (ZCR).
The ZCR parametrization is widely used in many fields related to automatic
recognition of sound. The extension of this approach is a definition of a threshold
crossing rate value (TCR) calculated analogically as ZCR, but by counting the
number of signal crossings in relation not only to zero, but also to the r1, r2 and
r3 values. These values (similarly as in the case of the other previously presented
parameters) are defined in 3 different ways: for the entire 5-second frame and
as the mean and variance values of the TCR calculated for 10 sub-frames. This
gives 12 additional parameters to the feature set.

The entire set of dedicated parameters consists of 24 parameters that
supplement 147 parameters calculated based on MPEG-7 and mel-cepstral
parametrization.

2.2 Database Verification

Before the publication of the database for the purpose of the contest the data
collected needed to be tested. The set of feature vectors was divided into two
parts: training and test set, with a proportion of 50:50 in such a way that excerpts
extracted from one music piece could belong either to the training or to the test
set (in order to test effectiveness of the system for recognizing music pieces that
were not used during the training).

Next, three classifiers, namely: SVM (Support Vector Machine), J48 tree and
Random Forest were trained on the basis of these data. Those classifiers were
verified on a training data. In the case of SVM classifiers the C-SVC SVM with
the Radial Basis kernel function was used. Settings of the algorithm as well as
parameters of the kernel were chosen experimentally. The cost parameter was set
to 62.5 and gamma for the kernel to 0.5. The tolerance of the termination crite-
rion (epsilon) was equal to 10e-3. In addition, linear kernel was tested to check
if the parameters could be separated linearly. Since no classification accuracy
improvement has been noticed, thus the radial basis was used. For this classifier
the libSVM library [2] linked to the WEKA environment [22] was employed.

Random Forest and Decision Tree classifiers were tested in the WEKA system.
The Random Forest model was created with the unlimited depth of trees and
the number of trees was equal to 20. For the J48 the confidence factor used for
the pruning was set to 0.25 and the minimum number of instances per leaf was
equal to 2.

In Tab. 2 the average efficiency obtained for these three classifiers is presented.
The best results were obtained for the SVM classifier due to its ability to the
non-linear separation of classes.
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Table 2. Comparison of the average efficiency for 3 classifiers (first experiment)

Classifier Average efficiency [%]

Support Vector Machine 90.87

J48 77.40

Random Forest 84.72

Fig. 1. Classification efficiency of music genre using three classifiers (second experi-
ment)

Table 3. Comparison of the average efficiency for 3 classifiers (second experiment)

Classifier Average efficiency [%]

Support Vector Machine 70.0

J48 62.1

Random Forest 67.3

The second experiment was related to different division of data: excerpts ex-
tracted from one music artist/performer could belong either to the training or
to the test set. In this case smaller accuracy was expected than in the first sce-
nario, since testing was performed on excerpts that were not earlier used in the
training phase. Results of this experiment are presented in Fig. 1 and Tab. 3.
The same classifier settings as earlier described were used in this experiment.

Similarly to the previous experiment, the best results were obtained by the
SMV classifier. As was expected the results had smaller efficiency. In addition,
the confusion matrix for the SVM classifier is presented in Tab. 4.
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Table 4. Confusion matrix obtained in the second experiment

[%] Classical Jazz Rock Blues H. Metal Pop

Classical 72 28 0 0 0 0

Jazz 8 91 0.5 0.5 0 0

Rock 0.5 21.5 50.5 7 14 7

Blues 3 3 1 67 10.5 15

H. Metal 0 2 42 6 35 14

Pop 0.5 2.5 11 13 5 68.5

The diagonal of the matrix shows the efficiency of automatic recognition for
each of the classes. However the main misclassifications are additionally marked
(underlined). The ‘classical music’ class was mainly misclassified as ‘jazz’ genre
(28%). It is worth mentioning that any classical excerpts were classified as rock,
blues, heavy metal, or pop genres. Similarly, nearly all misclassification for jazz
excerpts were related to the classical music. Other genre misclassification groups
are {Jazz, Rock, Heavy Metal} {Heavy Metal, Rock}, so it can be concluded
that those misclassifications are related to the similarity between music genres.

The Organizers of the competition have decided to use the data divided as
in the second experiment – excerpts extracted from one music performer could
belong either to the training or to the test set, thus one could expect results
close or better to the ones obtained in our preliminary experiment.

3 Task 2: Music Instruments Recognition

In recent years, rapid advances in digital music creation, collection and storage
technology have enabled organizations to accumulate vast amounts of musical
audio data, which are manually labeled with some description information, such
as title, author, company, and so on. However, in most cases those labels do not
have description on timbre or other perceptual properties and are insufficient for
content-based searching.

Timbre is the quality of sound that distinguishes different musical instruments
playing the same note with the identical pitch and loudness. Recognition and
separation of sounds played by various instruments is very useful in labelling au-
dio files with semantic information. However timbre recognition, one of the main
subtasks of Music Information Retrieval, has proven to be extremely challenging
especially in multi-timbre sounds, where multiple instruments are playing at the
same time.

It is fairly easy to automatically recognize single instruments. However, when
minimum two instruments are playing at the same time, the task becomes much
more difficult. In this contest, the goal is to build a model based on data collected
for both single instruments and examples of mixtures in order to recognize pairs
of instruments.
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3.1 Data

The data are taken from the musical sounds of MUMS (McGill Univ. Master
Samples) and samples recorded in the KDD Lab at UNC Charlotte. The original
audio sounds have a format of a large volume of unstructured sequential values,
which are not suitable for traditional data mining algorithms. The process of
feature extraction is usually performed to build a table representation from the
temporal or spectral space of the signal. This will reduce the raw data into a
smaller and simplified representation while preserving the important information
for timbre estimation. Sets of acoustical features have been successfully devel-
oped for timbre estimation in monophonic sounds where single instruments are
playing [14].

Training data consists of two datasets: large one containing data for single in-
struments and much smaller one containing mixtures of pairs of different instru-
ments. 26 music instruments are involved : electric guitar, bassoon, oboe, b-flat
clarinet, marimba, c trumpet, e-flat clarinet, tenor trombone, French horn, flute,
viola, violin, English horn, vibraphone, accordion, electric bass, cello, tenor sax-
ophone, b-flat trumpet, bass flute, double bass, alto flute, piano, Bach trumpet,
tuba, and bass clarinet. Both sets have the same attributes (the single instru-
ments set contains some additional information, though).

The test set contains only data for mixtures, which are the features extracted
from 52 music recording pieces synthesized by Sound Forge sound editor, where
each piece was played by two different music instruments. The pairs of instru-
ments that are playing in each piece are to be predicted. Note that test and
training sets contain different pairs of instruments (i.e. the pairs from the train-
ing set do not occur in the test set). Moreover, not all instruments from the
training data must also occur in the test part. There also may be some instru-
ments from the test set that only appear in the single instruments part of the
training set.

The following attributes are used to represent the data:

– BandsCoef1-33, bandsCoefSum - Flatness coefficients
– MFCC1-13 - MFCC coefficients
– HamoPk1-28 - Harmonic peaks
– Prj1-33, prjmin, prjmax, prjsum, prjdis, prjstd - Spectrum projection coef-

ficients
– SpecCentroid, specSpread, energy, log spectral centroid, log spectral spread,

flux, rolloff, zerocrossing - The other
– acoustic spectral features
– LogAttackTime, temporalCentroid - Temporal features

These attributes are the acoustic features either in the frequency domain or in
the time domain. Some of the features are extracted according to the MPEG-7
standard [14]( such as spectral flatness coefficients and spectral centroid). Other
non-MPEG7 features are also extracted such as MFCC (Mel frequency cepstral
coefficients) which describes the spectrum according to the human perception
system in the mel scale [13]. Additionally, the single instruments set contains:
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– Frameid - Each frame is 40ms long signal
– Note - Pitch information
– Playmethod - One schema of musical instrument classification according to

the way they are played
– Class1,class2 - Another schema of musical instrument classification according

to Hornbostel-Sachs

Both sets contain also the actual labels, i.e. the instruments. For the mixture
data, there are two instruments, thus - two labels.

3.2 Solutions and Evaluation

The goal of the contest is to select the best features provided in the training set to
build the appropriate classifier that yields the high confidence of the instrument
classification for the test set.

Solution should be a text file containing one pair of labels per line. The names
of the instruments in each line can be given in any order and should be separated
by a comma. Different number of labels in a line will result in an error. Labels
are not case sensitive. The evaluation metric is modified accuracy:

– If no recognized instrument matches the actual ones, 0.0 score is assigned
– If only one instrument is correctly recognized, 0.5 is assigned
– If both instruments match the target ones, 1.0 is assigned The final score is

equal to arithmetic mean of individual scores.
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Abstract. With the large amounts of multimedia data produced,
recorded and made available every day, there is a clear need for well–
performing automatic indexing and search methods. This paper describes
a music genre classification system, which was a winning solution in the
Music Information Retrieval ISMIS 2011 contest. The system consisted of
a powerful ensemble classifier using the Error Correcting Output Coding
coupled with an original, multi–resolution clustering and iterative rela-
belling scheme. The two approaches used together outperformed other
competing solutions by a large margin, reaching the final accuracy close
to 88%.

Keywords: error correcting output codes, multi–resolution clustering,
music information retrieval, semi–supervised learning.

1 Introduction

Internet services expose vast amounts of multimedia data. These digital libraries
cannot be easily searched through, because automatic understanding and index-
ing of multimedia content is still too difficult for computers.

In order to stimulate the research in this area, the ISMIS 2011 Contest: Music
Information Retrieval1 associated with the 19th International Symposium on
Methodologies for Intelligent Systems2, has been organized. The task was to
recognize different properties of provided music samples, based on extracted
sound features. The contest consisted of two independent tracks: music genre
recognition and music instrument recognition. This paper describes an advanced
data mining algorithm, which has proven to be a winning solution in the music
genre recognition track.

2 Dataset Properties

The dataset used in the music genre track of the competition was a database of
60 music performers. The material has been divided into six categories: classical
� Corresponding author.
1 http://tunedit.org/challenge/music-retrieval
2 http://ismis2011.ii.pw.edu.pl/
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music, jazz, blues, pop, rock and heavy metal. For each of the performers between
15 to 20 music pieces have been collected. All music pieces are partitioned into
20 segments and parameterized.

The feature vector consisted of 1913 parameters. The first 127 parameters were
based on the MPEG–7 standard. The remaining ones were cepstral coefficients
descriptors and time–related dedicated parameters [7].

The list of parameters with descriptions has been given in Table 1.

Table 1. Dataset details

no. description

1 Temporal Centroid
2 Spectral Centroid average value
3 Spectral Centroid variance
4–37 Audio Spectrum Envelope (ASE) average values in 34 frequency bands
38 ASE average value (averaged for all frequency bands)
39–72 ASE variance values in 34 frequency bands
73 Averaged ASE variance parameters
74 – 75 Audio Spectrum Centroid – average and variance values
76 – 77 Audio Spectrum Spread – average and variance values
78–101 Spectral Flatness Measure (SFM) average values for 24 frequency bands
102 SFM average value (averaged for all frequency bands)
103–126 Spectral Flatness Measure (SFM) variance values for 24 frequency bands
127 Averaged SFM variance parameters
128–147 20 first mel cepstral coefficients average values
148–167 The same as 128–147
168–191 Dedicated parameters in time domain based of the analysis of the distri-

bution of the envelope in relation to the rms value

3 Method Overview

The overall strategy was to address the music genre recognition problem us-
ing a mixed approach of a powerful classification model and multi–resolution
clustering. The preliminary results, using a set of standard techniques like the
Naive Bayes classifier, Multilayer Perceptron or cost–sensitive Random Forests,
have never reached above 0.78 on the preliminary test set. Clearly some more
sophisticated approach was required.

Examination of the training dataset using cluster analysis revealed that at an
appropriate level of granularity, less than 5% of the clusters contained instances
with mixed genres. This observation led to the assumption that each test set
cluster would also predominantly represent a single genre.

The final approach thus involved multi–resolution clustering (Section 5)
of the concatenated training and test sets, after labelling the latter with the
3 Since parameters 128–147 and 148–167 are in fact the same, the effective size of the

input space is 171.
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classification model described in Section 4. A majority vote has then been taken
for each cluster at the highest possible granularity level, which significantly im-
proved the prediction quality. The new predictions were then fed back into the
classification model and the whole process was repeated until convergence of the
clusters.

For a diagram presenting an overview of our method please see Figure 1.

Fig. 1. Method overview

4 Error Correcting Output Coding (ECOC)

Error Correcting Output Coding (ECOC) is a technique for using binary classifi-
cation algorithms to solve multi–class problems [3]. There are also other methods,
which address the same issue, like the one–against–all strategy or decomposition
of a c–class problem into c(c − 1)/2 subproblems, one for each pair of classes
[4]. Their primary focus however is to enable application of binary classifiers to
multi–class problems, a very important function in the era of the omnipresent
Support Vector Machines. The Error Correcting Output Coding has however
some other interesting properties.

ECOC represents a distributed output code, in which each class is assigned a
unique codeword – a binary string of a fixed length n. A set of n binary classifiers
is then trained, one for each bit position in the codeword.

New instances are classified by evaluating all binary classifiers to generate a
new n–bit string, which is then compared to all the codewords. The instance is
assigned to the class whose codeword is closest to the generated string, where
the similarity measure used is usually the Hamming distance [3], which for two
binary strings s and t of length n is given by:

DH(s, t) =
n∑

i=1

(
1− δs(i),t(i)

)
(1)

where s(i) denotes the ith bit of string s and δij is the Kronecker delta function.
A distinguishing feature of ECOC is the way the codewords are generated. The

most important property of ECOC codewords is that their pairwise Hamming
distances are maximized. This results in a code which is able to correct as many
individual classifier errors as possible. In general, a code with minimum pairwise



728 A. Schierz and M. Budka

Hamming distance d is able to correct up to
⌊

d−1
2

⌋
individual bit (classifier)

errors. Note, that the minimum Hamming distance in a code used by the one–
against–all approach is 2, so no errors can be corrected in this case.

Properly generated ECOC codewords also have another useful property – they
ensure that the individual classifiers are uncorrelated, that is each of them tends
to make errors on different input instances. This results in an ensemble which is
diverse, as all good ensembles should be [9].

4.1 Music Genre Classification System

For the six–class music genres dataset described in Section 2 an exhaustive
ECOC has been used, leading to 31 two–class problems. The minimum pair-
wise Hamming distance between the codewords in this case is 16, which means
that even if up to 7 individual classifiers make an incorrect prediction for a given
input instance, the final prediction of the whole ensemble will still be correct.

The base classifier used was a LIBSVM [2] implementation of Support Vector
Machine (SVM) [4] with linear kernels. The choice of this particular method has
been dictated by preliminary experiments, which have revealed high resilience to
over–fitting in the case of this particular dataset. The linear kernels have been
used due to high dimensionality of the input space (so transforming it to an even
higher dimensional space would be of negligible benefit), better scalability and
reduced number of parameters that needed to be estimated, when compared to
exponential or polynomial kernels. The parameters of each SVM have been esti-
mated using a grid search approach within a 2–fold Density Preserving Sampling
(DPS) scheme [1].

The training procedure has been depicted in Figure 2. Before training the data
has been normalised to fit within the (−1÷ 1) interval. The resultant predictive

Fig. 2. Training of an Error Correcting Output Code classification system
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Fig. 3. Iterative semi–supervised learning

model consists of 31 SVMs and an ECOC combiner, responsible for matching
the outputs of the individual classifiers to the closest codeword.

4.2 Iterative Semi–supervised Learning

An important feature of ensemble models is the possibility to assess the confi-
dence of produced predictions by measuring the degree of disagreement between
the ensemble members [10]. By taking advantage of this property it is possible
to label the test dataset in an iterative manner, assigning the predicted labels
only to the instances for which the ensemble confidence is above some threshold
value. The part of the test dataset which has been labelled in this way is then
appended to the training dataset, a new predictive model is built according to
the procedure described in Section 4.1, and the whole process is repeated until
convergence. This semi–supervised learning approach [5] has been depicted in
Figure 3. If at some iteration no instances can be labelled with the required
confidence, current predictions are taken as final and the process terminates.

5 Multi–resolution Clustering

The idea for the clustering came from experimenting with the data statistics,
number of performers, number of genres and approximate number of songs. No
crisp clusters were identified; however, we noticed that if a training instance
was of a different genre from the rest of the cluster then it usually belonged
to a different lower granularity cluster. The training and test data were first
normalised and the R statistical software’s [8] K–means clustering algorithm [4]
implementation was used to assign the instances to clusters. It was then decided
to “stretch out” the instances by introducing fine granularity clusters. The values
of K we have used have been given in Table 2, alongside the rationale for choosing
each particular value.

To validate the use of the multi–resolution clustering, the cluster assignation
nominal labels were used to create a new dataset for the training and test data.
WEKA [6] was used to run a Naive Bayes classifier on the training nominal
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Table 2. Numbers of clusters in the K–means algorithm

K rationale

6 Number of genres
15 Min number of music pieces per performer
20 Max number of music pieces per performer, number of segments per piece
60 Number of performers
300 Min number of music pieces per performer times number of segments
400 Max number of music pieces per performer times number of segments
600 As for 300, but with higher granularity
800 As for 400, but with higher granularity
900 Min number of music pieces in the dataset
1050 Mean number of music pieces in the dataset
1200 Max number of music pieces in the dataset
2000 As for 1000, but with higher granularity

3000 Higher granularity
3200 Higher granularity
5000 Higher granularity
7000 Higher granularity

cluster labels and the resulting model was applied to the test set. Submitting the
results produced 0.7645 accuracy on the preliminary test set which we considered
as validation of the clustering approach.

6 Iterative Relabelling Scheme

The relabelling scheme has been performed in two stages. The first stage was to
attempt to relabel the whole cluster at the finest level of granularity. This may
be achieved in two ways:

– If the cluster had a training instance member and 50% of the predictions had
the same label as this training instance then the whole cluster was relabelled
to match the training instance

– If the cluster had a 75% majority of prediction labels then the whole cluster
was relabelled to the majority label.

This approach has been depicted in Figure 4.
If the cluster could not be relabelled at the highest, 7000 level by this ap-

proach then each instance in the cluster was checked in lower granularity clusters
starting at the 5000 level. This time the instance is relabelled according to the
diagram in Figure 5.

This process is analogous to the previous approach: if there is a training
instance in the lower granularity cluster and 50% of the predictions in that cluster
match the training instance then the test instance is relabelled to match the
training instance. If there is no training instance in the lower granularity cluster
and 75% of the predictions are one genre then the test instance is relabelled to
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Fig. 4. Cluster relabelling

Fig. 5. Instance relabelling with fallback to lower granularity level

Table 3. Numbers of instances resolved by method and cluster

method/cluster number of instances

Majority Prediction @ cluster 7000 8349
Majority Prediction @ cluster 5000 640
Majority Prediction @ cluster 3200 309
Majority Prediction @ cluster 3000 13
Training Instance @ cluster 7000 537
Training Instance @ cluster 5000 77
Training Instance @ cluster 3200 1
Left as predictions 343

this genre. If there is no resolution at the 5000 level then granularity is reduced
again and the process is repeated. When all cluster levels have been checked
using fallback and no consensus is reached then the test instance is left with its
original predicted label.
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The numbers of instances in the final submission resolved by the two strategies
described above have been given in Table 3. As it can be seen, in practice the
algorithm has never fallen back below the 3000 cluster level, so quite a fine level
of granularity was needed for the method to provide reasonable performance.

7 Experimental Results

The final classification performance of the method proposed in this paper, as well
as the performances achieved at particular steps of the development process, have
been given in Table 4. Note, that the results for the final test set are given only,
if a particular submission was final.

Table 4. Classification performance

Method/step Preliminary performance Final performance

0. Random Forest 0.7744 –
1. ECOC 0.8159 0.81521
2. Cluster relabelling 0.8558 –
3. ECOC (retrained) 0.8784 –
4. Final 0.8815 0.87507

As it can be seen, the first significant performance boost of around 3.5% on the
preliminary test set came from replacing the Random Forest method with the
semi–supervised ECOC ensemble. The next step, cluster relabelling with fallback
to lower granularity level, has allowed to increase the classification accuracy by
another 4%. The next major improvement of approximately 2.3% came from
feeding the labels produced by cluster relabelling back to the ECOC ensemble.
The final improvement was a result of another application of cluster relabelling.
Since this improvement was rather modest, we have interpreted it as a sign of
saturation of our method.

One of the strengths of the proposed method is that it reinforces correct pre-
dictions; however this may also be seen as one of the weaknesses as it reinforces
the errors. From looking at the actual final test labels, we have incorrectly pre-
dicted whole clusters rather than individual instances. This has been particularly
noticeable when discriminating between Rock and Metal, and Classical and Jazz.

8 Conclusions

The music genre classification method described in this paper has proven to be a
well–performing and competitive solution. The method has been validated within
the ISMIS 2011 Contest: Music Information Retrieval and has been ranked as a
top solution, outperforming some 12 000 submission by almost 300 teams from
all over the world, and achieving the classification rate of almost 88%.
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This encouraging result inspired us to continue our research along this direc-
tion, using a diverse pool of benchmark and real datasets, which is currently an
ongoing work.
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Abstract. This paper presents the two winning approaches that we de-
veloped for the instrument recognition track of the ISMIS 2011 contest
on Music Information. The solution that ranked first was based on the
Binary Relevance approach and built a separate model for each instru-
ment on a selected subset of the available training data. Moreover, a
new ranking approach was utilized to produce an ordering of the in-
struments according to their degree of relevance to a given track. The
solution that ranked second was based on the idea of constraining the
number of pairs that were being predicted. It applied a transformation
to the original dataset and utilized a variety of post-processing filters
based on domain knowledge and exploratory analysis of the evaluation
set. Both solutions were developed using the Mulan open-source software
for multi-label learning.

1 Introduction

With the explosion of multimedia Internet services, such as YouTube and Last.fm,
vast amounts of multimedia data are becoming available for exchange between
Internet users. Efficiently browsing and searching in such enormous digital data-
bases requires effective indexing structures. However, content-based indexing of
multimedia objects such as music tracks is commonly based on manual anno-
tations, since automatic understanding and categorization is still too difficult
for computers. Here we focus on the challenging problem of recognizing pairs of
instruments playing together in a music track.

While the automatic recognition of a single instrument is fairly easy, when
more than one instruments play at the same time in a music track, the task
becomes much more complex. The goal of the competition was to build a model
based on training data concerning both single instruments and instrument mix-
tures in order to recognize pairs of instruments. The learning task can be viewed
as a special case of multi-label classification [5], where the output of the classifier
must be a set of exactly two labels.

Multi-label classification extends traditional single-label classification in do-
mains with overlapping class labels (i.e. where instances can be associated with
more than one labels simultaneously). More formally, in multi-label classifi-
cation X = RM denotes the input attribute space. An instance x ∈ X can

M. Kryszkiewicz et al. (Eds.): ISMIS 2011, LNAI 6804, pp. 734–743, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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be represented as an M -vector x = [x1, . . . , xM ]. The set of L possible la-
bels Y = {1, . . . , L} for a particular instance is represented by an L-vector
y = [y1, . . . , yL] = {0, 1}L where yj = 1 iff the jth label is relevant (yj = 0
otherwise). A multi-label classification algorithm accepts as input a set of multi-
label training examples (x,y) and induces a model that predicts a set of relevant
labels for unknown test instances. In the domain of the contest, music instru-
ments represent the overlapping class labels and each test instance is associated
with exactly two of them.

Both solutions presented in this paper are based on the simple Binary Rel-
evance (BR) approach for multi-label classification. BR learns L binary classi-
fiers, one for each different label in Y . It transforms the original data set into
L datasets that contain all examples of the original dataset, labeled positive
if the original example was annotated with yj and negative otherwise. For the
classification of a new instance, BR outputs the union of the labels yj that are
positively predicted by the L classifiers.

The quality of predictions were evaluated by the contest organizers as follows:

– If no recognized instrument matched the actual ones, the score was 0
– If only one instrument was correctly recognized, the score was 0.5
– If both instruments matched the target ones, the score was 1.0

The final score of a solution was the average of its scores across all test instances.
The rest of the paper is organized as follows. Section 2 presents our exploratory

analysis of the datasets. Sections 3 and 4 describe in detail the two solutions that
we developed. Finally, Section 5 concludes this paper.

2 The Data

2.1 The Training Sets

The training set consisted of two datasets: one containing data of single instru-
ments and one containing data of mixtures of instrument pairs. A first challenge
of the contest, was that these two datasets were significantly heterogeneous.

The single instrument data comprised 114914 recordings of 19 different instru-
ments. The instrument pairs data comprised just 5422 mixtures of 21 different
instruments. In total there were 32 distinct instruments, just 8 of which appeared
in both datasets. Table 1 presents the number and percentage of examples from
each instrument in each of the two training datasets as well as in their union.

The mixtures dataset contained the following 12 different pairs of 21 in-
struments: (SopranoSaxophone, TenorTrombone), (AltoSaxophone, TenorTrom-
bone), (TenorSaxophone, Tuba), (TenorSaxophone, B-FlatTrumpet), (Baritone-
Saxophone, CTrumpet), (BassSaxophone, CTrumpet), (AcousticBass, Piano),
(B-flatclarinet, Viola), (Cello, Oboe), (ElectricGuitar, Marimba), (Accordian,
DoubleBass), (Vibraphone, Violin).



736 E. Spyromitros Xioufis, G. Tsoumakas, and I. Vlahavas

Table 1. Instrument distribution in the training sets and the test set

Single Pairs Total Validation Test
Instrument Examples % Examples % Examples % Examples % Examples %
SynthBass 918 0.7 0 0 918 1 595 4.0 635 4.3

EnglishHorn 1672 1.4 0 0 1672 1 0 0.0 0 0.0
Frenchhorn 2482 2.1 0 0 2482 2 364 2.4 425 2.9

Piccolo 2874 2.5 0 0 2874 2 0 0.0 0 0.0
Saxophone 4388 3.8 0 0 4388 3 0 0.0 0 0.0
Trombone 4503 3.9 0 0 4503 4 0 0.0 0 0.0

Bassoon 5763 5.0 0 0 5763 5 0 0.0 0 0.0
Flute 7408 6.4 0 0 7408 6 0 0.0 0 0.0

Clarinet 9492 8.2 0 0 9492 8 0 0.0 0 0.0
Trumpet 11152 9.7 0 0 11152 9 0 0.0 0 0.0

Guitar 34723 30.2 0 0 34723 28 0 0.0 0 0.0
Vibraphone 0 0 249 4.6 249 0 622 4.2 594 4.1

SopranoSaxophone 0 0 329 6.1 329 0 586 4.0 542 3.7
AltoSaxophone 0 0 337 6.2 337 0 405 2.7 388 2.6
B-FlatTrumpet 0 0 412 4 412 0 0 0.0 0 0.0

AcousticBass 0 0 417 4 417 0 0 0.0 0 0.0
BassSaxophone 0 0 503 9.2 503 0 340 2.4 335 2.4

BaritoneSaxophone 0 0 530 9.8 530 0 346 2.3 296 2.0
B-flatclarinet 0 0 567 10.5 567 0 3528 24.1 3661 25.0

ElectricGuitar 0 0 590 10.9 590 0 4149 28.3 4222 28.8
Marimba 0 0 590 10.9 590 0 455 3.1 377 2.6

TenorTrombone 0 0 666 12.2 666 1 1293 8.8 1248 8.5
TenorSaxophone 0 0 934 17.2 934 1 2137 14.6 2160 14.7

CTrumpet 0 0 1033 19.0 1033 1 2155 14.7 2048 14.0
Oboe 1643 1.4 332 6.1 1975 2 3184 21.7 3247 22.1

Accordian 1460 1.2 634 11.7 2094 2 2466 16.8 2427 16.6
Viola 3006 2.6 567 10.4 3573 3 762 5.2 815 5.6
Tuba 3463 3.0 522 9.6 3985 3 0 0 0 0.0

DoubleBass 3849 3.3 634 11.7 4483 4 1384 9.4 1338 9.1
Violin 5010 4.4 249 4.6 5259 4 3528 22.2 3237 22.1
Cello 4964 4.3 332 6.1 5296 4 698 4.7 694 4.7
Piano 6144 5.3 417 7.7 6561 5 595 4.0 635 4.3

It is interesting to notice that the pairs dataset contained instruments that
can be considered as kinds of instruments in the single instruments dataset.
SopranoSaxophone, AltoSaxophone, TenorSaxophone, BaritoneSaxophone and
BassSaxophone are kinds of Saxophone, CTrumpet and B-FlatTrumpet are kinds
of Trumpet, TenorTrombone is a kind of Trombone, B-FlatClarinet is a kind of
Clarinet and ElectricGuitar is a kind of Guitar. These relations complicate the
learning problem in some ways. Firstly, examples of the specialized class (e.g.
TenorTrombone) could be semantically considered as examples of the general
class (e.g. Trombone). It may be difficult to distinguish between such parent-
child pairs of classes. Secondly, different kinds of the same instrument could
be difficult to distinguish (e.g. is one of the instruments a soprano or an alto
saxophone?).

It is also interesting to notice a special property of the ElectricGuitar and
Marimba instruments. It is the only pair of instruments that satisfies both of
the following conditions: a) none of the instruments of the pair appears in the
single instruments dataset, b) none of the instruments of the pair appears to-
gether with another instrument in the mixtures dataset. This means that out of
the 32 instruments, these particular two instruments are the only ones to have
exactly the same positive and negative training examples. It would therefore be
impossible for any classifier to distinguish them.
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2.2 The Test Set

Besides the heterogeneity of the training sets, the following statements about
the synthesis of the test set brought additional complexity to the learning task:

– Test and training sets contain different pairs of instruments (i.e. the pairs
from the training set do not occur in the test set).

– Not all instruments from the training data must also occur in the test part.
– There may be some instruments from the test set that only appear in the

single instruments part of the training set.

In order to have a clearer idea about the synthesis of the test set and for other
reasons which will be explained in the analysis of the respective solutions, we
queried the evaluation system for the frequency of each instrument in the test
set by submitting a prediction containing the same instrument for all test in-
stances. Table 1 (Column 4) contains the percentage of each label measured in
the validation set (35% of the test data) along with a projection of the expected
number of examples in the full test set. Column 5 of Table 1 contains the actual
percentage and number of examples of each label in the full test set.

By examining Table 1, we reach to the following conclusions:

– Only 20 out of the 32 instruments appear in the test set.
– The mixtures training set contained 18 of the 20 instruments of the test set

plus 3 additional instruments.
– The single instruments training set contained 9 of the 20 instruments of the

test set plus 10 additional instruments.
– There is a great discrepancy between the distribution of the labels in the

training and the test data.

2.3 Features

Each track in both the training and the test data was described by 120 pre-
computed attributes capturing various sound properties:

– Flatness coefficients: BandsCoef1-33, bandsCoefSum
– MFCC coefficients: MFCC1-13
– Harmonic peaks: HamoPk1-28
– Spectrum projection coefficients: Prj1-33, prjmin, prjmax, prjsum, prjdis,

prjstd
– Other acoustic spectral features: SpecCentroid, specSpread, energy, log spec-

tral centroid, log spectral spread, flux, rolloff, zerocrossing
– Temporal features: LogAttackTime, temporalCentroid

The single instruments set was described by the following additional five at-
tributes:

– Frameid - Each frame is 40ms long signal
– Note - Pitch information
– Playmethod - One schema of musical instrument classification according to

the way they are played
– Class1,class2 - Another schema of musical instrument classification according

to Hornbostel-saches
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3 Investigation of Multi-label Learning Methods

A first important issue was to determine which multi-label learning method was
the most appropriate one for our particular problem. We compared the perfor-
mance of various state-of-the-art multi-label methods that were available in our
Mulan open-source software for multi-label learning1, such as ECC [3], CLR [2]
and RAKEL [6] along with baseline methods such as the Binary Relevance (BR)
approach. In this first set of experiments the union of the two datasets (single
and mixtures) was used as the training set and the performance of the methods
was evaluated directly on the test set. The reason was that the training data
was substantially different from the test data (see Section 2) and the results of
a comparison on the training data could be misleading.

The results of a comparison using various binary base classifiers revealed that
state-of-the-art multi-label methods had little or no benefit in comparison with
the simple BR approach, especially when BR was coupled with ensemble-based
binary classifiers such as Random Forest [1]. The results were not surprising
since the main advantage of advanced multi-label learning methods over the
BR approach is their ability to capture and exploit correlations between labels.
In our case, learning the correlations which appear in the training set was not
expected to be useful since these correlations are not repeated in the test set.

4 The Solution that Ranked First

4.1 Engineering the Input

While in our initial set of experiments we used the union of the given training
sets, we were also interested in measuring the performance of the methods given
either only the mixture or only the single-instrument examples as training data.
The results showed that using only the mixture examples for training was far
better than using only the single-instrument examples, and was even better than
using all the available training examples. We gave two possible explanations for
this outcome:

– Learning from pairs of instruments is better when the task is to predict pairs
of instruments (even though the pairs appearing in the test set are different).

– The distribution of the labels in the mixtures dataset matches better to that
of the test set.

The findings regarding the nature of the test set, presented in Subsection 2.2,
were quite revealing. By using only the single-instruments set for training, we
could predict only 9 of the 20 instruments which appear in the test set, compared
to 18 when using the mixtures set. However, it was still difficult to determine
why using the mixtures set alone was better than combining all the data since,
in the latter case, all the relevant instruments were present in the training set.
To make things more clear we performed a new set of experiments.
1 mulan.sourceforge.net
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We first removed the training data corresponding to the 12 instruments which
were not present in the test set and then created the following training sets: a)
One that contained both mixture and single-instrument examples for the instru-
ments appearing in the test set. b) One that contained only mixture examples
for the 18 out of 20 instruments and single-instrument examples for the 2 re-
maining instruments of the test set. c) One that contained only single-instrument
examples for the 9 out of 20 instruments and mixture examples for the rest 11
instruments of the test set. The best results were obtained using the second
training set, and verified that learning from mixtures is better when one wants
to recognize mixtures of instruments. Note that adding single-instrument exam-
ples for the 2 instruments which had no examples in the mixtures set, slightly
improved the performance of using only examples of mixtures. This revealed
that using single-instrument data can be beneficial in the case that no mixture
data is available. The set used to train the winning method comprised of the
union of the 5422 mixture examples and the 340 single-instrument examples of
SynthBass and Frenchhorn. All the given feature attributes describing the mix-
ture examples were used, while we ignored the 5 additional attributes of the
single-instruments set since they were not present in the test set.

4.2 Base Classifier

A problem arising from the use of the one-versus-rest or BR approach for multi-
label classification is that most of the labels have much more negative than pos-
itive examples. Class imbalance is known to negatively affect the performance of
classifiers by biasing their focus towards the accurate prediction of the majority
class. This often results in poor accuracy for the minority class, which is the class
of interest in our case. For this reason, special attention was paid on selecting a
classification scheme that is able to tackle this problem.

To deal with class imbalance we extended the original Random Forest (RF)
[1] algorithm. RF creates an ensemble of unpruned decision trees where each
tree is built on a bootstrap sample of the training set. Random feature selection
is used in the tree induction process. To predict the class of an unknown object
the predictions of the individual trees are aggregated. RF has been proven to
have superior accuracy among current classification algorithms, however, it is
susceptible on imbalanced learning situations. Our idea is based on combining
RF with Asymmetric Bagging [4]. Instead of taking a bootstrap sample from
the whole training set, bootstrapping is executed only on the examples of the
majority (negative) class. The Asymmetric Bagging Random Forest (ABRF)
algorithm is given below:

1. Take a sample with replacement from the negative examples with size equal
to the number of positive examples. Use all the positive examples and the
negative bootstrap sample to form the new training set.

2. Train the original RF algorithm with the desired number of trees on the new
training set.

3. Repeat the two steps above for the desired number of times. Aggregate the
predictions of all the individual random trees and make the final prediction.
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Building a forest of 10 random trees on each one of 10 balanced training sets
yielded the best evaluation results.

4.3 Informed Ranking

The output produced for each label by an ABRF classifier can be used either as a
hard classification (the decision of the majority) or transformed into a confidence
score of the label being true by dividing the number of random trees that voted
for the label with the total number of random trees. In a typical multi-label
classification problem (where the number of relevant labels for each test instance
is unknown) we would either use the first approach to select the relevant labels for
each test instance, or apply a decision threshold to the confidence scores in order
to transform them into hard classifications. In the domain of the contest though,
we a priori knew that exactly two instruments are playing on each track, thus
we followed a different approach. We focused on producing an accurate ranking
of the labels according to their relevance to each test instance and selected the
two top-ranked labels. Instead of directly using the confidence scores to produce
a ranking of the labels, we developed a novel ranking approach which takes
into account the prior probability distribution of the labels. Our approach is as
follows:

1. Use the trained classifiers to generate confidence scores for all test instances.
2. Sort the list of confidence scores given for each label.
3. Given a test instance, find its rank in the sorted list of confidences for each

label. These ranks are indicative of the relevance of the instance to each
label.

4. Normalize the ranks produced from step 3 by dividing them with the esti-
mated (based on their prior probabilities) number of relevant instances for
each label in the test set and select the n labels with the lowest normalized
rank.

We explain the effect of normalization with an example: Assume that we have
100 test instances and an instance xi is ranked 30th for label1 and label2 and
40th for label3. We further know that only one label is relevant for xi and
that the prior probabilities of the labels are P (label1) = P (label2) = 0.25 and
P (label3) = 0.5. By normalizing the ranks we get 30/25 for label1 and label2
and 40/50 for label3. Thus, we would select label3 for xi although label1 and
label2 have a lower absolute rank. This is rational since based on the priors we
expect that label1 and label2 will have only 25 relevant instances and xi’s rank
for these labels was 30. In the context of the contest, we had the chance to use the
frequencies of the labels in the validation set to estimate the number of relevant
instances in the full test set. In a real-world situation, the prior probabilities of
the labels in the training set could be used for this purpose.

4.4 Engineering the Output

As a final step, a post-processing filter was applied which disallowed instrument
pairs that were present in the training set. In such cases, the second-ranked label
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was substituted by the next label which would not produce a label pair of the
training set when combined with the first-ranked label. This substitution was
based on the assumption that the classifier is more confident for the first-ranked
label. The information for this filter was given in the description of the task by
the contest organizers (see Section 2).

5 The Solution that Ranked Second

The mixtures dataset consists of 5422 examples, yet the number of distinct
instrument pairs it contains is just 12. This observation, led us to the hypothesis
that the test set, which consists of 14663 instances, might also contain a small
number of instrument pairs. However, the number of distinct instrument pairs
predicted by our early attempts on the problem was quite large. This led to
the core idea of this solution: constraining the number of pairs that were being
predicted.

5.1 Engineering the Input

A first step was to join the two training datasets into a single one. The extra
features of the single-instruments dataset were deleted in this process, while the
label space of the datasets was expanded to cover the union of all labels. The
union of the examples of the two datasets was then considered.

We then adopted the following transformation of this dataset. We considered
a new label space consisting of all pairs of instruments. The labels of this new
label space had a positive value, whenever one of the labels in the original space,
i.e. one of the instruments, had a positive value. In other words, the new label
space applied an OR operator on all pairs of the original labels space. Figure
1 exemplifies this process with just three instruments, respecting the pairs that
appear in the training set.

Cello Oboe Piano Cello OR Oboe Cello OR Piano Oboe OR Piano
true true false true true true
true false false ⇒ true true false
false true false true false true
false false true false true true

Fig. 1. Transformation of the data to a new label space

This quite strange transformation was motivated from the fact that the task
required us to predict pairs of instruments, but didn’t provide us with examples
of mixtures of these pairs. The transformation allowed the direct modeling of all
pairs, using as examples either available mixtures, or available examples of one
of the two instruments.
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5.2 Learning

We applied the binary relevance approach on the transformed dataset. Each of
the binary models was trained using the random forest algorithm [1] with 200
trees, after random sub-sampling so as to have at most a 10:1 ratio between the
negative and positive class. Given a test instance, the output of this approach
was a ranking of the labels (pairs of instruments) according to relevance to each
of the test instances, based on the probability estimates of the random forest
algorithm.

5.3 Engineering the Output

As already mentioned in the beginning of this section, the key point of this
solution was constraining the instrument pairs given in the output. This was
achieved via a variety of filters operating at a post-processing step after the
learning step has ranked all possible pairs of instruments.

A first simple post-processing filter disallowed instrument pairs that were
present in the training set. The information for this filter was given in the de-
scription of the task by the contest organizers (see Section 2). A second filter
disallowed instrument pairs, where at least one of the instruments was absent
from the evaluation set, as discovered from our exploratory analysis of the eval-
uation set (see Section 2).

Then a number of filters were applied, one for each instrument that was
present in the evaluation set, which disallowed pairs of this instrument with
other instruments based on two main information sources:

– Domain knowledge, which was sought in the Internet, as our musical liter-
acy was rather limited for this task. The Vienna Symphonic Library2 was a
good source of knowledge for combinations of instruments that make sense.
We also issued Google queries for pairs of instruments and considered the
number of returned documents as evidence supporting the common appear-
ance of these instruments in a music track. Sites with free music pieces for
instruments were also consulted.

– The projected instrument distribution in the test set based on the evaluation
set (see Section 2). Instruments with predicted distribution much higher than
the projected one, hinted us that pairs containing them should be candidates
for removal from the allowed set of instrument pairs. On the other hand,
instruments with predicted distribution much lower than the projected one,
hinted us that perhaps we have wrongly disallowed pairs containing them.

Constructing this last set of filters was a time-consuming iterative process, in-
volving several submissions of results for evaluation feedback, that in the end led
to allowing just 20 instrument pairs. After the test set was released, we found
out that it actually contained 24 instrument pairs, 13 of which were within the
allowed 20 by our approach. The remaining 11 were disallowed by our approach,
which further allowed 7 pairs that were not present in the test set.
2 http://www.vsl.co.at/

http://www.vsl.co.at/


Multi-label Learning Approaches for Music Instrument Recognition 743

Instrument pairs were examined in the order of relevance to a test instance
as output by the learning algorithm, until a pair that was not disallowed by the
filters was reached. This was the final output of the post-processing algorithm
for that test instance.

We also included another post-processing step that led to slight improvements.
This step took into account the parent-child relationships of instruments that
were discussed in Section 2 and performed the following replacements of instru-
ments in a predicted pair, prior to passing this pair from the filters: Clarinet was
replaced by B-FlatClarinet, Trumpet by CTrumpet, Guitar by ElectricGuitar
and Trombone by TenorTrombone.

6 Conclusions

Our motivation for participating in the instrument recognition track of the ISMIS
2011 Contest on Music Information Retrieval was to explore the potential of
multi-label learning methods [5].

One interesting conclusion was that in multi-label learning problems, like the
one of this contest, where modeling label correlations is not useful, combining
simple multi-label learning techniques, such as Binary Relevance with strong
single-label learning techniques, such as Random Forest, can lead to better per-
formance compared to state-of-the-art multi-label learning techniques. Another
interesting conclusion derived from the solution that ranked first was that it
is better to use only mixture examples when pairs of instruments need to be
recognized.

An interesting direction for the next year’s contest would be the generalization
of the task to the recognition of an arbitrary number of instruments playing
together.
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