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Foreword

The 14th International Conference on Human–Computer Interaction, HCI In-
ternational 2011, was held in Orlando, Florida, USA, July 9–14, 2011, jointly
with the Symposium on Human Interface (Japan) 2011, the 9th International
Conference on Engineering Psychology and Cognitive Ergonomics, the 6th In-
ternational Conference on Universal Access in Human–Computer Interaction,
the 4th International Conference on Virtual and Mixed Reality, the 4th Interna-
tional Conference on Internationalization, Design and Global Development, the
4th International Conference on Online Communities and Social Computing, the
6th International Conference on Augmented Cognition, the Third International
Conference on Digital Human Modeling, the Second International Conference
on Human-Centered Design, and the First International Conference on Design,
User Experience, and Usability.

A total of 4,039 individuals from academia, research institutes, industry and
governmental agencies from 67 countries submitted contributions, and 1,318
papers that were judged to be of high scientific quality were included in the
program. These papers address the latest research and development efforts and
highlight the human aspects of design and use of computing systems. The papers
accepted for presentation thoroughly cover the entire field of human–computer
interaction, addressing major advances in knowledge and effective use of com-
puters in a variety of application areas.

This volume, edited by Michael J. Smith and Gavriel Salvendy, contains pa-
pers in the thematic area of human interface and the management of information
(HIMI), addressing the following major topics:

• Design and development methods and tools
• Information and user interfaces design
• Visualisation techniques and applications
• Security and privacy
• Touch and gesture interfaces
• Adaptation and personalisation
• Measuring and recognising human behaviour

The remaining volumes of the HCI International 2011 Proceedings are:

• Volume 1, LNCS 6761, Human–Computer Interaction—Design and Devel-
opment Approaches (Part I), edited by Julie A. Jacko

• Volume 2, LNCS 6762, Human–Computer Interaction—Interaction Tech-
niques and Environments (Part II), edited by Julie A. Jacko

• Volume 3, LNCS 6763, Human–Computer Interaction—Towards Mobile and
Intelligent Interaction Environments (Part III), edited by Julie A. Jacko

• Volume 4, LNCS 6764, Human–Computer Interaction—Users and Applica-
tions (Part IV), edited by Julie A. Jacko



VI Foreword

• Volume 5, LNCS 6765, Universal Access in Human–Computer Interaction—
Design for All and eInclusion (Part I), edited by Constantine Stephanidis

• Volume 6, LNCS 6766, Universal Access in Human–Computer Interaction—
Users Diversity (Part II), edited by Constantine Stephanidis

• Volume 7, LNCS 6767, Universal Access in Human–Computer Interaction—
Context Diversity (Part III), edited by Constantine Stephanidis

• Volume 8, LNCS 6768, Universal Access in Human–Computer Interaction—
Applications and Services (Part IV), edited by Constantine Stephanidis

• Volume 9, LNCS 6769, Design, User Experience, and Usability—Theory,
Methods, Tools and Practice (Part I), edited by Aaron Marcus

• Volume 10, LNCS 6770, Design, User Experience, and Usability—
Understanding the User Experience (Part II), edited by Aaron Marcus

• Volume 12, LNCS 6772, Human Interface and the Management of
Information—Interacting with Information (Part II), edited by Gavriel Sal-
vendy and Michael J. Smith

• Volume 13, LNCS 6773, Virtual and Mixed Reality—New Trends (Part I),
edited by Randall Shumaker

• Volume 14, LNCS 6774, Virtual and Mixed Reality—Systems and Applica-
tions (Part II), edited by Randall Shumaker

• Volume 15, LNCS 6775, Internationalization, Design and Global Develop-
ment, edited by P.L. Patrick Rau

• Volume 16, LNCS 6776, Human-Centered Design, edited by Masaaki Kurosu
• Volume 17, LNCS 6777, Digital Human Modeling, edited by Vincent G.

Duffy
• Volume 18, LNCS 6778, Online Communities and Social Computing, edited

by A. Ant Ozok and Panayiotis Zaphiris
• Volume 19, LNCS 6779, Ergonomics and Health Aspects of Work with Com-

puters, edited by Michelle M. Robertson
• Volume 20, LNAI 6780, Foundations of Augmented Cognition: Directing the

Future of Adaptive Systems, edited by Dylan D. Schmorrow and Cali M.
Fidopiastis

• Volume 21, LNAI 6781, Engineering Psychology and Cognitive Ergonomics,
edited by Don Harris

• Volume 22, CCIS 173, HCI International 2011 Posters Proceedings (Part I),
edited by Constantine Stephanidis

• Volume 23, CCIS 174, HCI International 2011 Posters Proceedings (Part II),
edited by Constantine Stephanidis

I would like to thank the Program Chairs and the members of the Pro-
gram Boards of all Thematic Areas, listed herein, for their contribution to the
highest scientific quality and the overall success of the HCI International 2011
Conference.

In addition to the members of the Program Boards, I also wish to thank
the following volunteer external reviewers: Roman Vilimek from Germany, Ra-
malingam Ponnusamy from India, Si Jung “Jun” Kim from the USA, and Ilia
Adami, Iosif Klironomos, Vassilis Kouroumalis, George Margetis, and Stavroula
Ntoa from Greece.



Foreword VII

This conference would not have been possible without the continuous support
and advice of the Conference Scientific Advisor, Gavriel Salvendy, as well as the
dedicated work and outstanding efforts of the Communications and Exhibition
Chair and Editor of HCI International News, Abbas Moallem.

I would also like to thank for their contribution toward the organization of
the HCI International 2011 Conference the members of the Human–Computer
Interaction Laboratory of ICS-FORTH, and in particular Margherita Antona,
George Paparoulis, Maria Pitsoulaki, Stavroula Ntoa, Maria Bouhli and George
Kapnas.

July 2011 Constantine Stephanidis
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The 15th International Conference on Human–Computer Interaction, HCI Inter-
national 2013, will be held jointly with the affiliated conferences in the summer
of 2013. It will cover a broad spectrum of themes related to human–computer
interaction (HCI), including theoretical issues, methods, tools, processes and
case studies in HCI design, as well as novel interaction techniques, interfaces
and applications. The proceedings will be published by Springer. More infor-
mation about the topics, as well as the venue and dates of the conference,
will be announced through the HCI International Conference series website:
http://www.hci-international.org/

General Chair
Professor Constantine Stephanidis
University of Crete and ICS-FORTH
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Abstract. In this paper we discuss a visual programming environment for 
design and rapid prototyping of web-based applications, securely connected to 
remote Location-Based Services. The visual programming approach of this 
research is based on computation as data transformation within a dataflow, and 
on visual composition of web services. The VisPro environment uses a very 
simple approach to service composition: (a) the developer takes a set of web 
widgets from a library, (b) builds interactively a user interface by drag and 
drop, (c) builds the application logic of the web service by drawing the 
connections between boxes (standing for suitable data transformations) and 
widgets (standing for user interaction). The development session produces, in 
presentation mode, a web page where the user may trigger, and interact with, 
the novel data mining and related computation. A successful GUI (and logic) is 
abstracted as a new service, characterized by a new widget, and stored in the 
widget library. 

1   Introduction 

Cartographic Applications, traditionally concerning projects related to digital 
cartography, like Geographic Information Systems, Digital Elevation Models, Terrain 
Analysis and Remote Sensing, have always required a great amount of vertical 
specialization, with reference to the used technologies, and to the professional skills 
needed to implement the applications. The new world of web radically changed this 
scenario; cartographic applications quickly moved from GIS (Geographic Information 
Systems) technology, currently downgraded to fill useful but peculiar application 
niches, towards Geographic Information Services. In few easy words: from GIS to 
ubiquitous GIS. Such new world of ubiquitous GIS is totally oriented to, and supported 
by, information services connected to geolocalization — i.e. Location Based Service. 
LBS provides advanced cartographical interfaces, directly at final user’s disposal, and 
may convey easy customization of information services that, hinged around localiza-
tion attributes, become flexible, interactive, and strongly integradable. 

At the present time, web technology is going to make available software frame-
works usable as SaaS (Software as a Service) components, that puts the user in control 
of programming— through suitable libraries (API/SDK)—highly specialized services, 
which are instantly deployable within the departments of a public institution or private 
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company. The predictable future of this scenario, looking beyond the infrastructural 
components and the evolution of technological platforms, requires the adop-
tion/development of novel visual programming environments, that must enforce the 
easiest (i.e. strongly based on drag-and-drop) composition of elementary programma-
ble components, in order to build highly specialized applications and location-based 
services. This predictable trend is especially desirable when dealing with applications 
of location intelligence, where sophisticated techniques of business intelligence require 
a real-time visualization of discrete events or diffuse situations that may evolve dy-
namically at various geographical levels, i.e. either countrywide or within specified 
regional districts. Such analyses may concern also investiga- tion activities, in fraud 
prevention and hampering, that may require autonomous elaboration capability with 
high levels of secrecy. 

 

Fig. 1. Example of LBS (Location-Based Service) developed by SOGEI, a company fully 
owned by Italian Ministry of Economy and Finance, for a related Agency 

2   Background 

The visual programming approach of this research is based on a few simple-but-
pervasive concepts, namely (a) on computation as data transformation within a data-
flow, and (b) on visual composition of web services that are going to shape the rapid 
application development in the next years, where on-demand enterprise IT services 
cry for a dynamically configurable architecture of the service process engine [1]. 
Whereas other approaches [5, 1] use either web reasoning or planning [1] or Petri nets 
[7] for service composition, as in Ref. [3] we use a simple but effective dataflow 
model. We briefly describe in the following the two fundamental abstractions that are 
used extensively in the project. Let us just recall that abstraction is the process of 
ignoring the details, and to focus on the overall design (the big picture). 

2.1   Composition of Web Services 

As defined by the W3C, a web service is a software system designed to support inter-
operability between different computers on the same network. The main characteristic 
of a web service is to provide a software interface that other systems can interact with. 
The interface is operated through messages included in an envelope. These messages 
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are usually transported via the HTTP protocol and formatted according to the standard 
XML, using some lightweight protocol for exchange of messages between software 
components. Software applications, possibly written in different programming lan-
guages, and deployed on different hardware platforms, operate data exchange and 
execution of complex operations either on corporate networks or the Internet, via the 
interfaces they expose publicly and through the use of operations they make available. 
Web service-based architectures generally, but not necessarily, make use of XML 
data representations. More efficient implementations, like the one we discuss in this 
paper, use JSON. In particular, we discuss a novel approach that establishes an initial 
library of interoperable software components, including location-based services and 
related interfaces, as template GUI components, and accumulates successful business 
processes as templates for new service classes. 

2.2   Computations as Data Transformations 

The abstract concept of function provides an important computational abstraction, 
since it encapsulates the type of computation and hides the details of the calculation to 
the user. This one only needs to know the mechanism of the function call, and not 
how the function works. A single function superbly represents the essential character-
istics of a computation. Graphically, a function may be represented by a rectangle 
(box) and by its function name. In abstract terms, it is a transformation (mapping) 
between the set of possible data (input) and the set of possible outcomes (output). In 
our visual programming approach, we only use two symbols, possibly instantiated in 
a set of specialized icons, to represent (at variable levels of detail) programs and data, 
respectively. Our computing environment supports higher-level functions, i.e. ser-
vices (programs) that accept other services in input and/or that produce other services. 
All functions in this environment are unary, i.e. accept only one input and provide 
only one output. Were this condition is not satisfied, either data containers or curried 
higher-order functions are used. The first case is resolved visually with a single 
rounded rectangle that hides the detail, the second one with a composition of partial 
functions that are associated in a bijective manner to data components [9]. The whole 
service can be viewed as a stateless data-flow graph with pipelined data exchanges. In 
particular, we produce computable diagrams, which may be directly executed for 
debugging, or exported as concurrent processes, or encapsulated and abstracted as a 
new higher-level service component. Each message in each executable diagram can 
be stepwise graphically visualized on request. 

2.3   A Righteous Mixup of Web Technologies 

In this section we shortly discuss the selected set of web technologies that our visual 
programming approach is based upon. They include prototype-based functional  
programming with JavaScript, non-blocking Ajax methods, and Json-based data  
representations. 

Client-side scripting via JavaScript. The JavaScript language is used to gain access 
to programmable objects in a client computational environment, typically a web 
browser. It is characterized as an object-oriented scripting language, dynamically 
typed and prototype-based. JavaScript is also considered a first-class functional  
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language, since it contains both closures and higher-order functions. From this view-
point, is it quite similar to Scheme, even if using a C-like syntax. JavaScript is mainly 
used as a client-side language implemented within a web browser, in order to offer 
powered user interfaces and access to dynamic web sites. The main principles of the 
language design are derived from Scheme, like lexical closures, i.e. namespaces of 
local symbols, and lambda functions, i.e. anonymous functions, to be used as  
input/output values to/from other functions, as well as from the Self language (proto-
type-based programming). 

Prototype-based programming. Prototype-based programming is an object-oriented 
style without classes, where the reuse of behaviors—known as inheritance in object-
orientation based on classes—is obtained through a cloning process of existing ob-
jects, that behave like prototypes, i.e. as archetypal examples. This programming 
model is also known as classless or prototype-oriented, and also as instance-based 
programming. The model contains two methods to build new objects: a literal form 
for “ex nihilo” creation, and another one via the cloning of existing objects, allowing 
for the addition of new properties non present in the prototype. This programming 
paradigm looks as the best one in order to accommodate the development of user 
interfaces that are both flexible and sophisticated. 

AJAX methods. AJAX (standing for Asynchronous JavaScript and XML) is a group 
of technologies for web development, used client-side to create interactive web appli-
cations through non-blocking server calls using JavaScript. By using AJAX, web 
applications asynchronously receive data that are sent in background without interfer-
ing with the display and the behavior of the active pages. Furthermore, AJAX uses a 
combination of HTML and CSS to define the presentation style of the information. 
The DOM model of the web page is accessed via JavaScript to dynamically display 
the page, and to allow the user to interact with the information thereof. For this pur-
pose, JavaScript and XMLHttpRequest supply asynchronous data exchange methods 
with the server, to avoid the browser to refresh the whole page. Recently, JSON 
(JavaScript Object Notation) and JavaScript are more and more utilized as an alter-
nate efficient format for data exchange and as data manipulation language, respec-
tively. In particular, the jQuery library supports a complete suite of AJAX methods. 
Objects and method contained thereof may open the browser multiple asynchronous 
data channels to the server without requiring a refreshing of the current page. 

JSON data representation and exchange. JSON is a lightweight text format for data 
exchange. Since it is text-based, the data format is easy to read and to write for hu-
mans, and possesses a regular syntax that is easy to parse automatically. Even more, 
JSON is exactly a subset of JavaScript, whose parsing is even easier than the parsing 
of XML. JSON code is a literal representation of Javascript arrays and objects, that 
can be nested at will. In particular, JSON is built over efficient access to two universal 
data structures that are virtually supported, in one form or in another, by all modern 
programming languages: 

1. Collection of name/value pairs: in other languages, it is implemented as an object, 
record, struct, dictionary, hash table, keyed list, or associative array. 

2. Ordered list of values: in most languages it is implemented as array, vector, list, or 
sequence. 
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3. Such two fundamental structures can be mutually nested in any way, therefore 
allowing to easily represent any type of data structure.  

HTML5 Canvas. The HTML5 standard provides advanced functionalities needed by 
novel Rich Internet Applications (RIA). In particular, the canvas object yields raster 
visualization of any complexity and precision, that previously was provided only by 
vector web graphics based on SVG (Scalable Vector Graphics), that needed a suitable 
plugin in the browser. The HTML5 document defines the <canvas> element as “a 
resolution-dependent bitmap canvas which can be used for rendering graphs, game 
graphics, or other visual images on the fly.” In other words, a canvas is a page rectan-
gle were the application can draw by using JavaScript. HTML5 provides a set of func-
tions (canvas API) to draw geometric shapes, define open or closed vectorial paths, 
create color gradients, and apply geometric transformations and image filters. 

WebGL: advanced web graphics. The embedded JavaScript code writes the canvas 
DOM elements with drawing functions that may produce both 2D and 3D interactive 
graphics, even generated via the hardware support of the GPU, if present, using the 
WebGL framework. WebGL is a multi-platform and multivendor standard API for 
low-level 3D web graphics based on OpenGL ES 2.0 (the version for mobile devices), 
exposed through HTML5 Canvas as elements of the DOM interface. Several libraries 
are currently being developed to allow an higher-level employment of the amazing 
graphics power exposed via WebGL canvas and the JavaScript language directly in 
the web page by the browser, and without the use of any specialized plugin. 
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Fig. 2. A stack metamodel of the VisPro visual programming environment 

3   User Interaction Methods 

We distinguish here between two main classes of user-interaction methods, namely 
the development style, committed to the interactive generation of executable diagrams 
and user interfaces, and the navigation style, used for navigation of information dia-
grams and for exploration of the hierarchical structure of basic and complex widgets, 
as well as for the interactive exploration of the logic of rich internet applications.  
The development style, or 2D visual programming style, is based on drag-and-drop 
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interaction, icon generation, input-output of widgets from a structured library of pro-
grammable objects. The navigation style, or 3D visual documentation style, presents 
the user with a dynamic view of the hierarchical structure of a rich internet applica-
tion. The 3D style can be used for purposes of interactive software documentation and 
for training of developers of RIAs and UIs. 

3.1   Visual Programming (2D) 

The widgets (or controls) of the GUI (Graphical User Interface) are defined as reusable 
elements of the graphical user interface. They offer a pleasant layout of the information 
and provide the user standardized techniques for data manipulation. In particular, a 
widget is a GUI element that produces some data input/output in a way more or less 
modifiable by the user; for example just consider a GUI window or a text box. 

The main characteristic of a widget is to give the user a single interaction point for 
the direct manipulation of a specific type of datum. In other words, the widgets of the 
user interface are single visual building blocks that, when suitably combined into an 
application, may visualize both the data elaborated by the application and, in variable 
measure, the relations between them and the application logic. Of course, a web wid-
get is a software control for the web. In practice, it is a small application that can be 
installed within a web page and can be executed directly by the final user. A web 
control is often a stand-alone application that can be embedded from third-party sites 
by a user with suitable write access to somewhere (e.g. to a web page, a blog, the user 
profile in some multimedial social site, etc.). 

The VisPro environment uses a very simple approach to service composition: (a) 
the developer takes a set of web widgets from a library, (b) builds interactively a user 
interface by drag-and-drop operations, (c) builds the application logic of the web 
service by drawing the connections between boxes (standing for suitable data trans-
formations) and widgets (standing for user interaction). The development session 
produces, in presentation mode, a web page where the user may trigger, and interact 
with, the novel data mining and related computation. A successful Interface (and 
logic) is abstracted as a new web service, characterized by a new widget, and stored in 
the widget library. 

4   The VisPro Architecture 

Some preliminary definitions may be useful to compactly set out the main characteris-
tics of the visual programming environment VisPro discussed here. 

1. logical workspace (LW): work area where to define the application logic;  
2. visual normalized space (VN): work area where to define the UI;  
3. databox: basic element of logical workspace that represents a data object;  
4. funcbox: basic element of logical workspace that represents a function (service or 

data transformation)  
5. inlet: connection area for input links to a box (databox or funcbox);  
6. outlet: connection area for output links from a box (databox or funcbox);  
7. link: connection between the outlet of a box and the inlet of another box. 
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Fig. 3. The process of producing and using visual programming applications. The repository of 
widgets (one-to-one with data services) plays the central role. 

4.1   Workspace Layout 

According with the well-known design rule of information systems, that requires a 
strong separation between the application logic and the application presentation, the 
whole VisPro workspace is split into two adjacent areas denoted as LW and VN, 
respectively, that become alternating when the tool will be ported to mobile devices. 
The LW is responsible for the application logic definition, whereas the VN is in 
charge for the visual definition of the user interface of the new service, including the 
layout of the presentation and the positioning and dimensioning of the component 
widgets. A service layout typically possesses a hierarchical structure, being composed 
by widgets properly instanced and arranged by means of affine transformations (trans-
lations, rotations, scalings) within the Visual Normalized space. Since each widget 
may in turn be composed by others, the hierarchical structure of the VN content is 
represented as a directed acyclic multigraph (we refer to it as the presentation graph 
of the service). The VisPro interaction and building tools (single and multiple selec-
tion, transformation handles, etc.) allow the user to work in both the layout zones 
(LW and VN) at any chosen hierarchical levels, by selecting groups of widgets, as 
well as by using a stratified organization of elements by layers. Each object in the VN 
correspond to an object in the LW. The converse is not true. Some elements of the 
LW may have no mapping to elements in the user interface. 

4.2   Computational Model 

As already discussed in the Introduction section, the computational model underlying 
VisPro is the data flow model. Some properties neeed to be introduced to correctly 
represent a data flow graph. 

Assumptions. In particular, we postulate the following assumptions: 

1. a databox represents a datum and is provided with only one outlet; 
2. a funcbox represents a function and is provided with one or more inlets and only 

one outlet;  
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3. to each inlet can be connected only one link;  
4. multiples link can be conversely connected to the same outlet. 

The visual programming approach is based on two main interaction operations:  

1. the insertion of a box (funcbox or databox); 
2. the linking of the outlet of a box to the inlet of another one. 

Computational network. A funcbox produces an output dataflow by applying the 
function it represents to its input dataflows. The computation of a funcbox is only 
triggered when at least one datum is available for each funcbox inlet. The triggering 
of the function computation over a tuple of input data is sparked when the last needed 
datum is received by the funcbox. The triggering condition, together with the con-
straint concerning the existence of only one link for each inlet, allow to prove the 
nonexistence of flow loops in the computational network. The set of links determines 
a direct acyclic graph of the computation. The whole computation is modeled by a 
modified DFS (Depth First Search) traversal that requires that all the inputs necessary 
for the trigging of each single computation are available. The traversal ordering is 
established by visiting, in connection order, the first node with all input available. 

Example. Let the output of node A in Figure 4 be connected with an input of B (re-
quiring two inputs) and with C (single input). Let the C output linked with the other 
input of B. At first, when the computation is started from A, the triggering of the B 
computation is attempted. But the tentative cannot proceed because the second datum 
of B is missing. Therefore the A node starts the C computation. When halted, C will 
attempt the triggering of B. This time the try has success because the B inputs are all 
available.  

 

Fig. 4. Example of Warnier-Orr diagram 

4.3   Process Communication 

The linking of two boxes is always directed from an outlet towards an inlet, and no 
vice versa. In particular an inlet is connected to an outlet if interested to the flow of 
data passing through it. The action of connecting can be seen as a registration at the 
notification of an event: 

1. the outlet is the event publisher;  
2. the inlet is the event subscriber;  
3. the release of a datum by the outlet is the triggering event;  
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When a databox releases an instance of its datum, or when a funcbox relase an  
instance of its output, the outlet generates the event associated to the release of the 
datum, and notifies all the inlets interested to such datum. 

Process registration and notification. Let us recall that within the JavaScript lan-
guage the functions are first-class objects, and that the scope is lexical, so that the 
functions have access to the context they are created within. This amazing language 
feature allow one to exploit the callback functions as connection apparatus. In particu-
lar, the registration consists in passing a callback function from the inlet to the outlet. 
Conversely, the notification consists in the execution by the outlet of all the callback 
functions registered thereof. Also, the callback function employed in the registration 
maintains a full access to the context where it was created (i.e. to its closure) so 
transmitting its own knowledge to its publisher, that does not use a copy of it, but the 
function itself. 

Triggering the funcbox computation. Each inlet has an associated callback func-
tion. The execution of the callback by the outlet provides the flow of the datum from 
the outlet to the corresponding inlet. Therefore, when a funcbox receives an input 
datum (via the inlet), verifies that all the other inputs are present and, if this predicate 
is true, applies to them the function associated to it (that we can call also box behav-
ior). When the execution terminates, or when an item of the output stream has been 
generated, the funcbox will execute the callback functions registered on its outlet. 

Data caching. Let us consider a funcbox b with two inlets i1 and i2. Let a datum be 
arrived in i1 but not in i2. The b computation cannot start, of course. The arrival of a 
new datum in i1 would imply the loss of the previous one. Therefore, each inlet is 
provided of a queue temporary storing the transient dataflow. When a computation is 
triggered the needed data are retrieved from the queues. No data loss results from this 
very simple caching approach. 

4.4   Service Security 

In order to provide users with a secure and reliable web-based service, our system 
implements a standard two-phases authentication facility [12]. In our environment, 
the client ensures the authenticity of the server, as well as enforcing a secure commu-
nication, connecting through an SSL/TLS [13, 2] channel. User authentication is  
performed comparing hashed versions of the secret passphrase entered by the user, 
with a calculated one on the server side; hashing functions on both sides are chosen 
within the Secure Hashing Algorithm family [6, 5], providing a high security level 
with respect to current cryptanalysis evaluations [8, 4]. An additional time-based 
control is performed, inspired by the Kerberos protocol [10], in order to ensure the 
authenticity of an authentication sequence within a man in the middle attack scenario: 
in this case, a challenge-response sequence requiring a long timeframe is a strong 
indication that the original message has been diverted, and the communication be-
tween the server and the (supposed) client cannot be considered secure. Once the 
identity of a user is established, it is associated with one or more group memberships, 
mimicking standard POSIX user-group links. Additionally, each object possesses an 
associated access control list (ACL), reflecting standard POSIX.1e capabilities [11], 
allowing our users to read, and modify, each object in our system with an object-
access granularity. 
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5   Conclusion 

The VisPro programming environment is currently under development using WebGL, 
HTML5 and a set of Javascript frameworks. We are going in few months to be able to 
make the first experiments of localization intelligence according to the strong initial 
requirements of this project. 
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Abstract. As embedded systems have increasingly become multifunctional, it 
has become necessary to clarify what sorts of experiences the user can have 
through these functions. It is the system’s user interface (UI) that leads this user 
experience, therefore, UI design has increased in importance. However, 
conventional design processes, often set the UI design after defining the system 
requirements, which causes operations to become more complex and leads to a 
lack of operational consistency. To overcome these problems, a design process 
was conceived whereby the user experience envisioned in the product planning 
phase is realized in the UI. Two workshops were held for development-related 
personnel to introduce the conceived process into actual development projects. 
The effectiveness of the process was acknowledged by all the participants, but 
they also pointed out the difficulty of incorporating the process into their 
organizations. 

Keywords: User Interface Design, Design Processes, Workshop. 

1   Introduction 

In developing embedded systems, the importance of the UI design has been increasingly 
recognized. The means of operating the system functions are realized into the UI in the 
embedded system. When the functions are few, the UI is simple and easy to operate. A 
rapid advance in infrastructure technology, however, has enabled the system to 
incorporate a multitude of functions; consequently, UIs have become complicated. 
Systems now face the contradiction that convenient functions are incorporated but they 
cannot be fully utilized as the operation becomes too complicated.  

At the same time, the linkage with telecommunications technology has enabled a 
system to connect to the information infrastructure and other systems, providing it 
with intermediary roles for various services along with services of its own. The cell 
phone is a typical example as it started from a single phone unit to evolve into an 
information terminal that now intermediates various other services. This means a UI 
needs to be considered at the phase of development where the services to be provided 
by the products are conceived. In other words, the UI must start to be considered in 
the product planning phase.  
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Taking into consideration these changes in the role of the UI in an embedded 
system, our research project has created a design process that allows the user 
experiences (UX) envisioned in the planning phase to be realized into the UI, while 
balancing the operational system as a whole.  

This paper describes a summary of this process model, and discusses the issues 
involved in the organizational implementation of the process, which were based on 
the analysis of the results of workshops held for company employees engaged in 
development. 

2   Process Model 

2.1   Problems of UI Design in Embedded System Development 

In general, UI design proceeds based on the functional and non-functional 
requirements that are clarified after the system requirement definition have been 
conducted. In this process, time is so limited by software design that the UI design is 
often implemented in the system without performing any validation from the user’s 
perspective. Even when UI design is outsourced, UI specification is often designed 
under conditions where all the functions to be implemented have already been 
determined. In such cases, the following problems will arise in designing the UI 
during the embedded system development [1]. 

−  There is a possibility that the UXs envisioned in the planning process are not 
necessarily reflected in the UI. 

−  The direction of the multifunctionality of the system is not controlled, so 
operational systems become complicated. 

−  Validation of the UI specification becomes difficult.  
−  Management in changing the UI specification becomes difficult. 
−  To design the optimal UI specification, user researches conducted in the planning 

phase sometimes need to be performed again. 

To overcome these problems, such measures are available as (i) coordinating the 
requirements for defining the embedded system and for designing the UI; and (ii) 
making the background of the UI specification traceable. Besides these, our project 
implemented the following two new measures.  

1) Introduction of the concept “view for context of use”  
The performance of designing UI over the past 20 years at U’eyes Design Inc. 

clearly shows that the defining view that characterize activities of the users of the 
system can facilitate UI design [2]. For example, if we consider the UI for displaying 
the sales performance of a POS system, the UI can be designed from at least three 
different viewpoints: from the system’s goal of checking the sales performance; from 
the viewpoint of where the system is used; or from the viewpoint of the user 
characteristics. The important thing is that these viewpoints determine the directions 
of UX when the system is used. In other words, clarifying the viewpoints will also 
lead to the identification and clarification of how the system will appeal to the user.  
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Fig. 1. Depicting a framework of UI design processes 

If the concept of view is used, user characteristics will be the viewpoint in the 
method advocated by Cooper [3]; and it can be regarded that UX is defined from the 
viewpoint of “work” in Contextual Design [4].  

Defining these viewpoints means clarifying the intentions or directions of using the 
system, and this becomes an aid to determining the direction of the UI during the 
planning phase. We have named these views as “view for context of use (riyou tokusei 
in Japanese)” as they determine the nature of the system use.  

2) Depicting the concept of proposed UI design processes 
The general rule for designing the UI in the embedded system is to design the UI 

specification based on the functions determined by the definition of the requirements. 
In this case, the UI design process is people-dependent and the UI is often designed 
with reference to the conventional UI or a competitor’s UI.  

We determined the reason for such a practice to be that the basic concepts 
underlying the UI design process was not shared among members. This was because 
the background the UI was designed against was ambiguous. To help solve the 
problem, the following basic concepts were identified regarding the relationship 
between the UI and the system requirements: (Fig.1) 

−  The goal of the system functions is to realize user tasks. 
−  The system functions are used through the user’s operation of the system. 
−  The means to realize the operation of the system is the UI. 

If the design process is organized under these concepts, UI design can be positioned 
as the means to realize user tasks. As a result, UI specification can be traced from the 
user tasks. 

2.2   Proposed Design Processes Model 

Based on the above-mentioned ideas, it becomes possible to develop a process model 
that can connect activities from planning to UI design. In developing the process, 
some development lifecycle models were used: Embedded System development 
Process Reference (ESPR) developed by Software Engineering Center under 
Information-Technology Promotion Agency was used as a base [5]; and ISO 15288 
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[6] and ISO 12207 [7] were used as reference. Also ISO 13407 [8], ISO 18529 [9], 
Rapid Contextual Design [4], IBM’s UCD model [10], and Cooper’s model [3] 
among others were used, especially for process models during the UI design process 
(Fig.2). 

 

 

Fig. 2. Outline of HCD Process integration Model 

3   Implementing Workshops Based on Proposed Design Process 

To confirm the validity of the proposed process model, workshops were held for 
employees engaged in the development in domestic manufacturers, to investigate its 
possibilities and limitations. Workshops were implemented at the following two 
companies: 

3.1   Case A (Manufacturing Equipment Maker) 

Background. A large manufacturing equipment maker with over 10,000 employees, 
this company has created a brand with high quality products and customer-oriented 
services. The company is aiming to convert its business from providing 
manufacturing equipment to providing solutions for controlling multiple equipments. 
In order to fulfill the goal, a new design process needed to be developed. Workshops 
were held with the expectation that the process model we had conceived would be 
applied to their new design process. 

Participants. 5 engineers of equipment development and software development, and 
1 sales-related employee. 

Program. A series of four workshops were held from August 2009 to December 
2009. Each goal of the workshop was the following; 

1st was to understand new requirements definition processes, 
2nd was to identify as-is scenarios for describing contexts of system use, 
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3rd was to elicit system requirements, 
4th was to consolidate and depict system requirements. 

In the program, a solution that had been already developed was used as the object, and 
various activities were performed from the planning phase through to the system 
requirements analysis based on the proposed design process. Information necessary 
for the workshops was searched for and collected before the workshops began. 
Eventually a definition of the system requirements was established. After all the 
workshops finished, the participants were asked to evaluate the proposed processes 
with questionnaire and interviews were conducted for the every participant.  

Results. The system requirements analysis was able to clarify the functions that the 
existing solution lacked. All the participants acknowledged the effectiveness of the 
proposed design process. Specifically, participants pointed out the possibility of 
sharing information from the planning phase to the lower level processes. One 
participant commented that the process provided a bird’s-eye view over the upstream 
processes of the system development, and that therefore, it could be directly applied 
to educational training. 

In terms of the application possibilities of this process to their actual operation, 
three participants (50%) said it could be applied. Similarly, three participants said 
they could immediately apply the process to their own work. Half of the participants 
pointed out the difficulty of expanding the process to the entire organization. Some 
expressed anxiety over the possibility of implementing the process by themselves 
after the workshops were over. 

3.2   Case B (Home Appliance Maker) 

Background. This company is a home appliance maker with a long history and more 
than 10,000 employees. It has state-of-the-art technologies in some specific 
technological fields, and has an established brand. However, the market to which the 
company provides products has matured, and differentiation of products between 
competitors has become difficult. The company has aimed at differentiation by 
making the UI of its products more appealing, and it has sought a new UI design 
process to accomplish this goal. They took this workshop as an opportunity to review 
their UI design process to develop new products, since UI technology infrastructure 
was experiencing drastic changes, and they asked us to hold workshops for employees 
who were engaged in development. 

Participants. 2 product planners, 1 product designer, 2 requirements engineers, 2 
software engineers, 4 usability engineers (total of 11). 

Program. A series of four workshops were held from July 2009 to December 2009. 
Each goal of the workshop was the following; 

1st was to identify the problems of the existing UI design processes, 
2nd was to identify the user requirements of a new product, 
3rd was to identify the system requirements, 
4th was to design the outline of UI specifications. 
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Before the workshops, a seminar was prepared to help the participants understand the 
new design process. The program started by conducting an analysis of the existing 
design process, then it identified the issues involved in the UI design process, and 
finally it established the outline specification of the UI of the product under 
development. Workshops, held in parallel with the product development, were held 
during the program, adjusted in line with the product development schedule. After the 
every workshops finished, interviews for the every participant were conducted. 

Results. During this program various ideas not obtained from the concurrent design 
process were obtained. All the participants acknowledged the effectiveness of the 
proposed design process. Specifically, the program enabled them to give a meaning to 
the newly derived requirement functions, and to strengthen the product proposal. The 
applicability of the process to their work was also acknowledged by all. However, more 
than 30% of the participants stated that only some individual methods could be 
applicable, and that the introduction of the process would be difficult. Continual support 
to usability engineers was mentioned as one important condition for applicability. 

Both companies clearly acknowledged the effectiveness of the proposed process. 
As for the reason for the difference in applicability between the two companies, it can 
be pointed out that the former company does not offer organized support on human-
centered design.  

Whether trying to increase the conceptual power for solutions, or trying to enhance 
the appeal to the product by using UI, it has become clear that there is a big barrier to 
changing the existing design process, although the effectiveness of the proposed 
process was acknowledged. One of the issues is how to organize a support system for 
the proposed process. 

4   Conclusions 

As the embedded system has become increasingly multifunctional, the UI of the 
system has attracted expectations from the perspective of product appeal, even though 
it has a number of issues, and the importance of the UI design has increased. 
However, in the conventional design process, UI design is often conducted in the 
post-process of defining the system requirements, during the time the operational 
methods of the required functions are being realized. As a result, many design 
processes still have such problems as product specification turning out to be filled 
with functions, and the difficulty of changing the UI specification.  

This study proposed a design process that enables the UX envisioned in the 
product planning phase to be implemented into the system in the form of a UI while 
balancing the operational system of the entire system. What characterizes this process 
is the concept of “views for context of use,” and the direction given to the process 
based on the relationship between user tasks and functions.  

Workshops were held for development personnel to check the validity of the 
proposed process model. As a result, the process was acknowledged to be effective, 
however, participants also pointed out the difficulty of actually introducing the 
process into their organizations.  

Further study is expected on the process maturity model when the process has been 
introduced into organizations. 



 Connecting Envisioning Process to User Interface Design Process 19 

Acknowledgements. The authors would like to thank Toshiyuki Oketani and Hideaki 
Kasai for coordinating the workshops. 

References 

1. Hirasawa, N., Ogata, S., Urokobara, H.: Substantializing User Experience in the Processes 
for Developing Embedded Systems (in Japanese). Econimic Review 60(4) (2010) 

2. Ogata, S., Urokobara, H., Aoshima, H.: Possibility of Modeling for Incorporating UI 
Design into System Design (in Japanese). In: Proceeding of Human Interface Symposium 
2004, pp. 1073–1076 (2004) 

3. Cooper, A., Reimann, R., Cronin, D.: About Face 3: The Essentials of Interaction Design. 
John Wiley & Sons Inc., Chichester (2007) 

4. Beyer, H., Holtzblatt, K., Wood, S.: Rapid Contextual Design: A How-to Guide to Key 
Techniques for User-Centered Design. Morgan Kaufmann, San Francisco (2004) 

5. Software Engineering Center 2007 Developing Process Guide for Embedded Software  
(in Japanese). Information-technology Promotion Agency, Japan, Syou-Ei-sya (2007) 

6. ISO/IEC 15288:2008 Systems and software engineering - System life cycle processes 
7. ISO/IEC 12207:2008 Systems and software engineering - Software life cycle processes 
8. ISO 13407:1999 Human-centred design processes for interactive systems 
9. ISO/TR 18529:2000 Ergonomics - Ergonomics of human-system interaction - Human-

centred lifecycle process descriptions 
10. Vredenburg, K., Isensee, S., Righi, C.: User-Centered Design: An Integrated Approach. 

Prentice-Hall, Englewood Cliffs (2001) 



M.J. Smith, G. Salvendy (Eds.): Human Interface, Part I, HCII 2011, LNCS 6771, pp. 20–29, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Learner-Centered Methodology for Designing and 
Developing Multimedia Simulation for Biology Education 

Chi-Cheng Lin1, Mark Bergland2, and Karen Klyczek2 

1 Department of Computer Science, Winona State University, Winona,  
MN 55987, United States 
clin@winona.edu 

2 Department of Biology, University of Wisconsin – River Falls, River Falls,  
WI 54022, United States 

{mark.b.bergland,karen.k.klyczek}@uwrf.edu 

Abstract. Biology students need exposure to modern research techniques rela-
tively early in their educational careers. Computer multimedia simulation tools 
have been developed to address the challenge of providing all students with 
hands-on laboratory research experience. This paper presents a learner-centered 
approach to the design and development of a multimedia simulation for biology 
education. We present our methodology and a multimedia simulation tool de-
signed and developed using the methodology. Out tool has been widely adopted 
by biological science educators for teaching molecular biology subjects in a 
wide range of undergraduate biology courses. We believe that our methodology 
can be adopted or adapted by learner communities in other disciplines. 

Keywords: learner-centered methodology, case-based pedagogy, multimedia 
simulation, biology education, bioinformatics, workflow analysis. 

1   Introduction 

Early exposure to research is a national priority in science education: “All students 
should be encouraged to pursue independent research as early as is practical in their 
education” [1]. Therefore, biology students need exposure to modern research tech-
niques relatively early in their educational careers. However, it can be logistically 
challenging to provide all students with hands-on laboratory research experience. 
Therefore, it is important to supplement wet laboratories with computer simulations to 
effectively engage students in the research process. 

Numerous computer multimedia simulation tools have been developed with the at-
tempt to address this challenge [2, 3]. Nonetheless, most of them have focused on the 
functional aspects and contents, with less attention being given to the mechanism to 
engage their users. For example, a tool may simply play animations or video clips for 
students to watch passively, providing little if any interactivity for the user [4, 5]. They 
contribute in explaining biological concepts such as the DNA transcription and se-
quencing technologies in molecular biology with a vivid visual aid, but they do not 
engage students actively. Recently, besides its role in multimedia simulation, computer 
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software has become indispensable for scientific inquiries done by biologists on a daily 
basis [6]. The complexity and user-friendliness issues of the software tools have be-
come an obstacle to effective research [6]. 

We believe that the design and development of an effective educational multimedia 
tool for studying biology should take a learner-centered approach.  To do so, we need 
to answer the following three questions: 1) Does the tool effectively engage students 
using the tool?  2) Does the tool provide a user-friendly interface?  3) Does the tool 
effectively deliver contents essential to biology education? 

The methodology we devised to answer these three questions is as follows: In the 
past we have used role-playing and simulations to enhance student interest in science, 
through cases emphasizing diagnosis and ethical issues surrounding health counseling 
[7]. Our latest innovation is to use this case-based pedagogy to actively engage  
students by placing them in virtual research settings, fostering their ability to solve 
problems confronted by research scientists [8, 9]. We analyzed the case workflow 
common in biological science investigations and designed a uniform graphical user 
interface suitable for biology education. The user interface also includes options for 
using the multimedia simulation in various ways to serve students at multiple learning 
levels as well as biology courses with different learning objectives.   

We argue that the contents delivered by an effective biology education tool should 
stay current with the advances in the field of biological science. For instance, bioin-
formatics techniques have become fundamental to modern biological investigation 
[10, 11]. Students at multiple learning levels need to be aware of these techniques and 
competent in their use [12, 13]. However, because of their complexity, existing bioin-
formatics tools are learned most successfully when expert guidance is available  
[14, 15]. Moreover, laboratory techniques are commonly used to generate data for 
bioinformatics analyses. Many schools do not have the resources to provide hands-on 
experience in these techniques, especially for introductory biology students. Our ap-
proach is to integrate our laboratory simulations with bioinformatics tools commonly 
used to study fundamental concepts of bioinformatics. We analyzed the workflow of 
these bioinformatics tools to reduce their complexity, with the goal of making bioin-
formatics easier for its learners to understand. 

The paper is organized as follows. Section 2 presents the overview of Case It! v6, 
the tool we designed and developed using our learner-centered methodology. Section 
3 describes the user interface design. A scenario demonstrating how the student inter-
acts with our tool to perform biology science investigation is given in Section 4.  
Section 5 concludes the paper and discusses future work. 

2   Overview of Case It! v6 

Case It! v6 is a tool that we designed and developed using our learner-centered meth-
odology. The tool uses computer simulations to provide a context for student under-
standing by seamlessly integrating laboratory procedures with bioinformatics tools, 
using a case-based approach emphasizing important problems in biomedical research. 
It uses case-based pedagogy with an interactive virtual laboratory to engage students. 
Fig. 1 illustrates the opening screen of Case It v6. The devices and equipment shown  
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Fig. 1. Opening screen of Case It! v6 

in the opening screen can all be operated to perform standard laboratory procedures 
virtually through multimedia interactions.   

Case It! v6 consists of three major components.  The schematic view of Case It! v6 
architecture is depicted in Figure 2. The first component is the Student Resource 
Manual. The resource manual is a Web-based component that functions as an elec-
tronic resource manual. It helps students acquire background information about  
their cases by providing case descriptions and instructions for analyzing biological 
sequences associated with these cases. The second component is the Case It Launch 
Pad. This component is a collaboration environment that consists of a web page edi-
tor and bulletin board system. Virtual poster sessions can then be held and facilitated 
using bulletin boards associated with the posters.   

The third component of Case It! v6 is the multimedia simulation, Case It Simula-
tor. The simulator consists of two main functional units, namely the graphical user 
interface (GUI) and the functional core. The simulator provides a uniform graphical 
user interface to the students and allows them to play an active role in running biology 
wet labs on computers to investigate cases. The process can be visualized via interac-
tive open-ended computer simulations that work with any DNA or protein sequence, 
and the results can be represented either in either textual or graphical format for 
analysis.   

The functional core of the simulator consists of three modules, namely Case Man-
agement, Simulation Control, and Extension/Integration. The Case Management 
module organizes cases into self-contained folders with one case in each folder.  
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A case folder typically contains DNA or protein sequences for investigation. The 
Simulation Control module is the kernel of the entire tool, and is responsible for com-
putation, programming logic, and multimedia simulation control.  It interacts with the 
GUI unit and also bridges between the GUI unit and the Extension/Integration mod-
ule. The Extension/Integration module is in place to address the needs of developing 
new biological tools to keep current with the advances in biological science.  When a 
new concept such as bioinformatics has become essential for introductory biology 
students, we will either integrate it with existing cases or create new cases for it. 
Tools useful for delivering and reinforcing the new concept will then be explored and 
evaluated. As plenty of excellent tools developed by the field experts are freely acces-
sible in the public domain, our strategy is to integrate suitable tools as “extensions” of 
the Case It! software instead of attempting to reinvent the wheels. Similar approaches 
have been adopted by the development of several integrated biological databases and 
analysis systems such as Biology Workbench [16] and SWAMI [17]. With this ap-
proach, the Extension/Integration module can focus on the integration mechanism to 
make the external tools intuitive and easy to use. 

 

Fig. 2. Schematic view of Case It! v6 architecture 

3   User Interface Design 

We designed our user interface with the objectives to support our learner-centered, 
case-based methodology. The first objective aims at providing the learners with a 
consistent user experience in using the simulator. The second objective is aimed to 
ensure that the use of external tools is intuitive and effective. These objectives  
have been identified among key themes in the “new biologist-centric paradigm” for 
bioinformatics software design and development [6]. We analyzed the workflow of 
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case-based biology science investigation and the workflow of the external tool to 
achieve these objectives.  

2.1   Case Workflow Analysis 

We believe that by providing a consistent user experience to the students, they can use 
the tool to study a wide variety of biology subjects more effectively.  To achieve this 
objective, we began by analyzing the case workflow common in biological science 
investigations.  The steps in the workflow is described as follows: 1) open a case in 
the context of the subject to be studied; 2) study the case description and its back-
ground information; 3) identify the problems to solve; 4) collect DNA or protein  
sequences as well as the enzyme that may be used to digest the sequences; 5) process 
the sequences using standard laboratory procedures, and 6) analyze the sequences 
using biotechnology or bioinformatics tools. The case workflow is summarized in 
Figure 3.  

 

Fig. 3. Case workflow analysis for biology science investigation 

Based on the case workflow, we designed a uniform graphical user interface for 
students to carry out the steps in the workflow. For example, students can open the 
DNA sequences, load them to the workspace of the simulator, and process them using 
virtual wet lab equipment. Moreover, we take students learning levels and biology 
courses learning objectives into consideration to make the simulator suitable for en-
gaging a broader audience in biology education. As a result, the user interface of Case 
It! includes options for using the multimedia simulation in various ways. For exam-
ple, students have the option to conduct wet labs virtually using interactive anima-
tions. On the other hand, students with more experiences in these procedures may 
choose to skip the multimedia interactions to proceed to the analysis of DNA data. 

2.2   Extension Tool Workflow Analysis  

As bioinformatics techniques have become fundamental to modern biological investi-
gation, students at multiple learning levels need to be aware of these techniques and 
learn how to use them. The goal of the integration of our laboratory simulations with 
bioinformatics tools is to make bioinformatics easier for its learners to understand. 
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We began by identifying bioinformatics tools commonly used to study fundamental 
concepts of bioinformatics such as phylogenetic analysis and biological database 
search. We then analyzed the workflow of these bioinformatics tools to reduce their 
complexity.  

 

Fig. 4. Contrast between invoking MEGA4 (depicted in the left) and using Case It Simulator 
(depicted in the right) to perform multiple sequence alignment and construct phylogenetic tree 

 

Fig. 5. Contrast between connecting to NCBI BLAST server (depicted in the left) and using 
Case It Simulator (depicted in the right) to carry out BLAST databases search 

We adopted MEGA4 [18] for performing phylogenetic analysis and NCBI BLAST 
[19] for biological database search.  The workflow of running MEGA4 directly re-
quires the following steps: 1) open sequences; 2) set up parameters such as DNA or 
protein; 3) perform multiple sequence alignment; and 4) use the alignment to con-
struct the phylogenetic tree. Our experiments show that it may take up to fourteen 
computer mouse clicks to display the alignment and the tree. Besides, students need  
to learn and understand how to set up parameters to use the tool correctly and effec-
tively. Using the result of the workflow analysis, we designed and developed code  
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to integrate MEGA4 with Case It! that only takes one mouse click to display the 
alignment and tree.  The simplicity of our approach is illustrated in Figure 4, showing 
how the integration of Case It and MEGA4 greatly simplifies phylogenetic analysis. 

Based on our study, the steps for searching the BLAST databases include: 1) con-
nect to the BLAST Web server; 2) select the search program; 3) enter the query  
sequence; 4) set up parameters; and 5) search. Using the analysis, we designed and 
developed code to automate the workflow. The contrast between using a Web browser 
and using Case It! for BLAST database search is illustrated in Figure 5. 

We believe that our approach allows students to focus more on biology science  
investigations than on learning bioinformatics tools, sometimes an overwhelming 
experience for beginning biology students. To enrich students at more advanced lev-
els, Case It! also provides options for students to invoke bioinformatics tools directly. 
With these options, students can gain exposure to how those tools are employed by 
biological researchers in the real world.  

4   Scenario 

In this section we present a scenario to demonstrate how the student interacts with the 
Case It Simulator to carry out case-based biology science investigations. The case used 
in this example is regarding the subject of human immunodeficiency virus (HIV). 

The student begins by studying the background information of the case and HIV, 
followed by identifying the problems to be investigated.  After launching the Case It 
Simulator, the student opens the case folder and selects the DNA sequences to be 
analyzed and the enzyme to digest the sequences. The next step is to prepare the se-
quences for further analysis. At this stage, the students can choose to either load the 
digested sequences to the simulator’s workspace automatically or carry out the wet  

 

 

Fig. 6. Interactive multimedia simulation enables students to carry out wet labs virtually 
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Fig. 7. Screenshot of phylogenetic for the HIV case using Case It! 

labs virtually using the interactive multimedia simulation. As shown in Figure 6, the 
student can use a pipette to obtain DNA sequences from the tubes and use them to 
perform standard wet lab procedures such as gel electrophoresis.  

The student then starts the research and investigation after the sequence data are 
ready for analysis.  If the student decides to investigate the evolutionary relationships 
among the HIV virus strands of people in this case, the student will perform phyloge-
netic analyses on the DNA sequences. The student can obtain the multiple sequence 
alignment and the phylogenetic tree with one simple mouse click from a pull-down 
menu in the Case It Simulator as shown in Figures 7. Instead of learning how to use 
MEGA4 first, the student can focus on the investigations using the alignment and the 
tree. The student then searches biological databases for similar sequences by using the 
integrated BLAST function in Case It!. This allows the student to concentrate on 
analyzing the results returned by the BLAST database server.     

5    Conclusions and Future Work 

In this paper we present Case It!, an open-ended, case-based multimedia simulation 
tool for biology education. We used a learner-centered methodology to design and 
develop the tool so that it would effectively engage students, provide a user-friendly 
interface, and effectively deliver current contents essential to biology education.  Case 
It! has been widely adopted by biological science educators for teaching molecular 
biology subjects in a wide range of undergraduate biology courses [20]. Student sur-
veys have been conducted to assess the effectiveness of the tool, and the result shows 
that the tool has improved student performance in learning molecular biology subjects 
[20, 21]. 

We are currently exploring the utilization of the Extensible Markup Language 
(XML) to convey biological data in various representations to serve users at multiple 
learning levels more effectively. We are also developing cases for other important 
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molecular biology research tools such as proteomics and microarrays, and plan to 
integrate them with Case It! using our methodology. 

Although our learner-centered methodology is applied to the design and develop-
ment of a multimedia simulation for biology education, we believe that the same 
approach can also be adopted or adapted by learner communities in other disciplines. 
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Abstract. Scenario-based training has shown to be an effective instructional ap-
proach. However, it can be difficult for instructors to create scenarios as they are 
time-consuming to develop. This can result in the same scenarios being re-used, 
reducing training effectiveness. Furthermore, scenarios are based on training ob-
jectives and can vary in complexity. Researchers have investigated methods to 
simplify this process by assessing various approaches to scenario generation. 
Within such a tool, however, there needs to be a way to easily understand the dif-
ferent scenario components and their relationships within the scenario. This  
paper discusses the PYTHAGORAS (Procedural Yielding Techniques and Heu-
ristics for Automated Generation of Objects with Related and Analogous Scenar-
ios) system and specifically its editor used to create scenarios. We designed this 
system to simplify the process of scenario generation, providing a clearer under-
standing of the scenario components and relationships. 

Keywords: Scenario Generation, Scenario Editor, Scenario Components. 

1   Introduction 

There are many aspects that make up any one training scenario. These can include 
environmental parameters, actions needing to take place, objectives to be accom-
plished, and many other factors based on the specific training. These components  
are indeed essential to create a variety of training exercises, which is important in 
providing improved training effectiveness. However, scenario generation is quite 
costly, which currently results in very small, haphazard scenario libraries and, there-
fore, reduced training [1]. There is a need for a faster and more efficient way to create 
scenarios that are qualitatively similar (i.e. fulfills the training objectives) yet appear 
to the trainees as different. However, the instructor must also be able to easily con-
struct and understand the scenario being developed. 

We designed the PYTHAGORAS system to meet these expressed needs. This sys-
tem uses a scenario component approach to create custom scenarios and contains a 
scenario editor in order to do so. Using the visual representation of a mind-map (a 
diagram used to represent information branching from a central idea), the system 
provides improved comprehension of the scenario, its components, and their relation-
ships to each other. The scenario editor also provides an intuitive interface for  
manipulating the different components. 
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2    Visual Representation of Data 

We have developed PYTHAGORAS to address the problem of creating scenarios that 
are qualitatively similar, in a quick and efficient manner. However, setting up a sce-
nario with all of its different features can still be confusing. As the scenario becomes 
larger and more complex, it becomes more difficult for the instructor (e.g. scenario 
creator) to understand the different components and their relationships within the 
scenario. There needs to be a more effective and clearer way to present all of these 
data to the user. 
     The visual representation of data aids in the communication of information 
through illustrated means. The illustrations can be presented in a number of ways, 
including: diagrams, videos, and charts. These visual aids can allow for a clearer 
understanding of the subject matter. Visual representations of data are effective ways 
to both analyze and interpret data. The visualization highlights trends and patterns in 
numeric datasets that might not otherwise be immediately apparent [2]. Using a visual 
presentation, one could neatly display the information within a scenario. Yet which 
one would best display this information? As stated, there are several forms of data 
representations, so finding the most effective one can be difficult. 

2.1   Scenario Editor 

The training scenario starts with an initial situation, which represents the initial envi-
ronmental setting of the overall scenario [3]. It includes the virtual environment being 
used and includes such parameters as time-of-day and wind speed. During the course 
of the exercise, additional information is added to the scenario in order to increase the 
complexity of the training and ultimately meet the objectives of the exercise. The 
additional information can include new environmental conditions, entity behavior, 
and events to take place. This various new information affecting various parts of the 
scenario can lead to a large collection of data. There needs to be a way to neatly dis-
play the scenario information and at the same time make it so the user can easily edit 
it if needed. 

PYTHAGORAS allows for the creation of scenarios through the scenario editor, 
which gives a graphical representation of the overall scenario. This gives the data  
an aesthetic look and allows for the designer comprehension of what the particular 
scenario contains. 

The initial version of the scenario editor (Fig.1) was time-based. The width of the 
graph signified the length of time for which the given scenario was to take place. 
Each event was stacked on top of the others, with the base situation (e.g. virtual world 
setting) at the bottom, which extended the entire width of the graph. The events were 
displayed as boxes with their size indicating its length in time. However, this  
approach provided some limitations to the system and editor. One of the disadvan-
tages to this approach was that the scenario events do not always take a consistent 
time; there may be a minimum time at which the trainee must complete the scenario 
but never an exact time at which that event may end. Scenarios can also range down 
different paths, being that there are multiple ways to complete an objective, and  
some events may have prerequisites that must be completed or achieved before they 
can arise. 
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Fig.1. Time-based scenario editor. Figure shows that the scenario takes place for a total of 60 
minutes (bottom of graph). 

Based on the confusion from the disadvantages of the initial version, the editor 
needed to be improved upon, aiming to solve its issues and constraints. It needed to be 
user-friendly, not time dependent, better represent the scenario events, show that 
events can be dependent on other events, represent branching for the multiple paths a 
scenario can take, and have simpler and easy-to-use controls. The rest of this section 
discusses the different ideas for visualizing scenario components within the scenario 
editor, the advantages and disadvantages of each and why the resulting display was 
eventually chosen. 

2.2   Web of Dependencies 

The graph featured in Fig.2 displays the events connected to each other, based on 
their order in the scenario, resulting in a ring. Lines would spring from the events, 
pointing to the other events that were dependent on it. The graph clearly displayed the 
different dependencies of each event as a recognizable chord in the circle. The circle 
would then rotate based on the current event that was being edited, which would be 
displayed on the north cardinal point of the circle. It also gives a general concept of 
time, lining up the events one after the other based on order, yet without defining the 
time. However, despite these advantages, we decided that the graph was too confusing 
and did not show the possibility of events branching off to different paths. 

 

Fig. 2. Shows dependent scenario components (nodes that are being pointed to) and initial 
situation (topmost node) 
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2.3   Multi-dimensional Plot Graph 

Using the idea of a plot graph, this approach consists of a multitude of graphs that can 
show the different details of the scenario by making them dimensions of their respec-
tive graph. This would enable the dimensions to be interchangeable so that it may 
show the scenario in different ways. Example graphs included difficulty versus de-
pendency (Fig.3), where the fork of an event showed which event was more difficult 
than the other. The graph shows a good comparison between the two fields of interest. 
However, this approach is also confusing due to the excessive number of graphs. 

 

Fig. 3. Scenario editor as plot graph. This is an example of one of the details made for the 
scenario. 

2.4   Assembly Line Plot Graph 

The idea of this graph was to show the order in which events happen but also, which 
ones happen at the same time. With the width of the graph showing the time in a sce-
nario, each event would spawn underneath the line at the particular time it would take 
place. The graph, shown in Fig.4, created presented a neat arrangement with a good 
amount of room for new items and displayed a clear flow of events, as well as time. 
However, this approach did not show event dependency or branching off to multiple 
paths and we found it to be increasingly difficult to understand as scenarios grew. 

 

Fig. 4. Based on original editor showing time (from left to right) of scenario 

2.5   Mind Mapping 

This graph shows and represents the events around a central idea, or in this case the 
initial situation of the scenario. In order to avoid confusion and not overwhelm  
the user with large scenarios, the graphs can be simplified by showing and hiding the 
details of parts of the map. The overall scenario can be displayed as a whole or  
divided into components to show expanded detail. 
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The mind map has many advantages while avoiding the disadvantages of the oth-
ers. Mind maps are an effective tool for planning and managing a particular problem 
or situation with many different aspects to it. It helps the user to rapidly build an en-
hanced understanding of any problem, challenge, or situation [4] [5]. It appears to be 
the best representation, in which we have found, of the scenario as it allows the user 
to plan and develop the different aspects of the scenario with great effect and effi-
ciency, much like they would for any other problem. Certain challenges that come 
when developing a scenario include the many changes made to it and its complexity. 
Through the basic nature of a mind map, the scenario editor is able to address these 
challenges. In the end, we chose to use the mind-map display for our scenario editor. 

The scenario editor displays the mind map in a tree like fashion, with one root pre-
ceding all other nodes in the tree. The tree is set up from left to right, the root starting 
at the left, rather than the conventional top to bottom (Fig.5 & 6). The root of the 
graph represents the initial situation and each node spawning from the root represents 
a particular component that makes up a scenario. 

This new form of the editor led to the creation of newly defined components, in or-
der to help expand the understanding of the different details that comprises a scenario. 
Further details about these components are stated in the next section.  

3   Facets 

PYTHAGORAS defines facets as the different components that make up the training 
scenario. There are currently a total of five facets: baseline, augmentation, trigger, 
adaptation, and vignette; all representing a particular characteristic of the overall 
scenario. Martin et al has a detailed review of all the scenario facets [6]. 

3.1   Baseline 

This represents the initial situation of environmental elements of a scenario. The ini-
tial situation is the environmental setting supporting the elements required by the 
selected training objectives. Such elements include the time of day, weather, and 
location. There can only be one baseline in a scenario; thus it is at the root of the 
graph. Baselines, while basic, can support training. However, they are very simple 
scenarios by themselves. Additional elements need to be added in order to increase 
the complexity and fulfill additional training needs. 

3.2   Augmentation 

This facet is used to enhance the baseline scenario. The enhancements refer to altera-
tions to the scenario by manipulating either the environment or entities. Examples of 
this facet include changing day to night, adding an additional target, and having high 
winds for the weather. In addition, some of these facets are placed with limitations of 
the number that can be added in any one scenario (e.g. It makes no sense to add 
“night” more than once). It should also be noted that augmentations focus on adding 
to the initial situation of the scenario. 
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3.3   Trigger 

These facets are simply checks to determine if a particular event has taken place. This 
facet can either be event-based or time-based, determining if a specific event has 
happened or allowing for a time-specific event to happen. It also signifies a prerequi-
site for an adaptation. When the trigger is found to be true, the adaptations connected 
to it are then administered and any other triggers that may be connected to it as well 
will then begin to watch for their own specified event. 

3.4   Adaptation 

These facets are alterations to the scenario that will take place during the exercise, 
once the event illustrated in the trigger has occurred. They can include entity manipu-
lations (create, kill, move, fire weapon) and environmental manipulations (reduce 
rain, raise sun). They can be used to adjust the elements of the scenario (possibly to 
adjust the complexity or to simply cause an event to occur) or to repair an exercise  
(in the case when an important entity was killed and would cause the exercise to  
otherwise end). 

3.5   Vignette 

The vignette is a combination of triggers, adaptations, and/or augmentations. It adds 
content tied to learning objectives to the baseline. Vignettes are defined as sets of the 
other non-baseline facets (e.g. augmentations, triggers, and adaptations) and can be 
both microadaptive (i.e., predesigned to meet instructional needs of trainees) and 
macroadaptive (i.e., adjusting in real-time to better facilitate the training). Each vi-
gnette contains an additional level of complexity and contributes to the total complex-
ity of the scenario [7]. 

3.6   Facet Relationships 

The scenario editor we created helps show the relationship between the different fac-
ets, connecting one facet to the next, as in a mind map graph. A line is connected 
between two facets, signifying a relationship between the two. The relationship itself 
varies in meaning based on which facets are connected. An example includes the 
relationship between triggers and adaptations. As stated before, for an adaptation to 
happen, a trigger must first be invoked. This understanding is seen graphically as the 
adaptations are connected underneath the appropriate trigger. More than one adapta-
tion can appear underneath a trigger showing that multiple actions will take place 
once the trigger is invoked. However, only one of the adaptations is connected di-
rectly to the trigger. The others are connected to each other, one after the other in a 
line, in order to simplify the graph, and keeping a clean look. 

In much the same way triggers and adaptations are connected, baselines and  
augmentations share the same appearance. Augmentations can only be attached to 
baselines as their role is to enhance the baseline scenario. In the exact same way  
 



36 R. Louden et al. 

adaptations are connected to triggers, multiple augmentations can be attached to the 
baseline, showing the multiple enhancements to the scenario. Since Vignettes are 
simply the combination of the other non-baseline facets (triggers, adaptations, and 
augmentations), they are attached only to the baseline and other vignettes. The rela-
tionships between vignettes show which vignette will be fired off next when the pre-
ceding one has taken place. 

3.7   Multiple Editors 

There are two forms of the scenario editor that PYTHAGORAS contains: one for 
creating a vignette and the other for creating the scenario itself. The typical user will 
use only the latter to develop scenarios based upon the current library of vignettes. 
However, an advanced user may use the former to create new vignettes to add to the 
vignette library. In the main scenario editor, the only two facets that are available to 
the user are baselines and vignettes. Similarly, in the vignette authoring editor, only 
triggers, adaptations, and augmentations are used. Both editors look and work the 
very same way so as to keep ease-of-use. 

Aside from the facets available, the other main difference between the two editors 
is the root of the graph. The scenario editor has the baseline as its root whereas the 
vignette authoring editor simply has a placeholder that connects the three facets to-
gether. Triggers are connected to the right of the baseline placeholder whereas aug-
mentations appear directly beneath it. Fig.5. shows an example of the main scenario 
editor and Fig.6 shows an example of the vignette authoring editor. 

 

Fig. 5. This figure shows the scenario editor. The baseline facet (root facet to the left) is con-
nected to the vignettes (to the right). 

 

Fig. 6. This figure shows the vignette authoring editor. The baseline root (dotted box) is merely 
a placeholder to connect all the other facets and show their relationship between each other. 
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4   User Interface 

The scenario editor provides an intuitive way for the user to create and manage the 
scenario and its facets. As already mentioned, the scenario editor has a very aesthetic 
look to it so that it can be easily comprehensible for the user to know all of the differ-
ent aspects of the scenario. The graph portion of the editor itself takes up the majority 
of the screen space in the program (Fig. 7). To the left of the graph is a toolbar which 
lists the complexity level of the scenario that the user can select, selectable objectives 
for the scenario being created, and the list of facets that can be added. To the right of 
the graph is another vertical toolbar that displays the list of requirements that need to 
be fulfilled, based on the facets added. The requirements are additional information 
that needs to be defined, based on the training objective and added facets. It is worth 
mentioning that the list of facets available is based on the scenario's objective(s). Each 
facet contains information on which training objective it “supports” (meaning in 
which objective the facet is usable). The training objectives are enumerated based on 
the trainee audience and provided for user selection. [8] 

The editor automatically adjusts itself to keep up with the aesthetic look, anytime a 
change is made to the graph (adding, removing, or moving facets). Each facet has a 
certain bulk that surrounds the box node to make sure that no other facet or lines over-
lap with each other. 

 

 

Fig. 7. Example scenario generation system built on top of PYTHAGORAS 

4.1   Adding Facets 

Every facet is represented by a node in the graph which has exactly one parent and 
one or more children to which it is connected with the exception being the baseline 
having no parent (since it is the root). For the scenario editor, the only facets available 
are the baselines and vignettes. So when adding facets to the scenario, the user must 
first select a baseline from the toolbar. The baseline is automatically added to the 
graph once selected. There can only be one baseline for a scenario; therefore, no oth-
ers can be selected once one has been added, unless the current baseline is removed. 
Once a baseline is added, the user can select any of the available vignettes. To add a 
vignette the user simply selects one of the available ones from the list and then clicks 
on the facet in the graph to which it should be attached. 
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The vignette authoring editor works exactly the same way. Instead of baselines and 
vignettes, the facets available are augmentations, triggers, and adaptations. Augmen-
tations are automatically added once selected, like baselines, and triggers work in the 
same fashion as vignettes. However since there is no baseline for this editor (just a 
placeholder) the first trigger selected is automatically added to the graph and acts as 
the root for all other triggers. Adding additional triggers works the same as adding 
vignettes in the scenario editor. To add an adaptation, the user selects one from the list 
and clicks on the desired trigger to attach it. 

4.2   Removing Facets 

PYTHAGORAS makes use of the right mouse button for removing facets from the 
graph. The user simply has to right click on the facet they wish to remove, which will 
bring up a menu of options. There is currently only one option listed in the menu, 
which is to remove the selected facet. Once removed, the graph will automatically 
adjust itself to compensate for the removed facet. The system also has a selection tool, 
allowing the user to select more than one facet at the same time. This in turn allows 
the user to remove more than one facet at once if desired. The selection tool works in 
a manner similar to most modern file browsing systems. 

4.3   Moving Facets 

The editor also allows for facets to be moved around the graph. For example, if an 
adaptation needs to be moved from one trigger to another the user can remove it and 
then add it again to the new trigger or the user can simply drag the adaptation from 
one to the other. The graph will add the facet to its new parent and automatically 
readjust the graph. This also works with the selection tool, moving more than one 
facet at once. However, the system does check to make sure that only valid facets are 
being moved. For example, if an augmentation, trigger, and baseline are selected and 
moved, the system will know that a baseline cannot be moved (since it is the root) and 
that an augmentation and trigger cannot be moved at the same time. 

5   Conclusion 

The more information required for a scenario, the more difficult it can become to 
create and understand everything in it. Data visualization aids in the process of being 
able to easily comprehend the overall scenario. Different forms of visualization work 
well for different forms of data [2]. A mind map approach appears to work well for 
representing scenario components graphically [5]. PYTHAGORAS uses this form to 
aesthetically display the scenario's information through the use of its scenario editor. 
The editor itself aids in the process of the scenario's creation, reducing the time it 
normally takes to create one, while graphically showing what the scenario is made up 
of and how all of its components are related to each other and the scenario. 

We now plan to evaluate the developed mind map visualization approach to sce-
nario representation. While we feel the approach taken fulfills the needs of scenario 
generation, an experiment is planned to test the efficacy of our scenario generation 
approach (including the data visualization component). In addition, we wish to  
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explore mind map representation for handling more complex groupings of scenario 
facets (e.g. our current approach does not handle well the case of two triggers that 
must occur but where order is not important). 
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Abstract. UI developers interested in UI design patterns generally face major 
problems when trying to use them, because of the complexity of pattern librar-
ies and the lack of supporting tools. As a consequence, UI design patterns are 
not widely used and this entails an important loss of productivity and quality.  
In this study, we identified and wrote 30 UI patterns that were made available  
in a library, and we compared four modes of presentation for them: pattern 
thumbnails, application types, decision trees, and alphabetical mode. Ten sub-
jects participated in the study. User satisfaction was higher with the three new 
modes than with the alphabetical mode. Search time was higher with the three 
new modes than with the alphabetical mode. Although difficult to evaluate,  
pattern relevance was better with the three new modes. Those findings were 
turned into recommendations for immediate applications. In the conclusion, we 
propose some research avenues for the future. 

Keywords: user interface design patterns, design pattern libraries, pattern  
language user interface design, mode of presentation. 

1   Introduction 

« Each pattern describes a problem which occurs over and over again in our environ-
ment, and then describes the core of the solution to that problem, in such a way that 
you can use this solution a million times over, without ever doing it the same way 
twice. » [1] 

Design patterns capture invariants of a proven solution to a recurring problem in a 
specific context. They are reusable knowledge blocks, written in plain text following a 
predefined format, and possibly illustrated by photos, code samples, diagrams, etc. 
Patterns are often organized in a language that is related semantically and hierarchi-
cally, in order to generate complete design solutions [1]. 

Christopher Alexander set a landmark in architecture when he wrote the first pat-
terns, 30 years ago. His idea has since spread into the fields of pedagogy, business 
processes, object-oriented programming and Human Computer Interaction (HCI). 
                                                           
* Mr. Richard is doing a Master's degree in Industrial Engineering at Polytechnic and a 1-year 

internship at CAE. 
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The use of user interface (UI) patterns remains low, in spite of the large quantity of 
available pattern languages [2]. Indeed, interface developers do not use UI patterns 
much for various reasons: 

• A lack of organization: as a pattern language grows, it can accommodate more than 
a hundred patterns. Without clear entry points, shortcuts, or guidance, finding the 
right pattern often amounts to skimming through the entire list. This heavy work 
load adds to the regular tasks of developers. 

• The convolution of current patterns, written by « usability engineers or experi-
enced UI developers » [3] for themselves [4]. Interface developers are not familiar 
with the concepts, methods and vocabulary used in human factors engineering; 
thus it is difficult for them to estimate the relevance or applicability of a pattern to 
a situation [3]. They also have difficulties understanding how patterns are related 
and how to benefit from these relations. 

• A lack of tools for supporting interface developers [5] and reducing their workload. 

The difficulty of using UI patterns may entail a huge loss of productivity and quality 
for interface developers who actually code the UI, as they pass over a tool that can  
« improve the consistency of the user interface and UI quality, make designing and 
implementing more efficient, provide business advantages for software companies, 
and work as a common language communicating the design knowledge to the design-
ers, developers, and other stakeholders » [6]. 

2   Our Approach to Write and Present UI Patterns 

Our research work on UI patterns is based on four main activities: an extensive litera-
ture review which allowed us to draw lessons from others’ work on UI patterns, an 
analysis of different training and simulation tools interfaces developed at CAE, dis-
cussions with human factors specialists who knew the needs of UI developers at CAE 
and were looking for more rigor and consistency in UI, and discussions with several 
UI developers at CAE since they are the end users of the UI patterns. 

We wrote 30 UI design patterns for training and simulation support tools devel-
oped at CAE, and shared them on the company network on a need-to-know basis. 
They have been actively used and validated by more than 50 engineers, human factors 
specialists, and UI practitioners, and tweaked in the light of the feedback of these  
professionals. 

We wrote UI patterns following the usual « Problem-Context-Solution » format, 
with a heavy use of bullet points (rather than dense paragraphs) and example imagery 
(up to half the content of the pattern). This aimed at increasing legibility, understand-
ability and appeal of the patterns for developers. 

Furthermore, UI patterns were structured according to three modes of presentation 
we developed: application types, decision trees and pattern thumbnails. 

Application types are halfway between postures as defined by Welie [7] and Stan-
dard Screen Patterns as defined by Neil [8]. They are textual and visual representa-
tions of stereotypes or software genres like Web browser, spreadsheet, media player, 
to which a predefined pattern collection is linked. As the quantity of application types 
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is inferior to the quantity of patterns, and as they are a more user-friendly artifact, 
they can act as a shortcut during pattern identification and search operations. 

Decision trees replace the difficult processing of a pattern [9] with a succession of 
questions requiring less time and HCI expertise for finding a pattern. Besides, this 
mode makes explicit otherwise hidden pattern relationships. Decision trees look like 
step-by-step wizards (Figure 1). 

 
Wizard < Back < Back 

What is the function of the child 
window? 

What is the nature of the 
message? 

Use a Notification Stack. 

Display more features > 
Such as toolbars, lists, menus... 

Alert or warning > 
« Low Battery » 

 

Send the user a message > 
Warning before deletion, completion. 

Information or confirmation > 
« Update complete » 

 

Fig. 1. A possible path for the « Replace child window » decision tree, showing what  
happens if the user clicks on « Send the user a message » on the 1st step and « Information or 
confirmation » on the 2nd step 

Pattern thumbnails are loosely based on the idea that a pattern can be referenced to 
by a rich snippet of information [10]. They combine the pattern’s title to its common 
denominations, a one-liner and a schematic display of the solution (Figure 2). This 
thumbnail provides a cognitive shortcut to the identification and understanding of the 
pattern by the developer. 

 

 

Fig. 2. Example of a pattern thumbnail for the « Direct Manipulation » pattern 
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The goal of our study is to compare the performance of four modes of presentation 
of UI patterns: the three modes described above and a reference mode, which is a one-
page alphabetical index linked to all patterns in the database, much like in Welie’s, 
Tidwell’s or Malone and Crumlish’s libraries1. 

3   Methodology 

Subjects. Ten professionals from CAE participated in the study. Four are software 
developers, four have team or project management responsibilities, and two have 
graphical or quality assurance tasks. None of them had heard of UI design patterns or 
seen CAE’s patterns library before. The age varies between 25 and 53 years old. 

Task. Subjects were asked to find, with each of the four modes of presentation, a pat-
tern suitable to a specific CAE user interface they had freely chosen at the beginning 
of the test. « Suitable » could either mean: « That would significantly improve the 
chosen UI » or « That is already and correctly applied in the chosen UI ». The sub-
jects were not asked to technically apply the pattern, since this study only focuses on 
evaluating the capability of each mode to help one find rapidly a relevant design pat-
tern. The library contained 30 UI patterns; each time the subject found a pattern with 
a mode, the same pattern could not be used with another mode and the different 
modes were used in a random order by the subjects. 

Data. Data collected about each mode were about these parameters: the time required 
to find a suitable pattern, the user satisfaction about the mode, and the relevance of 
the selected pattern for the initially chosen CAE user interface. The data about the last 
two parameters were collected through an interview at the end of the session. We 
evaluated the subjects’ first-contact experience with the library: if they could find a 
relevant pattern on their own and were interested in using it. The subjects were asked 
to comment aloud their activities while examining the pattern library and choosing a 
pattern. 

Procedure. At the beginning of a test session, we welcomed the subject, explained 
the goal of the study, had the subject complete a short biographic questionnaire, and 
gave brief instructions about the task to perform and the sequence of events during the 
session. The test was held at the subject’s desk, in the presence of the experimenter 
(the first author of this paper) who observed the work done by the subject, collected 
the questionnaire, and asked questions.  

4   Results 

Subjects were very successful for finding UI patterns. They found patterns 37 times 
out of 40 trials: the three failures are due to work-induced interruptions of the trial. 

                                                           
1 www.welie.com/patterns/ 
  http://designinginterfaces.com/ 
  www.designinsocialinterfaces.com/patterns/ 
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User satisfaction is higher with the three new modes of presentation than with the 
alphabetical index (see table 1 and table 2): with the application types and the deci-
sion trees it is 42% higher (3,7 vs 2,6), and with the thumbnails it is 73% higher  
(4,5 vs 2,6). Moreover, the standard deviations is lower for the ratings of the new 
modes, especially the thumbnails, than the rating of the alphabetical order. 

On the other hand, the search time of the UI pattern is higher with the new modes 
(see table 3): 11% higher with thumbnails (03:26 vs 03:06), 23% higher with decision 
trees (03:48 vs 03:06), and 51% higher with application types (04:41 vs 03:06). We 
will see below that this may comprise some advantages. Standard deviations are simi-
lar this time, nearly one minute for every mode. 

Thumbnails have the highest user ratings for satisfaction and are the favorite mode 
of 7 subjects out of 10 while being the second best mode for searching time.  
Conversely, alphabetical index is the most rapid mode but with the worst rating of 
user satisfaction. 

Design patterns found with application types and decision trees modes were gener-
ally more relevant to the benchmark UI than patterns found with thumbnails and al-
phabetical index. It is worth reminding that all the modes were referring to the same 
pattern library. The relevance of a pattern for a given UI is somewhat subjective and  
 

Table 1. Modes of presentation preferred by the subjects (each participant had to pick one out 
of four) 

Alphabetical index Application types Decision trees Pattern thumbnails 

0 3 0 7 

Table 2. User satisfaction for four methods (Likert scale from 1 to 5, the higher the better) 
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Table 3. Time required to find a pattern (the lower the better) 

 
 

hard to agree upon, yet the findings show a clear trend: patterns found with thumbnails 
and alphabetical index methods were generic, including all-purposes recommendations 
such as Good typography or Good color. Whereas patterns found with application 
types and decision trees modes, like Cloak of shadows or Mega drop-down, were more 
specific and with a greater value for design. 

In addition, most of the subjects have praised at length the choice, quality, and 
quantity of examples in the patterns as well as the bullet writing style even though 
these particular aspects had not been mentioned by the observer. 

5   Discussion and Recommendations 

5.1   Discussion 

The overall response to the proposed approach, new modes of presentation and writ-
ing style, has been very positive. 

CAE UI patterns library was deemed attractive, and the subjects, with no previous 
knowledge of UI design patterns, were able to find patterns relevant to their situation 
with a high satisfaction rate. The search time was higher with the new modes but this 
result actually seems to be a good thing: excess time wasn’t spent on hit-or-miss, on 
trial-and-error blind exploration of patterns as with the alphabetical index, but rather 
on reading additional details or thinking about the problem. Context and guidance 
provided by the new modes of presentation may require more time, but this could  
be readily accepted by the subjects as it leads to more relevant patterns and a better 
understanding of UI issues. 

Furthermore, application types and decision trees act as multiple and targeted access 
points to subsets of the library, de facto chunking it for UI developers. This chunking, 
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along with the context provided through textual and visual documentation, contribute 
to building the subjects’ mental model of the UI principles. It also decreases the work-
load of using the library: developers do not have to know anymore the library by heart 
to select the right pattern. Recognizing the problem they are confronted to or the type 
of application they are working on is enough to provide a solution. 

The complementarity of the modes was also noted. Application types received bet-
ter ratings from subjects involved in new products, where the UI had yet to be de-
signed, because they gave them a starting point. On the contrary, the decision trees 
received better ratings from subjects involved in mature products with specific UI 
problems. 

The pattern thumbnails  were really appreciated and are useful on two levels: first 
as an introduction to the library, playing on the user’s curiosity (subjects enjoyed 
guessing the meaning from the thumbnail and spent time doing so even when they 
already had found a suitable pattern); second, as a nice quick reference for advanced 
users, providing rich information at a glance. 

Yet focusing solely on thumbnails would be a mistake. Application types and de-
cision trees, although less ostentatious, provide more accurate answers and much 
more context, which is beneficial in the long-term to the UI knowledge of software 
developers. 

Most subjects expressed their liking of several modes at the same time and urged 
us on not picking one at the expense of the others. 

5.2   Recommendations 

• Supporting each pattern presentation with a pattern thumbnail. 
It is a low-cost yet effective way of achieving findability and it conveys a lot of 

meaning. The visuals used should be schematized in order not to silently enforce a 
particular visual style nor a specific technical solution. 
• Support the library with application types and decision trees. 

They are the modes yielding the best results, but since they are harder to define and 
write, it is better to first have a steadfast library and a fine understanding of the or-
ganization to build upon. 
• Keep an alphabetical index available. 

Even if they do not use it, subjects feel safe having a « no surprise » solution avail-
able. Some users use it to gauge the scope of the library at a glance. 
• Write patterns using bullet points and several carefully chosen examples. 

They make patterns easier to grasp for an audience that has no training in HCI. 
• Keep resources for « the usability of usability ». 

The new browsing modes mean added writing, coding and drawing. This may con-
strain a team with limited resources to write fewer patterns per se in order to make the 
remainder accessible to interface developers. 

6   Conclusion 

Our results are encouraging, even though not all positive, since the subjects who par-
ticipated to the study were able to find UI patterns on their own, their satisfaction with 
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three new modes of presentation of patterns that we devised was higher than with the 
conventional alphabetical mode, and the relevance of patterns they found with these 
new modes was better than with the alphabetical mode. Hence application types, de-
cision trees, pattern thumbnails, and a very visual writing style can be considered as 
effective and reliable to make patterns easily accessible to UI developers with no prior 
HCI training. The four modes of presentation we tested are not exhaustive and it is 
worth making the effort to devise and test new ones for the benefits of UI developers, 
and of other stakeholders o the enterprise (e.g., clients, partners).  

Finally, the « language » aspect of design patterns has been deliberately left out of 
this paper, mainly because the accepted definition of pattern language varies widely. 
As of now, our patterns are indeed naturally structured around application types and 
decision trees that perform like thematic « hubs ». However, this way of working only 
accounts for a small part of the functions of a pattern language; here lies a huge area 
of improvement. 
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Abstract. This research is being conducted to address the integration of cultural 
factors in interactive information system to enhance the reach of knowledge 
management to culturally heterogeneous user. In this context, we introduced a 
knowledge management framework. This method will help researchers to un-
derstand how different cultures view similar concepts. The result and analysis 
we expected in this research is intended to guideline to design knowledge  
management based cross-cultural interface. The result will increase usability 
enhancement and interaction patterns in interactive design. 
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1   Introduction 

This research focuses on cultural knowledge management and managing cross-cultural 
differences. The research describes emerging issue of cultural categorization with the 
context of Knowledge Management. The cultural and human context is often over-
looked by Information System (IS) and Knowledge Management (KM) practitioners. 
The main problem is to capture cultural knowledge and its presentation. The purpose 
of this paper is to discuss cultural knowledge with respect to information technology. 
The truly effective cultural knowledge management is not only translating text but the 
development of a tool to represent similar cultural concepts for global user.  

In what follows, we review related works on culture and design in section two. In 
section three we describe our research methods. Section four presents the results of 
our study and the analysis thereof. Following a discussion of links to interaction de-
sign in section five, our conclusions and directions for future work are presented in 
the last section. 

2   Background 

Cross-cultural issues exist in every aspect of our lives. When two peoples get together 
than culture clash starts. Normally people accommodate, sublimate or ignore culture 
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difference due to common ground, shared goals same interest. The difficulties arise 
when people consider language, ethnic or racial background, religious beliefs, gender, 
age, education in depth. There are many avenues to take that will help cultures ‘get 
along’ better: identifying and concentrating on improved communication, fostering 
mutual respect, engendering co-operation and shared visions. Then, all kinds of cul-
tures can work side by side to everyone’s benefit. The concept of culture is most 
commonly associated with anthropology. Further disciplines using culture as a con-
cept and thereby focusing on specific aspects of culture are sociology, psychology, 
economy, and computer science. Every person gets more satisfaction in their own 
cultural environment as it helps to increase efficiency and productivity. The studies by 
[1][2][3][4][5][6] show that culture plays a vital role to understand the psychology of 
any nation. The main problems area is cultural factors and their acceptance and with-
out considering these cultural factors, knowledge management cannot be useful for 
everyone. The research on cultural differences [7][8], is inadequate in its context, 
whereas research investigating user point of view in cultural differences [9][10] needs 
attention.  

All of these studies attributed differences to various cultural styles: including 
searching style, cognitive style, language use, perceptions of search systems and in-
formation sharing. The most important cultural clash is lack of culturally specific 
classification system. Classification is the process in which objects are grouped and 
classified which are rooted in people’s experience. Classification systems are way of 
organising knowledge. Currently used classification schemes are Dewey Decimal 
Classification (DDC), Library of Congress Classification (LC), Universal Decimal 
classification (UDC), Cutter’s Expansive Classification, (CEC), Bliss’s Bibliographic 
classification (BBC), and Ranganathan’s Colon Classification (RCC). They claim to 
be universal schemes but these suffer from an inherent bias. They have great  
possibilities of expansion, alteration and adjustment only for new western subjects. 
However these schemes are failed to classify local material in appropriate ways. This 
means that classifications made by one culture can be difficult to access for another 
culture Fig 1.  

 
 
 
 

  
 
 
 
 
 
 
 
 
 

Fig. 1. The Problem 
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3   Methods 

Researchers use Hofsted’s Model without keeping in mind that his model is not only 
too rigid [15] but also has very general views [1] about different cultures. It is also not 
appropriate for Cultural based knowledge management system [16] being a business 
model [2]. Therefore, Hofstade’s concept of cultural dimensions (Individualism vs. 
Collectivism, large vs small Power Distance, strong vs. weak Uncertainty Avoidance 
and Masculinity vs.Femininity) has limited impact for this research. 

Cultural specific study is an important phenomenon in research, but computer sci-
entists neither consider it to be an essential element for them nor do they think the 
user is important, [17][18].The results of studies by [13][19][6] show computer scien-
tists face difficulties in the successful integration of culture into computer application 

The knowledge management researchers focus their study on organizational culture 
[20][21][22][23].The researchers focus on explicit knowledge and failed to fully in-
corporate Nonaka and Takeuchi’s model [24]. As we know there are two types of 
knowledge, namely tacit and explicit knowledge. Tacit knowledge resides in the mind 
of individual and is difficult to capture and document. Whereas Explicit knowledge 
can be captured and documented. We are using both types of knowledge to achieve 
successful cultural knowledge. The researchers focus on explicit knowledge and 
failed to fully incorporate Nonaka and Takeuchi’s (2005) model. We are using 
Nonaka model to capture not only explicit but also tacit knowledge fig 2.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2. Cultural Knowledge Management Model 

The most important cultural clash is lack of culturally specific system. For in-
stance, none of these systems are fully capable of classifying and organising material 
for cross-cultural user. In Western culture this problem is not very much acute but in 
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non-Western culture, it is very confusing and perplexing resulted retrieval of infor-
mation is not up to mark. Duncker, [25] emphasises on to create system for cross-
cultural user. Therefore it is need to integrate cultural differences with interaction 
capabilities [26].  

3.1   The Study 

In order to approach the question of how different cultures organise their knowledge 
differently, we employ a research approach based on card sorting. In a card sorting 
study participants are typically asked to arrange into groups, cards on which the 
names of objects are written. Such studies can reveal something about the ways that 
participants organise their knowledge of the world. The approach is widely used for 
initial exploration, in the field of knowledge acquisition [27]. It helps to develop and 
identify concepts, models, attitudes, trends, patterns and values for capturing informa-
tion from the mental model of the participants. The mental model generates concepts 
and suggests possible taxonomies.  

Card sorting is widely used in Human Computer Interaction, psychology, and 
knowledge engineering for knowledge elicitation. It helps to evoke participants’ do-
main knowledge [13] distinguish the level of the problem [28] and reflects ideas about 
knowledge [29]. This research investigates the cultural classification by using the 
Card Sorting technique as an effective method to identify categories of food items. 
Card Sorting is often used to gather data about personal construct for instance menu 
structure specification and to understand users' perceptions of relationships among 
items. These experiments use one layer of grouped card. Our card sorting technique is 
different. In that we in ask subjects to further classify the groups of cards, if they wish 
to do so. 

The following method is adopted to conduct the studies. Thirty-nine printed cards 
were used, each carrying the name of a distinct food item that participants would be 
asked to group together with other items. The purpose of this study was to examine 
and demonstrate the differences in the way participants from Pakistan and the UK 
categorise entities. We chose Pakistan and the UK for field study, as both countries 
are multi-cultural, multi faith and have sub-cultures.  

The domain chosen for this research is food items as these are very common to 
everyone. As the study was conducted in Pakistan, the food items were translated into 
the Urdu language as closely as possible.  

3.2   Participants 

A group of 160 participants (80 PK and 80 UK) took part in this research. The par-
ticipants recruiting process in Pakistan ran smoothly, but we encountered difficulties 
in recruiting UK participants, due to criteria (of pure British). Because of the recruit-
ment method, it was not possible to achieve gender-balance especially in the UK. 
None of the participants recruited for the Pilot Study was used again in the main 
study. No post study interviews were conducted 

All participants provided written informed consent. The study was reviewed and 
approved by the Middlesex University Ethics Committee. 
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As the study was a cross-cultural one, the food items were translated into the par-
ticipant’s first language where appropriate. Participants were asked to classify items 
in several steps Figure 3. First they grouped items and gave labels to each group. 
Then they were asked to further divide the group if they wish to do so. The steps of 
grouping and labelling are repeated until the subject no longer wants to subdivide the 
groups of items. When subgroups were produced, the participant was asked to provide 
a name for that group. This usage is in contrast to many popular applications of card 
sorting, where participants are asked to organise the cards into groups, without further 
sub-categorisation to generate a deeper tree of classifications. 

 

Fig. 3. Card Sorting experiment 

4   Findings 

4.1   Observations  

This study shows a unique result compared to other studies. There is a large differ-
ence in categorization in the respect of culture, faith and environment. The following 
presents some examples from the studies to support this claim: 

• Educated participants have western perception about prohibited items in Islam.   
• Pakistani women are less privileged; they receive only religious education or basic 

education. Consequently, their perception of prohibited items is faith oriented. 
• Participants faced difficulty to categorize items like Doughnut, Pasta, Pizza, as 

they are not familiar with these items. 
• Few participants from Siraiki culture categorized items according to their  

profession 
• It has been observed that this culture has a strong Islamic influence. The partici-

pants in this study have less western influence on their categorisation. 
• Although some food items were categorized easily, some other items can be placed 

in two categories and some were unfamiliar to participants. 
• Some items were ambiguous for participants and they tried to place them into two 

categories.  
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• Some participants were not familiar with some items, and interpreted them  
differently. 

• Some participants sorted items into groups and sub groups whereas others in a 
more general way.  

The initial analysis of the study indicates a cultural difference in food categorisation 
among people belonging to different cultures that appears to be greater than the dif-
ferences between people within the same culture. The studies suggest that both  
the ‘national culture’ and the ‘belief system’ of a participant shape the way they cate-
gorise items.  By ‘belief system’ here, we refer roughly to religious background as 
this is a highly significant factor in the way people understand food and the various 
domestic practices that surround it. It seems likely that other elements of culture, such 
as professional cultures or membership of communities of practice would gain greater 
significance.   

5   Discussion 

Based on our findings, we can more confidently assert that categorisation is influ-
enced by culture and belief, and several open questions exist as to the nature of this 
influence. 

A first step towards conducting analysis in a more rigorous manner was to formal-
ize the complimentary notions of ‘similarity’ and ‘difference’ that are at work. A 
number of possible formulations are possible, but the one that proved to be most 
promising was the notion of ‘edit distance’: the difference or distance between two 
tree structured hierarchies is considered to be the number of editing steps necessary to 
transform one tree into the other. This measurement of distance was implemented in 
software based on a freely available framework called SimPack.1 

The algorithm for computing the ‘edit distance’ between trees facilitated the con-
struction of a ‘distance matrix’ that encodes the edit distance between the hierarchies 
produced between all pairs of study subjects, and the discovery of structure in the 
population of subjects entails an exploration of this distance matrix.  

Two approaches to this exploratory task were employed. A more traditional statis-
tically-based approach was implemented using a variant of the k-means cluster analy-
sis algorithm to discover clusters of subjects who were ‘close together’ in that they 
produced similar hierarchies. This formal style of analysis was complemented with a 
more exploratory tool that produces a visualization of the distance matrix, based 
around the physical analogy of data points joined by a collection of springs whose 
length is determined by the edit distances2. A simulation of such a system yields a 
dynamic network that tends to settle in a ‘low energy’ configuration.  The latter tech-
nique provides a useful visual way of seeing how a structure emerges from the confu-
sion, as similarly similar trees tend to gravitate towards one another.  

 

                                                           
1 SimPack is an open source collection of software tools for investigating the similarity between 

‘ontologies’. Available from http://www.ifi.uzh.ch/ddis/simpack.html 
2 The tool is based on the Graph demonstration program that is part of the Java Software  

Development Kit available fromjhttp://java.sun.com 
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The results obtained from the cluster analysis algorithm are, informally, at least, in 
accord with the graphical simulation. Figure 5 illustrates this by showing the graphi-
cal display in which subjects are shown as numbered nodes in the graph. The physical 
distance between nodes in the figure is a reflection of the network of edit distance 
relationships. Overlaid on the figure are the four clusters found by a run of the cluster 
analysis algorithm. 

A starting assumption for this research was that no scheme for organising informa-
tion is likely to be equally effective for a range of cultural groups. The current re-
search aims to make a contribution in this area, not by finding a universal way of 
classifying information, but by providing a method for investigating classification in a 
locale in order to generate localised interface designs. The expected solution will be 
based on local user access needs and capability of the local users. 

 

 

Fig. 4. Overlaying cluster analysis on a graphical representation 

The analysis so far has given a way of identifying clusters of related structurings 
of a set of objects. A number of strategies exist to take this forward into interaction 
design. An obvious approach is to provide a localized user interface for each cluster, 
choosing a representative element from a cluster (for example, using the edit distance 
metric to find the most central element in a cluster) to guide the structure of naviga-
tion elements on an interface. 

If they try to go beyond this point, they are automatically asked, whether they 
would like to order the pdf, and are given instructions as to how to do so. 

Please note that, if your email address is given in your paper, it will also be in-
cluded in the meta data of the online version. 
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Fig. 5. The Solution 

6   Conclusion and Future Work 

The contribution of this research is to introduce a new analysis technique based on 
SimPack’s modified classes to discover/measure similarity and edit distance. This 
method will help to understand how different cultures view similar concepts. 

We propose a cultural based interface obtained from cultural knowledge. Our inter-
face will show a common concept which is result of hierarchical clustering analysis of 
multi cultural representation. It will allow user to explore effectively in comparison to 
a non-cultural based interface. 

The interface is user perspective, which will help the user to interact effectively 
and close to human to human interaction. When the users visit the main page the 
interface user will find cultural based navigations/classifications close to the particu-
lar culture. If the user clicks on a particular culture for example Pakistan, the user will 
get additional options from four cities. We hope this will enable the reader to under-
stand the problem and its solution will give them better overview of this research. The 
aim of this research is to propose a design for all cultures to increase usability  
enhancement and interaction patterns in categorizing that lead to browser design.  
The result and analysis we presented in this paper is intended to guide design of cross-
cultural interface. We used mixed methods to interpret the result. Our studies ex-
plored cultural difference by card sorting and result analysis through cluster analysis 
to compare both cultures. Significant differences were found in term of categorisation. 
The result increase usability enhancement and interaction patterns in categorising that 
lead to interface design. 
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Abstract. This paper describes a method to ensure the quality requirements 
from service receiver in the requirement definition phase of system develop-
ment. The proposed method measures the quality characteristics that are in the 
requirement document using the text-mining technique and concept dictionary 
and identifies requirements of document with quality characteristics of the In-
ternational Standards Organization (ISO) / the International Electrical technical 
Commission (IEC) 9126-1:2001[1]. The case study shows that the quality char-
acteristics are contained in the requirements document.  

Keywords: Requirements Engineering; RE; Non-Functional Requirements; 
ISO/IEC 9126; text-mining approach. 

1   Introduction 

This paper describes a method to identify the service receiver’s expectation of quality 
for developing system. Service receiver’s needs are usually focused on not only the 
functional requirements to be met but also on quality characteristics, such as how 
soon the system can be run, how easy it is to use, or how often a system failure can 
occur etc. Such characteristics, collectively known as software quality characteristic 
or quality factors, are part of the system’s non-functional requirements. It is widely 
recognized that in real systems, meeting the functional requirements often is more 
important than meeting the functional requirements in the determination of a system's 
perceived success or failure [11]. Therefore, in order to ensure services of developing 
system, the essential elements in the requirement definition are followings; The IT 
system-specific issues from various needs that were acquired from the stakeholders 
need to be selected. And then quality characteristics as much as possible need to be 
acquired and defined. 

However, in the requirements acquisition phase of requirement definition, func-
tional requirements are highly focused, non-functional requirements are not necessarily 
sufficiently defined. Moreover, some of the quality characteristics that are supposed to 
be fulfilled can occasionally be left unstated and implicit requirements because service 
receiver’s requirements can be contradicted in requirements definition. Thus, to check 
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the quality characteristics carefully is necessary for preventing of the implicit require-
ments but it also avoids a situation where users complain that the requirements are not 
all met when the developed system is delivered. 

Therefore, this paper proposes a method measures the quality characteristics that 
are in the requirement document using the text-mining technique and concept diction-
ary and identifies requirements of document with quality characteristics of the ISO/ 
IEC 9126-1. 

The paper takes the following format. In section 2 describes the process of the re-
quirements definition, and the non-functional requirements. In section 3 outlines the 
ISO/IEC 9126. The proposed method and its implementation are described in section 
4. In section 5 introduces case studies. In section 6 conclusion and future works are 
provided. 

2   Requirements Process and Non-functional Requirements 

The RE Process has 4 processes. There is requirements elicitation, evaluation, specifi-
cation (documentation) and quality assurance. This process is iteration on successive 
increments according to a spiral model [5,6]. A new iteration may take place at differ-
ent stages of the software lifecycle. This spiral process model is fairly general and 
flexible. By participating both of provider and receiver (stakeholder) in the spiral proc-
ess, requirements document will become elaborate. A stakeholder is a group or indi-
vidual affected by the system-to-be, who may influence the way this system is shaped 
and has some responsibility in its acceptance. Stakeholders play an important role in 
the RE process. Because the problem of system embedded in human activity arises 
within some broader context. By stakeholder, requirements that has different viewpoint 
are elicited. Some of elicited requirements may include goal or problem on providing 
service. These are requirements against property of activity outside software. This is a 
non-functional requirement in the broad sense. Non-functional requirements define 
constraints on the way the software-to-be should satisfy its functional requirements or 
on the way it should be developed. Characteristics that fall into this category include 
how quickly it runs, how often it fails, and how easy it is to use. 

Such characteristics, known as software quality attributes, as defined by 
ISO/IEC9126. Excellent software products reflect an optimum balance of competing 
quality characteristics. Quality attributes are difficult to define [10], because custom-
ers generally don't present their quality expectations explicitly. However in order to 
ensure services of developing information system, non-functional requirements 
should be well defined. Therefore, it is necessary to ascertain whether quality attrib-
utes were elicited during requirements definition. 

3   ISO/IEC9126 

ISO and IEC have developed the ISO/IEC 9126 Standards for Software Engineering – 
Product Quality [1-4] to provide a comprehensive specification and evaluation model 
for the quality of software products. The ISO/IEC 9126 standard is divided into four 
parts, under the general title Software engineering- Product quality: 
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• Part 1. Quality model 
• Part 2. External metrics 
• Part 3. Internal metrics 
• Part 4. Quality in use metrics 

The first three parts are concerned with describing and measuring the quality of the 
software product; the fourth part evaluates the product from the user point of view. 
We focus on part 1 (ISO/IEC9126 -1) which defined the quality model for external 
and internal quality. 

ISO/IEC 9126-1 describes two-part model for software product quality: a) internal 
quality and external quality, and b) quality in use. The first part identifies the quality 
of a software product through six quality characteristics, namely: Functionality, Reli-
ability, Usability, Efficiency, Maintainability and Portability. Each characteristic is 
subdivided into related sub-characteristics. These sub-characteristics are manifested 
externally when the software is used as a part of a computer system, and are a result 
of internal software attributes. 

ISO/IEC9126-1 can be used not only the purpose to evaluate the quality of the de-
veloped software but also to define the non-functional requirements. Moreover, 
ISO/IEC 9126-1 also is used for infostructures’ design. Examples of uses of the qual-
ity model are followings: 

• Validate the completeness of a requirements definition; 
• Identify software design objectives; 
• Identify software testing objectives; 
• Identify quality assurance criteria; 
• Identify acceptance criteria for a completed software product. 

4   Proposed Method 

This method analyzes the rate of content of the quality characteristics in the require-
ments documents such as Request For Proposal (RFP). This method is able to calcu-
late rate of content of whole document and each statement. The overview is described 
in Fig 1. 

4.1   Morphological Analyzer and Index Generator 

This method consists of two tools: one is the morphological analyzer (MA) and the 
other is the index generator (IG). MA breaks down the requirements specifications into 
sentences, and then each sentence is separated by morphological analysis. After that, 
MA tally the number of word and frequency of appearance, then makes term-document 
matrix. 

In IG has some files. Each file include statements that represented the quality char-
acteristics of ISO / IEC 9126. ISO / IEC 9126 consists of six quality characteristics so 
that IG also has six files. Each file of IG will contain the statements reviewed by spe-
cialists. IG first performs a morphological analysis against each file and removes 
characteristic words. Then, IG creates the frequency file. When frequency file are 
created, synonyms are added by using the concept dictionary. The reasons for adding 
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synonyms are as follows. For example the word "user" is able to represent "customer" 
"End-user”, or "consumer". Moreover The Japanese word for "user" is "riyousya" but 
"u-zer" is also recognized as Japanese. These meanings are identical, and such syno-
nyms need to be considered within proposed method. After that, IG creates Word 
Article Matrix (WAM) file by executing mkw commands of Generic Engine for 
Transposable Association (GETA) [8]. Finally, this method analyzes the rate of  
content of the quality characteristics in the requirements documents using the term-
document matrix in MA and the WAM file created in IG. 

 

 

Fig. 1. Conceptual Diagram 

4.2   Implementation 

This method was developed as a CUI application by using Java programming lan-
guage and shell scripts. The Japanese morphological analyzer Sen [7] is employed for 
morphological analysis in MA and IG. Synonyms are added to IG through Japanese 
WordNet [9], a concept dictionary, and extracted through a method that first acquires 
a lower level of the word group against the original words and then acquires the sum 
of the sets of each upper level word group. For the WAM file creation in IG and 
search operations in MA, a generic engine for transposable association (GETA) is 
employed. In IG, the mkw GETA command is used in the script. Since the search 
parts in GETA are provided only as the C library, GETA must create an execute for-
mat to wrap the I/O for the connection by using the Java program and standard I/O. 
The results will be output in CSV format, which facilitates easy use of the scores 
included in the search results.   
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5   Case Study 

5.1   Overview 

This section describes the trial practice using the proposed method. The RFP used  
for this trial practice was created in the university. This RFP involves replacing the 
network infrastructure and getting software (web-based application) across the  
university. In 2006, this RFP was already created by their system implementation 
committee after multiple reviews. However, author of this RFP is not the expert in 
Requirements Engineering (RE). In short, author didn’t know the ISO/IEC 9126.  

In this trial, the section relating to software, particularly Learning Management 
System (LMS) was picked out the RFP. This portion has about 4,600 characters.  

Initially, This portion was analyzed manually by two experts of RE. After that it 
was analyzed by proposed method.  

5.2   Result 

Fig2 shows result of analysis by manually. Fig3 shows result of analysis by proposed 
method. The tendency of whole document denotes the same tendency. In this RFP, 
usability and functionality are describing most frequently requirements. However, 
portability was less described. 

On the other hand, Fig4 shows quality characteristics contained in each sentence. 
For example, sentence of No.27 consists of Functionality, Reliability, and Usability. 
In their quality characteristics, Functionality is most remarkable tendency. Sentence 
of No.52 consists of Functionality, Usability. Functionality has much more higher 
than Usability. 

 

 

Fig. 2. Result of analysis by manually 

5.3   Discussion 

The results of analysis by manually and by proposed method were compared, and 
then these tendencies were similar. Let’s take a look at each sentence Fig 4. 
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Fig. 3. Result of Analysis by Proposed Method 

 

Fig. 4. Quality Characteristics in Each Sentence 

For example, sentence of No.27 and No. 52 has features of Functionality. The re-
quirement of No.27 is “The teaching material corresponding to international standard 
SCORM1.2 or more should be able to be published.” Manually powered analyzing 
determined that the requirements were represented Functionality. The requirement of 
No. 52 is ” When there is a difference in the method for SSO between LMS and Uni-
versity, method of SSO for LMS should be customized.” This requirements was  
 



64 Y. Terawaki 

deemed Functionality. This result also matched the analysis by manually. There are 
great examples. When two results are different, statement of target and the frequency 
file in IG need to be closely examined as to how different features were produced.  
At this time, when two results are different, we found that it is often the case that 
requirements sentence is subjective. These sentences supplies during requirements 
elicitation some clues about what they have in mind. On the other hands, some previ-
ous studies pointed out quality characteristics of ISO/IEC 9126 has ambiguity and 
omission [12]. Thus, Which characteristics of ISO9126 are most crucial to project 
success, we need to carefully consider. 

6   Conclusion 

In this paper, we illustrated a method and its implementation to ensure quality  
requirements from service receiver in the requirement definition phase of system 
development. The quality characteristics that are in the requirement document can be 
measured by using proposal method. Result of case study, the proposed method 
shows mostly good performance. Several issues are found through the case study in 
this paper.  

• Remove some specific words 
In any specifications there are some specific words that users wish to avoid  

considering as a morpheme. 

(E.g. is

). As such, it is not appro-
priate that there are some words, which are supposed to be treated as specific words, 
that are broken down into morphemes and reflected in the output of this framework. 
Therefore, we would like to review some words further for removal as specific words.   

• Acquire synonyms 
Though we acquire synonyms from the Japanese WordNet, acquiring them with no 

restrictions may create gaps between the original meanings. Currently, the method 
acquires lower level word groups against the original words and then acquires the 
upper level word group for each word in the lower level groups to determine the sum 
of the sets in the upper level word group. The top ten synonyms are then added. The 
number of synonyms added should be determined by continuously conducting actual 
case studies. Alternatively, the desirable number should be determined by examining 
the previous studies in the text-mining field.   

Quality attributes are difficult to define, yet often they distinguish a product that 
merely does what it's supposed to from one that delights its user. However, service 
receivers generally don't present their quality expectations explicitly. Quality, in its 
many dimensions, must be defined from some clues about what they have in mind. In 
order to ensure service, the visible characteristics may be important. By gaining a lot 
of case study, the proposed method will be refined and then we’d like to learn which 
quality characteristics are most important to ensure service of information systems 
used for education. 
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Abstract. To facilitate comprehension in an educational environment, a  
program should be ideally visualized using numerous depictions that employ 
different perspectives and levels of detail. Object-oriented programs that con-
tain multiple levels of abstractions as a result of the modular design and encap-
sulation are primary candidates for such visualizations. ProViz is a framework 
that supports efficient creation of high-level visualizations for programs. There-
fore implementing several visualizations of a program with ProViz has become 
a manageable effort. This article describes how a stack program is visualized on 
different levels of abstractions as an example of how multiple visualizations can 
be used in a course to help students understand data structures and algorithms. 

Keywords: abstraction, object-orientation, software visualization, program 
visualization, algorithm. 

1   Introduction 

Visualization has been an invaluable tool for achieving program comprehension. In 
particular, high-level, storytelling type visualizations that use abstract representations 
and animations to display the semantic content of program data and algorithms, can 
be very effective in achieving a high degree of program comprehension [1], especially 
in an educational setting. Ideally an instructor should show not only one but various 
visualizations of an algorithm and the underlying data structures as different abstrac-
tions and perspectives are bound to reinforce the students’ comprehension. 

An object-oriented program contains layers of abstractions where each level  
conveys additional details of its inner workings1. Information hiding also leads to 
multiple abstractions as program details are encapsulated behind the public interfaces 
of classes. Correspondingly, different visualizations can reflect these levels of ab-
stractions. For example, the abstraction of a calculator program from high to low can 
be: (1) behaving as a commonly-perceived calculator as the highest abstraction; (2) 
performing the computations using the underlying data structure, stack; (3) operating 
as an array or a linked list that constitutes a stack.  

High-level visualizations are more suitable for initially understanding a task and 
for comprehension of high-level aspects of a program because they convey less detail 

                                                           
1 While this also applies to other programming paradigms, this article solely focuses on the 

object-oriented paradigm. 
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and let the learners focus on the main concept of the program. Low-level visualiza-
tions are more accurate, containing more details about the underlying implementation 
and thus are better for assisting in-depth analysis or debugging.  

In programming practice, programmers need to develop a high-level mental model 
of how to solve a given problem. This mental model must be gradually broken down 
into a low-level conceptual model, which can then be translated into a programming 
language [4]. Teaching students to program is to follow the same scenario and guide 
them on the path of transforming mental models into low-level models within the 
programming domain. Visualizations matching the increasing complexity of the men-
tal models can provide such guidance and help students transition from high-level 
concept to low-level mechanics with programming constructs. As a consequence, the 
students can first be shown a very abstract presentation that closely mimics the real 
problem domain and then be confronted with gradually more detailed visualizations 
that are closer and closer to the actual program code. 

Until now, high, algorithm level of visualizations has been accomplished primarily 
using the event-driven visualization technique [2]. However, visualizing software 
programs on a highly abstract level is a time-consuming task [5]. Creating one, not to 
mention multiple, visual representation for a program can be laborious, and the costs 
of the visualization can easily outweigh its benefits. 

To facilitate the process of developing visualizations, we have developed ProViz, a 
program visualization framework that is embedded in the integrated development 
environment, Eclipse (as shown in Fig. 1). The ProViz framework allows an anima-
tor2 to efficiently create high-level visualizations for programs. Using a customizable 
visual mapping mechanism, ProViz allows one target program to be associated with 

                                                           
2 The role of an animator [1] is also known as a visualizer. Since the term is also used for visu-

alizing data, “animator” will denote the author of the visualization in this article. 

Fig. 1. A snapshot of ProViz in the Eclipse IDE 
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several visualization settings where each setting can depict various amounts of infor-
mation and abstractions of the same program. In an educational setting, instructors 
can use ProViz to generate several visualizations of an algorithm or a data structure so 
that students can learn about it through multiple perspectives. Based on our experi-
ence in an introductory course, creating animation for programs which demonstrate 
the typical algorithms and data structures, such as searching, sorting, recursion, array 
operations, takes typically less than thirty minutes. Such comparably manageable 
effort has allowed us to create visualization for every sample program covered in the 
lectures or assigned as homework. 

2   Visualizing Programs on Different Abstraction Levels 

This section presents three different abstractions of a program that implements stack, 
the archetypical last-in-first-out data structure, and also shows how ProViz is used to 
visualize these abstractions. 

2.1   The Three Faces of Stack 

Stack is often introduced with the example of a stack of plates in a dining hall. As 
such a presentation corresponds closely to the students’ real life experience, it will be 

Fig. 3. Typical representation of a stack and: (a) the 
push method; (b) the pop method 

(b) 

(c) 

(a) 

(b) (a) 

Fig. 2. A stack of plates 

Fig. 4. Visualizing the underlying array of the stack with three numbers pushed. (a) In this
example, the other elements in the array are null values. (b) Right-clicking on the “top” reveals 
custom actions defined by the painter for this index. (c) When the color option is switched on,
the portion of the array occupied by the stack's elements is highlighted. 



 Visualizing Programs on Different Levels of Abstractions 69 

the first one that is introduce in the lecture (as shown in Fig. 2). The second variant 
shown in Fig. 3 depicts the expanding and shrinking data structure that mimics the 
behavior of the plates but shows the actual data. Since a stack can be implemented 
using an array as the underlying data structure, the last variant will show this array 
including its irrelevant elements (as demonstrated in Fig. 4a). 

2.2   The Stack Program 

One common way to implement a stack is to use an array as the underlying data struc-
ture and to keep an index that tracks the item at the top of the stack. The relevant 
skeleton of such a program in Java may be written as follows:  

1  class Stack { 
2    private String[] array = new String[5];  
3    private int top = -1; 
4    public void push (@DViz String element) { 
5      if (top == array.length - 1) { 
6        String[] newArray = new String [...]; 
7        ... //copies array to newArray 
8        array = newArray;  
9       } ... top++; ... } 
10   public String pop () {...} 
11   public static void main (String [] args) { 
12     Stack stack = new Stack(); 
13     for (int i = 1; i <= 10; i++) {stack.push (i + "");} 
14     for (int i = 1; i <= 10; i++) { 
15       System.out.println(stack.pop()); }}} 

The above program is defined by the Stack class. The main method starting on line 
11 runs the actual program. It defines a Stack object and calls the push and pop 
methods several times to test the program.  

To visualize the program amounts to visualizing the Stack object referenced by 
the variable stack. Thus the stack variable will be annotated with a painter – the 
ProViz’s term for a Java class that draws a variable on the screen. At runtime, stack 
itself is in fact irrelevant to the behavior of the stack. It is the object’s fields that truly 
define the stack, in particular the array field on line 2. The painter for stack will 
be a library painter in ProViz that does the underlying work by telling its field painter 
– the painter for stack.array – to perform the visualization. Therefore to create 
the three levels of abstractions which characterize the desired visualizations amounts 
to making different painters for the array field. This is elaborated in the following 
sections. 

2.3   Visualization I - Typical Stack Representation 

The first visualization demonstrated here is how the data structure “stack” is per-
ceived by general programmers. As shown in Fig. 3, the stack merely consists of the 
elements that have been pushed into the stack, and the stack is presented as a vertical 
column anchored on its bottom edge and growing and shrinking at the top.  



70 J.-H. Wu and J. Stelovsky 

This abstract representation is achieved through the painter painting the 
stack.array field, which we will call StackArrayPainter. An array object 
actually consists of field elements with the names: [0], [1], [2], and so on, and 
each of these fields will be automatically assigned a field painter of the StackAr-
rayPainter. Therefore the first task of StackArrayPainter is to add to the 
screen its field painters from index 0 to the value of top. Secondly, this painter calcu-
lates and arranges the locations of its field painters so that they form the column with 
the painter for the element [0] on the bottom. As ProViz employs the event-listener 
model to let painters redraw their variable when its value changes, StackArray-
Painter can listen to the top variable, and whenever top‘s value changes, it adds 
or removes the necessary field painters. In addition, the visualization shown in Fig. 3 
uses a painter for the top variable to draw the label “top” and the vertical arrow. 

As a final touch, the push and pop methods can be visualized as well. When the 
push method is called, it animates moving the new element onto the top of the stack 
as shown in Fig. 2a. Similarly, the pop method moves the top element off the stack as 
shown in Fig. 2b. 

2.4   Visualization II - Real-World Stack Representation 

While the above visualization corresponds to how a stack is typically perceived by 
programmers, it may not emphasize the generic characteristic of a stack, in particular 
the understanding of how the push and pop operations affect one end of the data struc-
ture. Such a comprehension can be better achieved with a very high-level abstraction 
– the real-world example of stacking up plates. Such a representation allows the stu-
dent to cognitively relate the real-world plates to the structure and operations of a 
stack – using the images of real plates.  

This new visualization can reuse all the painters from Visualization I. The only 
change that is needed is to replace the field painters of StackArrayPainter by 
new painters that paint images of plates. This can be accomplished by a new 
PlateImagePainter class that inherits from ProViz’s ImagePainter class. 
Implementation of this painter requires merely one line of code inside a single method 
that should return the path to the file with the plate image. 

Fig. 5. Customizing the array’s elements with an image painter by adding a painter for the field 
“[]” underneath the array 
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Once PlateImagePainter is developed, it needs to be associated with the 
fields of the array variable. This can be accomplished using ProViz Editor. Fig. 5 
shows how a painter can be added to the array’s fields (represented by the symbol 
“[]”). 

2.5   Visualization III - Uncovering the Implementation 

Both of the above visualizations portray a stack corresponding to higher-level abstrac-
tions which hide the actual implementation of the program. To reveal how the stack is 
constructed, the last, low-level abstraction will visualize the program’s data structures 
exactly as they are defined within the code. 

First of all, the array variable will be visualized as an array in the default manner 
(accomplished using the @DViz annotation) Secondly, the top variable will be  
visualized by a new painter, TopIndexPainter, which inherits from Index-
Painter in the ProViz library. Since TopIndexPainter acquired all the  
functionality of its parent class, it will position itself automatically under an array 
based on the value of top. TopIndexPainter‘s only chore is to implement the 
getArrayPainter() method that returns the painter for the array variable.  

As shown in Fig. 4b and 4c, TopIndexPainter can be more sophisticated and 
provide the option of highlighting the stack portion of the array, i.e. the elements up 
to the top index. Such coloration can effectively support the viewer’s recognition of 
what part of the array currently represents the stack and which part is irrelevant.  

Array Expansion. When stack is implemented using a fixed-size array, the program 
needs to deal with a specific problem: when an item is pushed onto a stack and the 
array is full, the push method needs to allocate a new array and copy the contents of 
the old array into it (lines 5 to line 8 in the program code). This can be visualized  
by attaching a painter to newArray on line 6. In addition to drawing the new array, 
this painter can compose animations for the copy and replace actions as shown in  
Fig. 6. 
 

Fig. 6. Expanding the array: (a) a new array is allocated below the original array; (b) animation 
(indicated by the arrow) shows how the array’s content is being copied; (c) the new array is 
moved up to the original location; (d) the new element is pushed and top is updated. 

(d) 
(c) 

(b)(a) 
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3   The ProViz Framework 

The ProViz framework is implemented as a plug-in within the Eclipse integrated 
development environment. It is written in Java and visualizes Java programs at the 
time of writing. 

3.1   Visual Mapping 

ProViz adopts the data-driven approach [2] to generating visualizations. This ap-
proach is also known as state mapping, since the program’s data structures are 
mapped to visualizers. And as the program executes, changes in the states of the data 
cause updates of the visualization. The mapping between data and visualizers is the 
visual mapping. In ProViz, the painters are the visualizers, and therefore the visual 
mapping maps program elements, such as variables and methods, to painters. 

In order to create high-level visualizations, the visual mapping in ProViz needs to 
be constructed by an animator. In contrast to automatic visualizations, which can only 
visualize program either in low abstraction or in fixed visual representations, visuali-
zations at high levels of abstraction cannot be created automatically, as automation is 
known as the inverse of abstraction [1]. Therefore human authoring is required to 
develop customized painters and to construct the visual mapping. The main goal of a 
program visualization framework is thus to reduce the effort required in the process. 

3.2   Viz Annotations 

To define the visual mapping in ProViz, the animator uses Java annotations to spec-
ify (1) what program elements she wants to visualize, and (2) which painters will be 
used to visualize these elements. ProViz defines two annotations – @Viz and @DViz. 
The animator can use ProViz Editor to manipulate the visual mapping and also to 
save it to XML files. If the animator uses only this editor and the external XML files, 
she can eliminate Viz annotations altogether and avoid any code intrusion. 

The @Viz annotation takes a list of painter names: @Viz ("p1, p2, p3, …"), e.g.: 

  @Viz ("DemoPainter, StringPainter3") Demo demo; 

The first painter in this list, p1, will visualize the annotated element initially. If the 
user desires another depiction of an element, she can simply change the order of 
painters in ProViz, either within the annotation or at runtime by dragging a painter to 
the top with the mouse in ProViz Editor as shown in Fig 7. 

The @DViz annotation declares that the variable should be visualized according to 
its type, provided that such class is annotated with a painter. If this class is not anno-
tated, ProViz will its default painter to visualize this variable. 

3.3   Painters 

A painter is a Java class that inherits from the predefined Painter class. Creating a 
new painter therefore amounts to writing a subclass of an existing painter. ProViz 
maintains a continuously expanding library of painters built to visualize the semantics 

                                                           
3 The painter class names shown here are shortened – the actual names must be fully-qualified. 
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of specific program elements. Thanks to this object-oriented design, new painters not 
only inherit necessary functionality from the top Painter but also require less code 
to customize. As the painter library expands, this reusability and customizability will 
reduce the work required for making new painters, thus making the effort of produc-
ing visualizations in ProViz more and more efficient. 

 

 

Fig. 7. Changing the order of painters in ProViz Editor 

4   Discussion 

As the level of detail increases the abstraction level decreases. Visualization II, on the 
highest-level of abstraction, is the easiest to understand as it uses the real-life model, 
focuses on the LIFO concept, and avoids all details, even the values of the elements. 
The more concrete Visualization I shows just about what programmers need to know 
when they use a stack. Lastly, the low-level Visualization III depicts the fact that the 
stack was implemented using an array and an index variable. The coloration shows 
the viewer the portion of the array that the stack occupies, reducing the cognitive 
effort of interpreting the top index as the boundary of the actual stack. 

In the classroom, the high-level Visualization II was used to first introduce the 
concept of stack. Then Visualization I demonstrated that the stack’s elements can 
contain values and still behave like a stack of plates. Visualization III showed  
the students how an array can be used to implement a stack and how an index tracks 
the top of the stack in the array. At last, the visualization of the array expansion can 
reveal the limitation of fixed-sized arrays and how the program overcomes it. Fur-
thermore, the visualizations can be recorded and played back by ProViz’s player. The 
students can not only review these recordings but also explore them interactively 
using the same controls the original visualizations have. 

While Visualization I needs four painters, including method painters for push and 
pop, the Visualization II takes only one additional image painter as painters from Visu-
alization I are reused. Visualization III uses two painters (one for a top index and a 
customized painter for the new array). The largest class has approximately 100 lines of 
code; all other painter classes are less than 60 lines of code, including many lines just 
for closing braces.)  Each of the painters can be composed in the matter of minutes.  

5   Related Work 

Because creating high-level visualizations for programs is no easy task, dynamic 
program visualization is often limited to the display of low-level data or the display of 
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the dynamic program data [8], such as call graphs, object and sequence diagrams, etc. 
High-level visualizations depicting the behaviors and algorithms of programs, aka 
algorithm visualization, is often handcrafted and not generated from a software pro-
gram. ProViz bridges the two areas as a program visualization tool that is capable of 
generating algorithm visualizations. 

Tarraingím [7] is a visualization environment for the SELF object-oriented pro-
gramming language that was used for visualizations of data structures in different 
abstractions in [6] and [7]. Tarraingím produces visualization by monitoring public 
method calls rather than by observing the actual data. This unique approach may, 
however, exhibit problems with encapsulation and aliasing, as private methods cannot 
be visualized, and resolution of aliasing requires the compilation of owner trees [6]. 

jGRASP [3] is a lightweight programming environment for Java whose Object 
Viewer can visualize objects and data structures in common high-level depictions. As 
its visualizations are produced automatically, it does not visualize the high-level be-
havior of programs and does not support any explicit customizations for the user. 

The Leonardo programming environment [2] is a data-driven visualization frame-
work. To accomplish the visual mapping, calls to visualization routines are inserted as 
comments into the source code thus causing considerable code intrusion. While these 
calls do not alter the behavior of the program, the visual mapping is rigid and not 
easily customizable. 

The most obvious way of producing program visualization is to identify interesting 
events in the program, compose graphical routines that visualize these events,  
and insert them into the source code at corresponding points. This “event-driven” 
approach was first adopted in BALSA and then followed by several other visualiza-
tion systems [2]. While this concept is simple, the problem lies in its application. 
Identifying interesting events in the program is not easy and this approach is therefore 
mostly confined to small programs. Secondly, it modifies the program and causes 
code intrusion [2]. Therefore despite of its popularity, the event-driven approach may 
not be an ideal candidate for visualizing general programs. 

6   Conclusion 

The data-driven ProViz framework for constructing visualizations makes it possible 
to develop multiple perspectives of a program with comparably reasonable effort. The 
approach of visualizing programs in different abstractions has been very effective in 
teaching students in a CS2 course, as students were presented with step-by-step, 
gradually more detailed levels of visual abstractions to guide them towards more 
profound understanding of algorithms and data structures, starting from the high-level 
concept and down to the low-level implementation in the source code. 

ProViz is capable of visualizing arbitrary Java programs as a result of a flexible 
visual mapping mechanism for composing different depictions as well as the object-
oriented approach to the development of painters which encourages code reuse. It 
therefore can significantly reduce the effort required for making new visualizations. 

Our future research will include (1) investigation of how visualizations can be op-
timized to support better transition from the conceptual model to the actual program 
code; (2) development of comprehensive and more sophisticated painters for common 
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data structures; (3) visualizations of a comprehensive set of algorithms on multiple 
levels of abstractions. Moreover, a visual editor for the composition of new painters 
can further simplify the task of creating visualizations. 
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Abstract. This paper discusses how to advance the service engineering re-
search. The service engineering is still established as study, and has not been 
completed. However, it dared to take up how to advance the service engineering 
research. As for the reason, the following three points are thought.  First of all, 
the methodology of an original service engineering cannot establish it yet. The 
secondly, researchers involved in the service engineering have taken an active 
part to the research in various fields. Thirdly, the service engineering is re-
searched therefore based on each one's current knowledge. It has been thought 
that it is necessary to devise a method that manages to be unified. Of course, 
what respect you should note while thinking about the system of the service en-
gineering now is described. Especially, it is thought that the finding of a deeply 
related field to the Ergonomics is needed in the service engineering. 

Keywords: Service Engineering, Kano Theory, Industrial Engineering.  

1   Introduction 

1.1   Service 

Up to now, it had been used with service in the field that was called the third industry 
used by economics. Moreover, it has been used in the field like the service-producing 
industry and the service industry, etc. because of the industry specification classifica-
tion. Service relates to IT, the software industry, and the net industry recently. When 
service is defined there, it is "The one that hardware and software can be offered to 
the user is served". It will be accepted by a lot of people that it is this definition. 
However, I want to discuss the relation of the essence of the service and the viewpoint 
of Ergonomics and HCI. 

1.2   What Is the Service Seen from the Ergonomics? 

First of all, the usability and accessibility are thought as for the service seen from the 
ergonomics. It is the same as providing of the product and the system with service for 
the user to achieve the usability and accessibility. Therefore, this service means it is 
guaranteed that the product is easy-to-use. 
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The concept of service is taken up in the standard of ISO/IEC Guide 71: 2001 and 
ISO 9241-20:2008 in ISO. These standards are intended to help developers enable 
ICT equipment and services (and forthcoming novel or innovative equipment and 
services) so that they can be used by the widest range of people, regardless of their 
capabilities or disabilities, limitations or culture. In addition, these standards are de-
clared for service to be provided the user in using hardware and software.   

The thing offered to the user by the viewpoint of the ergonomics indicates usability 
and accessibility. Furthermore, Universal Design that is these broader concepts is  
indicated. In short, it thinks whether make it the product of the offered thing every  
the user. 

An important thing is to make the engineer understand the idea of providing ser-
vice for the product related to IT. The viewpoint of a current engineer of making the 
preferable product that the user wanted for the user was insufficient. Especially, they 
were not making the product by the viewpoint "It is possible to use it" for the person 
where the user had the senior citizen and the trouble. Then, the standard such as 
Guide71 and ISO9241-20 has come out. 

It is thought the following two points are large and it is related to the background 
in which it has come to relate the usability and accessibility to service. 

1. First of all, the advancement of ICT (Information Communication Technology) is 
given. That is, ICT cannot be separated from the advancement of the computer. 
The computer advances and has infiltrated our society. This brought various 
changes to our society. For instance, the word ubiquitous society was made to ap-
pear. However, what happiness did this society bring to our life? The advantage 
has not been shown yet as a concrete image. This made us expect new service to 
appear. In addition, the big role that this service plays has come into view. This 
gives the society a big impact, and the expectation that creates a further product 
and the system is becoming a reality. This also has not only manufacturing but also 
the influence on the information-technology industry. In addition, the expectation 
to which the user also receives a big favor is rising. 

2. To see the favor to the user concretely, the design that reflects the user's favor and 
opinion and demand is requested. The user's reproof or demand relates to this  
design. Moreover, there is a technical improvement, and, in addition, user require-
ments evolve, too. In a word, contents of service always are evolving, too.   

It thinks about consideration to the elderly person and the widest range of people who 
have not received the favor up to now based on these movements.  

2   Service Engineering 

The idea of services of the present age is different from the conventional mentality. 
The source of this modern idea is an idea called SSME (Service Sciences, Manage-
ment and Engineering) that United States IBM advocated in 2004. 

The service engineering is a research field in which it thinks how to achieve  
the service that has been described in the above-mentioned. It was described that the  
idea like the usability and accessibility was related to service in the viewpoint of the 
Ergonomics in the above-mentioned. It is to present the method of materializing  
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the usability and accessibility to the product and the system. Not only the ordinary  
user but also the elder person and the disorder person can use the product and the  
system in recent years, and service that aims mastering it is thought ideally. What 
information is useful for that? The creation of service that is new and seems wonder-
ful is requested. 

2.1   Notes of Practice of Service Engineering 

There is an overarching point though it has not been pointed out so much up to now 
by the service engineering research. It is that service changes. It is necessary to create 
service while understanding this respect. This idea is the same as the idea of the  
attractive quality method developed by Dr. Kano. 

We were watching television, and for instance, it went to the place of the T.V. set 
of the television and we had changed the channel when we wanted to change the 
channel before. And, this is thought that we are natural, it was accustomed to this  
action, and this action has become natural. 

However, it will end even if the channel tuning in and the loudness control by re-
mote control can be done when a remote controller is developed, and it doesn't go to 
the T.V. set of the television separately. This becomes accustomed to this very con-
veniently. Then, remote controller becomes a natural function. 

It connects it in remote control in addition, and it is possible to think, and to con-
nect it to DVD and the network by putting various functions the hope of the user. This 
becomes an attractive function for the user. 

The change in function of such a product very often occurs in our surroundings. 
For instance, a mobile phone is the same. The functional alteration of the product will 
change the content of the service provided for us like this. Therefore, it is important 
that the designer understand the service change. In addition, the change is closely  
related to user requirements. 

Of course, it is a problem to accept user requirements without regard to principles. 
Moreover, it is not easy to reflect user requirements from a technical viewpoint. A 
newer requirement appears when the requirement is met. As for this, it is necessary to 
think about the change in service. This suggests that there be various levels in service. 

This means the Dr. Kano’s theory used by the quality control applies also in the 
service engineering. That is, the finding of the quality control is not to be able to dis-
regard it in the service engineering. If service is considered to be a quality of course, 
there is not a sense of incompatibility and either it is likely to be accepted. 

It is not said that any service engineering and the quality engineering are the same 
here. 

Certainly, the improvement of the quality gives the user large benefit. In addition, 
the favor will change the usage of products in daily life and working. That is, not  
only the voice call function of the cellular phone but also E-mail (sending and receiv-
ing of the character) function and photograph function were added. It not only used an 
individual function but also a new usage became possible. For instance, shopping 
seeing the photograph of the commodity from carrying became possible. This shows 
that the form of shopping changed. Up to now, it has been shown that the user who 
has not shopped by telephone can shop even by carrying. Of course, it is shown that 
the sales form greatly changes into shop managers. In a word, the change in the  
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quality function influences user and managers' purchasing. That is, the method of 
providing service changed. This is not only a story of a quality improvement alone.  

In addition, it is appearance of the result of expanding, and using the influence to 
its maximum. The difference between the service engineering and the quality control 
of aiming was shown. 

3   Object 

The possible application of the theory in fields other than the service engineering is 
discussed, and the methodology for that is brought together. 

3.1   Level of Service (Three Levels of Kano Theory) 

According to Dr. Kano, the quality is constructed by three stages, and he explained 
these as three levels. The first level is called the "Must-Be quality", and the evaluating 
point is that the products are satisfying the basic function or not satisfying.  It is guar-
anteed to talk over the telephone anywhere if it is a cellular phone. 

The second level means the customers' satisfaction, and this level was considered 
after the competitor was able also to have the "Must-Be" function. 

The quality at the first level is achieved, and the customer requirement develops 
the product to fill it afterwards. An important evaluation point is how it was able to 
meet the demand at that time. Therefore, the second level is defined as a satisfaction 
rating of the specified demand of the customer. 

The third level indicates the state that cannot compete only by customer satisfaction 
with the other companies. The designers need to recognize the customer's potential  
 

 

Fig. 1. The three levels of Kano theory (Figure of Kano (1) was modified) 
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demand. If designer make the product which satisfied the customer's potential demand, 
the customer accept the product with pleasure that exceeds the customers' expectation. 
It can be said that the achievement of customer delight. These three levels quoted  
Dr. Kano's classification. Kano calls the first level Must-be Quality, calls the second 
level, and One-Dimensional Quality and the third level are called Attractive Quality. 

4   Meaning of Change in Service 

The reason for the factor to cause the change in service is that user requirements change 
as described in above-mentioned in "Level of service". Catching the change in this de-
mand mentioned that the change in service would be caught above. Then, in order to 
examine the change in user requirements, the questionnaire will be useful means. 
Whenever each level is achieved, do we research using the questionnaire? Of course, 
though then, we need check between the demands and the technical development. 

Then, when a unified quality is invented from the must-be quality without taking 
the questionnaire again when user requirements are filled, it is likely to have to think 
about the following of that. Thinking the structure between each factor is clarified by 
analyzing the factor to invent a unitary quality for that is important. 

5   Evaluation of Service 

It demands generally from the user in the questionnaire survey. At this time, it is nec-
essary to clarify scale of assorted traits. That is, the statistical technique that can be 
used according to each standard at the same time as distinguishing nominal scale, 
ordinal scale, interval scale, and ratio scale is different. When it makes a mistake in 
this, a significant result is not obtained. When it makes a mistake in this, a significant 
result is not obtained. Moreover, you should check this because there is a method of 
taking out the key word of a free description, too recently. How to summarize data 
has not been solved yet. It is easy for the principal component analysis and the facto-
rial analysis to interpret it when bringing it together from three at most in four. 

6   Cognitive Method and Industrial Engineering (IE) Method 

When the user's behavior is examined, the action analysis and the motion study are 
often used. Especially, there is a purpose of examining it from cognitive viewpoint. 
Therefore, a mere action is not analyzed but the reason for the action why man acted 
like this is clarified. As a result, the operation process when man uses the product can 
be clarified. Thus, it becomes possible to clarify the operation that cannot use the 
product well, and to examine the reason. 

A necessary thing is how to find out the reason for the manipulatory behavior by 
questioning from the operator here. Then, verbal protocol method is used. As a result, 
it becomes possible to clarify the reason for the operation, and to clarify the back-
ground how user requirements have come out. The persona method and the scenario 
method are used recently. These are called cognitive viewpoint. However, a basic 
technique often uses the IE method. When the IE method applied to the field, there 
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were many failed cases in the past. Actually, the means restrict the target, and it fails. 
Users are devising the method of IE because we are borrowing the IE technique as an 
analysis technique now that the purpose is different. However, human analyze by 
means of IE method. It worries about whether poke one's head inside to the above-
mentioned failure unconsciously. 

The current state of IE today has changed. The application only of the technique is 
not thought. The problem solving on the field is a purpose of IE. It thinks whether this 
problem solving becomes a new service creation by the service engineering. When the 
technique is used, a meta idea might be needed. Especially, what service develop by 
you while thinking about the change in service is demanded now.con 

7   Peroration 

It took a general view from a peripheral study area where the service engineering was 
surrounded of the service engineering. And, it thought about the influence given to the 
service engineering by discussing the possible application of peripheral study. 
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Abstract. A human interface toolkit is proposed for helping the user to develop 
operation support system of complex industrial system such as Nuclear Power 
Plant (NPP). With a friendly graphical interface, this integrated tool includes a 
database, a procedure editor and a procedure executor. A three layer hierarchy 
is adopted to express the complexity of operation procedure, which includes 
mission, process and node. There are 10 kinds of node: entrance, exit, hint, 
manual input, detector, actuator, data treatment, branch, judgement and plug-in. 
The operation support system will sense and actuate the actual industrial  
systems with the interface based on IVI-COM (Interchangeable Virtual Instru-
mentation-Component Object Model) technology. A prototype system of this 
human interface toolkit has been developed is applied to develop a simple  
operation support system for a simulated NPP. 

Keywords: Human Interface Toolkit, Operation Support System, Complex  
Industrial System, IVI-COM. 

1   Introduction 

Because of the development and maturation of computer and related technologies, the 
digitization is inevitably happening in many fields of complex industrial system such 
as Nuclear Power Plant (NPP) [1]. It is believed that the application of these digital 
operation support systems is able to improve the safety and reliability of complex 
industrial system and reduce the worker’s work load [2-5]. However, the design, de-
velopment and maintenance of operation support system such as digital operating 
procedure under both operational states and accident conditions require not only a 
profound understand of design, operation and structure of NPP but also expertise on 
information technology.  
                                                           
* Corresponding author.  
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Because of the reasons mentioned above, a human interface toolkit is proposed for 
helping the user to develop the operation support system of complex industrial sys-
tem. With a friendly graphical interface, this integrated tool includes a database, a 
procedure editor and a procedure executor. 

In this database, a three layer hierarchy is adopted to express the complexity of op-
eration procedure, which includes mission, process and node. There are 10 kinds of 
node: entrance, exit, hint, manual input, detector, actuator, data treatment, branch, 
judgement and plug-in. With the procedure editor, user can easily develop and main-
tain the procedure and the finished procedure will be stored in the database. Then, the 
procedure executor can load the procedure from the database for operation support  
and thus act as a digital operation support system. The operation support system will 
sense and actuate the actual industrial systems with the interface based on IVI-COM 
(Interchangeable Virtual Instrumentation-Component Object Model) technology [6] 
embedded in detector node and actuator node. With the help of various nodes, proc-
esses and missions, the developed digital system can access information from plant, 
make interaction with operator, call additional application, and so on. 

According to the design mentioned above, a prototype system of this human inter-
face toolkit has been developed with Visual C++, DirectX SDK, MSXML Parser 
SDK, Microsoft Agent SDK and SQL server. The prototype system is applied to 
develop a simple operation support system for a simulated NPP. Several operating 
conditions are tested on the prototype system and the developed operation support 
system in order to validate and improve the proposed work. 

2   Hierarchy for Operation Support 

A three layer hierarchy is adopted to express the complexity of operating procedure, 
which includes mission, process and node. A mission denotes a specific task which the 
operator wants to finish, such as drop of the power during normal operation, startup of 
plant, etc. Usually, a mission can be divided into several independent processes. A 
certain process consists of a chain of actions, here, it called as nodes. At present, ten 
kinds of node are applied to express the various actions in the operating process: 

• Entrance: Startup point of whole mission or entrance from upstream process to 
present process. 

• Exit: End point of whole mission or exit from present process to downstream  
process. 

• Hint: Can provide information to operator with text or video. 
• Manual input: Operator can manually input a value to the support system. 
• Detector: Provide input interface with a real detector in an industrial system based 

on IVI–COM (Interchangeable Virtual Instrument) technology. 
• Actuator: Provide input interface with a real actuator in an industrial system based 

on IVI-COM technology. 
• Data treatment: Treat the value in support system with numeric calculation, string 

treatment, base conversion, etc. 
• Branch: Automatically determine the destination node according to the judgement 

conditions. 
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• Judgement: Operator can make a logical (YES/NO) judement according to the 
condition. 

• Plug-in: Provide interface with external program which can start the external pro-
gram if necessary. 

There are two kinds of connectors in this hierarchy, process connector and nod con-
nector. The process connector connects the downstream process with the upstream 
process. The node connector connects the downstream node with the upstream node. 
In addition, the process connector is affiliated with an exit in an upstream process and 
an entrance in a downstream process at node level. 

Fig. 1 shows a simple example of this hierarchy. There are four processes in mis-
sion 1: process 1, 2, 3, and 4. There are four nodes in process 1: entrance 1, hint 1, 
detector 1 and exit 1. And four nodes in process 2: entrance 2, hint 2, detector 2 and 
exit 2. The process connector between process 1 and process 2 is affiliated with exit 1 
in process 1 and entrance 2 in process 2 at node level. Sometimes there is more than 
one process connector between two processes but only one node connector between 
two same nodes. 

 

Fig. 1. Hierarchy for operation support 

3   Design of Procedure Development Toolkit  

The relations between target system, operating procedure and procedure development 
toolkit are shown as Fig. 2. The procedure development toolkit has a procedure editor 
and a procedure executor. The work of procedure development toolkit consists of two 
stages, editing stage and executing stage. 
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Fig. 2. Target system, operating procedure and procedure development toolkit 

During editing stage, the operating procedure will be constructed and maintained 
by user with the help of the editor. The external multimedia file such as text and video 
will be affiliated with the hint node in the procedure to provide information to user. In 
order to extend the ability of developed support system, a plug-in function is provided 
in the plug-in node which is embodied with an interface for loading the external pro-
gram and transferring data between the developed system and external program. The 
attribute of detector and actuator node can be set with the editor to configure IVI-
COM interface between procedure system and actual detector and actuator. A set of 
variable can be established with the help of the editor, and the name, type and value 
can be set by the variable configuration tool. In addition, the variable can be affiliated 
with the various nodes. With a friendly graphical interface, user can establish the 
digital procedure whose information including mission, process, node, connector and 
variable is stored in a database system. 

During executing stage, the executor loads the procedure from the database and 
acts as an operation support system. When a mission of the procedure is activated, the 
executor will start from an entrance node which is a startup point of the mission. 
Then, the working point of the procedure will go to next node which is the down-
stream node of this entrance node. The executor will act differently according to the 
type of the node. If the node is a plug-in, the affiliated external program will be acti-
vated, which can load needed data and provide support to operator. The hint node will 
provide information to operator by using affiliated text and video. Through manual 
input node, user can input the value to the variable of system. When arriving at 
judgement node, user can make a YES/NO answer to the question. Data treatment 
node can treat the value of variable and branch node can make a jump to a certain 
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node according the value of a variable. Detector node will get value from the real 
detector in the target system and actuator node will actuate the real actuator in the 
target system for system control. The detector node and the actuator node work based 
on IVI technology. 

4   IVI Architecture 

IVI is an integral component of a National Instruments test system. The IVI Architec-
ture is shown as Fig.3. IVI sits above the VISA I/O layer in the program hierarchy 
and is integrated into the application development environments provided by National 
Instruments. The IVI architecture breaks the traditional instrument driver into two 
parts – an instrument-specific driver and a class driver. The instrument-specific driver 
functions the way traditional instrument drivers have in the past, but with an underly-
ing architecture that is optimized for performance and includes instrument simulation. 
The class instrument driver contains generic functions for controlling an instrument 
category and calls the corresponding instrument-specific driver functions at run time. 
The test program can be written with either the class driver or the specific driver.  

 

Fig. 3. IVI architecture 

The IVI Foundation has defined the IVI architecture to work with two interface 
technologies, one based on the ANSI C standard (IVI-C) and one on Microsoft COM 
(Component Object Model) technology (IVI-COM). The two architecture types are 
designed to be interoperable. 

5   Prototype System of Integrated Tool 

According to the design mentioned above, a prototype system of this integrated tool 
has been developed with Visual C++, DirectX SDK, MSXML Parser SDK, Microsoft 
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Agent SDK and SQL server. The prototype system is applied to develop a simple 
operation support system for a simulated NPP. Several operating conditions are tested 
on the prototype system and the developed operation support system in order to vali-
date and improve the proposed work. 

Fig. 4 shows the snapshot when the procedure editor of prototype system is work-
ing to establish the demo operating procedure. The explorer can manage the mission, 
processes and nodes in a tree list mode. User can easily find, choose or delete the 
object in the procedure with various operations such as expand, fold, etc. With the 
help of mission editor, user can append, delete and choose the symbols of process and 
process connector with simple mouse operation. User can conveniently append, delete 
and choose the symbols of different nodes and node connectors with the process  
editor. At the bottom of the window, configuration assistant can assist user to config-
ure the attribute of mission, process, node, process connector and node connector 
when the relevant object is chose in explorer, mission editor or process editor. In 
addition, the variable can be added, deleted and configured in configuration assistant. 

 

Fig. 4. Editor of procedure toolkit 

Fig. 5 shows the scene when the procedure executor of prototype system loads the 
procedure and acts as an operation support system. The executor can work in three 
modes: debug mode, run mode with breakpoint and run mode without breakpoint.  
In the debug mode, the executor will stop at each object to help the developer of pro-
cedure confirm and validate the procedure. In the run mode with breakpoint, the  
executor will stop at breakpoint and interaction node. The executor will only stop at  
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interaction node, such as manual input, judgement, etc, in which the interaction be-
tween user and procedure executor is needed. In the executor, the explorer can be 
used to manage the mission, processes and nodes in a tree list mode. The present node 
which the executor runs on will be marked in the explorer. In the interaction window, 
user can make interaction with the executor. For example, user can input a value to a 
variable when a manual input node is executed. The signal display can display  
the state of the signal which is derived from detector and related node. The variable 
display can be used to monitor the state of variable.  

 

Fig. 5. Executor of procedure toolkit 

6   Conclusions and Perspectives 

With an integrated graphical interface, a procedure development toolkit, is proposed 
for the development and maintenance of application for Man-Machine Interaction 
(MMI) such as operation support system, etc. In terms of this integrated tool, operat-
ing procedure for different target systems can be constructed, maintained and imple-
mented conveniently. 

In this study, a prototype system of this integrated tool has been developed by us-
ing Visual C++, DirectX SDK, MSXML Parser SDK, Microsoft Agent SDK and SQL 
server. A demo operation support system for a Nuclear Power Plant simulated  
by RELAP5/MOD2 has been developed by using this prototype system. Several  
operating conditions are tested on the prototype system and the developed operator 
support system in order to validate and improve the proposed work. 
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The proposed integrated tool is now far away from the actual application to the in-
dustrial system. In future, the proposed integrated tool will be improved according to 
the following considerations: 

• Possible support to smooth and rapid migration from paper based operating proce-
dure to digital operating procedure. 

• Improvement of the human interface especially for the executor by considering the 
actual requirement of operator when operating the industrial system. 

• Interface for connecting other software and hardware in the actual control room 
efficiently and reliably. 

• Improvement of reliability and efficiency of the integrated tool. 

References 

1. Zhang, L.: Design of Digital Operating Procedure for FuQing NPP. In: Technical Meeting 
on the Impact of Digital I&C Technologies on the Operation and Licensing of NPPs,  
Beijing, China (2008) 

2. Liu, F., Zhang, Z., Peng, M.: Development of Emergency Operation Procedure System for 
Nuclear Power Plants. Chinese Nuclear Power Engineering 29(4), 104–108 (2008) 

3. Park, J., Jeong, K., Jung, W.: Identifying cognitive complexity factors affecting the com-
plexity of procedural steps in emergency operating procedures of a nuclear power plant.  
Reliability Engineering and System Safety 89, 121–136 (2005) 

4. Niwa, Y., Hollnagel, E.: Integrated computerisation of operating procedures. Nuclear Engi-
neering and Design 213, 289–301 (2002) 

5. Lee, S.J., Seong, P.H.: Development of automated operating procedure system using fuzzy 
colored petri nets for nuclear power plants. Annals of Nuclear Energy 31, 849–869 (2004) 

6. IVI information, http://www.ni.com/ivi/ 



 

 

 

 

 

 

Part II 

Information and User Interfaces 
Design 



M.J. Smith, G. Salvendy (Eds.): Human Interface, Part I, HCII 2011, LNCS 6771, pp. 93–102, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

A Conceptual Model of the Axiomatic Usability 
Evaluation Method 

Yinni Guo1, Robert W. Proctor1,2, and Gavriel Salvendy1,3 

1 School of Industrial Engineering, Purdue University, West Lafayette, IN 
2 Department of Psychological Sciences, Purdue University, West Lafayette, IN, USA 

3 Department of Industrial Engineering, Tsinghua University, Beijing, China 
{guo2,rproctor,salvendy}@purdue.edu  

Abstract. This paper describes a new usability evaluation method developed 
for consumer electronics. This method, Axiomatic Evaluation, is based on 
Axiomatic Design theory, a formalized methodology that can be used to repre-
sent a variety of design problems. From this perspective, to generate a design 
that meets the perceived needs, designers should first specify the design goals 
of “what we want to achieve”, and then start the design process with a clear de-
scription of “how we will achieve it”, so that the recursive “design/build/test” 
cycle could be reduced.   

Keywords: axiomatic design, usability engineering. 

1   Introduction 

Usability has been studied in Human-Computer Interaction (HCI) for about two dec-
ades to improve the efficiency and effectiveness of interactions. Several evaluation 
methods have been used to detect usability problems, mostly for websites and  
software but also for other products.  However, some authors have argued that HCI 
usability methods are not well suited for application to consumer electronic products. 
Consequently, our objective was to develop and describe a new usability evaluation 
method for consumer electronic products.  

2   Background Literature 

2.1   Usability Evaluation Methods 

Usability evaluation seeks the best way to improve the quality of systems or products 
in terms of effectiveness, efficiency, and satisfaction. Traditional usability evaluation 
methods, including cognitive walkthrough, heuristic evaluation, think aloud, inter-
view, focus group, and questionnaire, are widely used to test computer-based products 
like software and web sites, and have met with good success. However, some authors 
suggest that the same concept of software usability cannot be employed effectively 
for consumer electronic products. For example, Han, Yun, Kim, and Kwahk stated, 
“It is not appropriate to apply the same concept of software usability developed in the 
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HCI research directly to the consumer electronic products” [1]. One reason for this 
assessment is that there are several aspects of the interfaces and interactions with 
consumer electronic devices that are different from those of the computer-based prod-
ucts [2]. For computer-based products like web sites or software, users can use the 
keyboard or mouse to control the interface. These control tools, especially the mouse, 
can be moved freely and quickly all over the interface. Compared to these set- ups on 
the computer, control of the interfaces for consumer electronic products is limited and 
more difficult.  

Compared to computer-based products like software and websites, consumer elec-
tronic products like mobile phones impose limitations such as smaller screen size and 
cumbersome input mechanisms [3]. Also, because the consumer electronic products 
have hardware-oriented features such as dedicated controls in addition to software-
oriented features such as menus, there are more dimensions that need to be considered 
with regard to usability [4]. Unlike just clicking the mouse, users of consumer elec-
tronic products typically need to press the control panel or remote control several 
times when they want to change a setting or go to a certain function. Sometimes they 
cannot even determine how to operate the device because there is not enough infor-
mation about control actions or the design of operation does not fit the users’ mental 
models [1]. Users may encounter situations of pressing the button more times than 
needed and then have to spend additional time pressing the keys again. A typical 
example is how users change their television or monitor settings. 

Because of these differences, researchers have tried to establish distinct usability 
guidelines for consumer electronic products. For mobile devices, guidelines include: 
five usability criteria for mobile UI design [5], a usability checklist based on 21 us-
ability principles [6], and nine critical factors for handset’s perceived usability [2]. 
Besides the studies of the devices, service for consumer electronic products has also 
been investigated to enhance the usability.  It has been suggested that personalization 
is essential for creating a positive mobile experience [3, 7]. Similar to web-based 
products, the “fun” attribute contributes to users’ adoption of wireless handheld de-
vices, even more than the perceived usefulness does [8].  

2.2   Axiomatic Design 

Introduction. How the design process should be structured is always an issue. In the 
past, many engineers have designed their products interactively, empirically, and 
intuitively, based on creative insights from years of experience. Undisciplined designs 
have resulted that are not only poor in terms of customer satisfaction, but also with 
respect to missed schedules, cost overruns and failed products. Symptoms of poor 
design include low quality and unreliability, as well as high costs of hardware, soft-
ware, and systems [9]. Some design errors are major problems that have been well 
publicized. However, there are also many “small” problems that simply inconven-
ience or aggravate consumers. All bad designs can be dangerous, cost money, limit 
the usefulness of products, or delay the introduction of new products. 

To be efficient and to generate a design that meets the perceived needs, the de-
signer must specifically state the design goals before the design process begins. 
Therefore, a rigorous design approach must start with an explicit statement of “what 
we want to achieve” and end with a clear description of “how we will achieve it” [10]. 
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Once the customers’ needs are understood, these needs must be transformed into a 
minimum set of specifications, or functional requirements, that adequately describe 
“what we want to achieve” to satisfy the customers’ needs. The descriptor of “how to 
achieve it” may be in the form of design parameters.  

Axiomatic design is a formalized methodology that can be used to represent a vari-
ety of design problems [9]. The ultimate goal of axiomatic design is to establish a 
scientific basis for design and to improve the expertise of the designer by providing a 
theoretical foundation based on logical, rational thought processes and tools. Axio-
matic design theory is based on two fundamental axioms that minimize the possibility 
of making mistakes when products are being developed. The theory helps to  
overcome shortcomings of the product development process based on a recursive 
“design/build/test” cycle, which requires continuing modifications and changes as 
design flaws are discovered through the testing [11]. 

Axiomatic design consists of four domains and two axioms. The four domains, or-
dered in consideration, are: customer domain, functional domain, physical domain 
and process domain. An earlier domain in the series represents “what we want to 
achieve”, whereas the subsequent adjacent domain represents the design solution of 
“how we propose to satisfy the requirements specified in the prior domain.” The cus-
tomer domain is characterized by customer attributes (CAs), or what the customer is 
looking for in a product, process, systems or materials. In the functional domain, the 
customer’s needs are specified in terms of functional requirements (FRs) and con-
straints. To satisfy the specified FR, design parameters (DPs) in the physical domain 
can be conceived. Finally, to produce the product specified in terms of DPs, a process 
that is characterized by process variables (PVs) in the process domain can be devel-
oped. Axiomatic design activity consists of mapping from one domain to the other, 
and domains have different meanings in different research areas. 

The mapping process between the domains can be expressed mathematically in 
terms of characteristic vectors that define the design goals and design solutions. At a 
given level of the design hierarchy, the set of functional requirements that define the 
specific design goals constitutes the FR vector in the functional domain. Similarly,  
the set of design parameters in the physical domain that have been chosen to satisfy 
the FRs constitutes the DP vectors. The mathematical expression can be written as 
[FR] = [A][DP], where [A] is called the design matrix that characterizes the product 
design. The design matrix is of the following form for a design that has three FRs and 
three DPs, This equation can be written in terms of its elements as equation 1 or 2: 

1 11 1 12 2 13 3

2 21 1 22 2 23 3

3 31 1 32 2 33 3

FR A DP A DP A DP

FR A DP A DP A DP

FR A DP A DP A DP

= + +
= + +
= + +  

(1) 

[FR] = [A] [DP] (2) 

[ ]
11 12 13

21 22 23

31 32 33

A A A

A A A A

A A A

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦  

(3) 
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where the two axioms in axiomatic design are identified by examining the common 
elements that are always present in good designs. The axioms are also identified by 
examining actions taken during the design stage that result in dramatic improvements. 

The first axiom, called the Independence Axiom, states that the independence of 
FRs must always be maintained, where FRs are defined as the minimum set of inde-
pendence requirements that characterizes the design goals. The Independence Axiom 
states that when there are two or more FRs, the design solution must be such that each 
one can be satisfied without affecting other FRs. That means that a correct set of DPs 
must be chosen to be able to satisfy FRs and maintain their independence.  

The second axiom suggests that physical integration is desirable to reduce the in-
formation content if the functional independence can be maintained. This axiom is 
called the Information Axiom, and it states that among those designs that satisfy the 
Independence Axiom, the design that has the smallest information content is the best. 
To make the design work, the information amount must be estimated by the users. 
Since the information content is defined in terms of probability, the second axiom 
also states that the design that has the highest probability of success is the best design.  

During the mapping process (e.g., from functional domain to physical domain), 
one must first make the correct design decisions using the Independence Axiom. 
When several designs that satisfy the Independence Axiom are available, the Informa-
tion Axiom can be applied to select the best design. To satisfy the Independence 
Axiom, the design matrix must be either diagonal or triangular. When the design 
matrix is diagonal (e.g. [A] in equation 4), each of the FRs can be satisfied independ-
ently by means of one DP. Such a design is called an uncoupled design. When the 
matrix is triangular (e.g. [B] in equation 5), the independence of FRs can be guaran-
teed if and only if the DPs are determined in a proper sequence. Such a design is 
called a decoupled design. Any other form of the design matrix is called a full matrix 
and results in a coupled design, for which the end result will be conflicting control. 
Therefore, when several FRs must be satisfied, designs must be developed that will 
enable creation of a diagonal or triangular design matrix: 

11

22

33

0 0

[ ] 0 0

0 0

A

A A

A

⎡ ⎤
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⎢ ⎥⎣ ⎦  

(4) 

11

21 22

31 32 33

0 0

[ ] 0

B

B B B

B B B

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦  

(5) 

In a design problem, there can be many designs (different sets of FRs) that satisfy 
the Independence Axiom. However, one of those designs is likely to be superior. The 
Information Axiom provides a quantitative measure of the merits of a given design 
and is useful in selecting the best among the acceptable designs. In addition, the  
Information Axiom provides the theoretical basis for design optimization and  
robust design, stating that the design with minimum information content is the best.  
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According to this axiom, the design with the smallest I is best because it requires the 
least amount of information to achieve the design goal. Information content Ii for a 
given FRi is defined in terms of the probability Pi of satisfying FRi, 

2 2

1
log logi i

i

I P
P

= = −
 

(6) 

The information content is expressed in bits of information. When all m FRs are 
statistically independent, the information content for the system is, 

2
1 1

log
m m

sys i i
i i

I I P
= =

= = −∑ ∑
 

(7) 

When all m FRs are not statistically independent, the information content for the sys-
tem (shown in equation 7) becomes, 

2 |{ }
1 1

log     for {j}={1, ..., i-1}
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i i

I I P
= =

= = −∑ ∑
 

(8) 

Applications. Axiomatic design has been applied to a variety of products and systems 
such as mechanical design, system design and control, software design, organizations 
management, materials design and more. Many innovations have been made and 
commercialized based on the use of axiomatic design, such as microcellular plastics 
and woven electrical connectors [11]. Although the meanings of the four domains are 
quite different from one product area to another, axiomatic design successfully en-
hances the design quality in different areas. As many case studies presented suggest 
[11], the performance, robustness, reliability and functionality of products, process, 
software, systems and organizations are significantly improved when the axioms are 
satisfied. 

Applications to Usability Design. Ergonomic systems must be designed to be robust 
and efficient in satisfying their FRs and constraints [12]. Unless FRs related to  
ergonomics are defined at the beginning of the design process, it is difficult to incor-
porate human factors after the design is completed. It is equally difficult to modify an 
existing system or product to overcome ergonomic shortcomings. Therefore, it is 
important to “design it right from the beginning” [12]. Ergonomics has both time-
independent and time-dependent aspects. Some products may not satisfy human  
factors from the very beginning of product introduction because of deficiencies  
in design, but even good products may deteriorate as they are being used [12]. To deal 
with the former, one must be certain that FRs related to human factors are incorpo-
rated and satisfied at the time of design. 

In recent years, axiomatic design principles have been applied in human factors to 
ergonomic microscope workstation design [13], biomechanical hand tools [13], and in 
HCI to information visual design [14] and e-commerce websites [15]. However, there 
is not yet much research using axiomatic design to improve usability of human-
computer/human-machine interfaces. 
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3   Conceptual Model of Axiomatic Evaluation Method 

Traditional usability evaluation methods are more proper for use on software and 
websites than on consumer electronic products. Traditional usability evaluation meth-
ods may also neglect usability problems related to the complexity of a product,  
defined here as a measure of uncertainty in achieving the specified FRs. According to 
research [11], one type of complexity named imaginary complexity occurs because 
users lack the knowledge about the function or design. Complexity will cause more 
errors and require a longer time for users to operate a function. Therefore, by using 
the “axiomatic evaluation” method developed from the axiomatic design theory, it is 
possible to discover usability problems regarding complexity of design. 

Axiomatic design is different from traditional design theories because it starts  
designing from “what we want to achieve” to “how we could achieve it”, with the 
former listed as domain vectors and is the latter examined through the mapping ma-
trix between two domains. The complete design process starts from “customer do-
main” to “functional domain”, to “physical domain”, to “process domain”. Since the 
final goal of usability evaluation is to examine and enhance the design’s efficiency, 
as well as effectiveness and customer satisfaction, it is meaningful and feasible to 
start the “mapping” process from “what do customers want” and proceed to “what 
does the product provide”. The framework of axiomatic design is used to set up three 
domains: “Customer Domain”, “Functional Domain” and “Control Domain” and the 
mappings between them. Table 1 compares the domains, mappings, axioms, and 
constraints for the axiomatic design and axiomatic evaluation method. The biggest 
difference in domain settings is that “Control Domain” is the 3rd domain instead of 
“Physical Domain”. The main reason for this change is that as an evaluation process, 
the physical design variables or parameters cannot be obtained. What can be ob-
tained easily are the control parameters, which are the control keys. The “Customer 
Domain” [CA] can be retrieved by an open-ended questionnaire. Participants can be 
provided a list of existing functions and asked what their expected functions are, or 
any extra expectations. The “Function Domain” [FR] and “Control Domain” [CT] 
can be gained by interviewing the designer as well as reading the product manual. 
The uses of the two axioms are similar, but the axiomatic evaluation method has 
extended constraints for information appliance design such as stimulus-response 
compatibility [16] and Hick’s Law [17], according to which response time increases 
as a function of the amount of uncertainty among alternatives, or, the amount of 
information conveyed by an action. 

Usability problems can be found by examining the mapping between the three do-
mains. The mapping can be expressed as matrices [X] and [Y]: 

[Customer Requirement] = [X] [Function] (9) 

[Function] = [Y] [Control] (10) 

If the [X] matrix has a “0” row, it means that the customer requirement could not 
be met, and the function needs to be added to that product if several participants have 
the same response. If the [X] matrix has a “0” column, it means that there are redun-
dant functions, and we need to delete the function if all or most participants show the 
“0” column. 
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Table 1. Comparison of Axiomatic Design Theory and Axiomatic Evaluation Method 

 Axiomatic Design Theory Axiomatic Evaluation Method 
1st domain [CA]: Customer domain. 

The needs (or attributes) that the 
customer is looking for in a  
product or process or systems or 
materials. 

[CA]: Customer domain. 
Customer requirements of a 
certain product. 

2nd domain [FR]: Functional domain. 
The minimum set of independent 
requirements that completely 
characterizes the functional needs 
of the product 

[FR]: Functional domain. 
The existing functions of a 
certain product. 

3rd domain [DP]: Physical domain. 
The key physical variables in the 
physical domain that characterize 
the design that satisfies the  
specified FRs. 

[CT]: Control domain. 
The control keys or elements of 
the product. 

4th domain [PV]: Processing domain. 
The key variables in the process 
domain that characterize the 
process that can generate the 
specified DPs. 

Not defined. 

Independent 
Axiom 

The independence of functional 
requirement (FRs) must always 
be maintained. The design  
solution must be such that each 
one of the FRs can be satisfied 
without affecting other FRs. That 
means we have to choose a  
correct set of DPs to be able to 
satisfy the FRs and maintain their 
independence. 

The independence of functions 
must be maintained. Each  
function must be able to be 
executed by control keys  
without conflicting. Moreover, 
control keys for the same  
function should be grouped 
together. 

Information 
Axiom 

Reduce the information content if 
the functional independence can 
be maintained. 

When the Independent Axiom 
is satisfied, this axiom is used 
to reduce the information 
amount, and reduce choices in 
decision making for users so 
that they could decrease  
reaction time and reduce error 
rate. 

Constraints No constraints for the general 
Axiomatic Design method.  
There are different constraints 
applied in various areas 

Decision Making 
Hick-Hyman Law 
Stimulus-Response  
Compatibility 
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The mapping between [CA] and [FR] also provides an index of function sufficiency 
which can be used at the beginning stage of product development. If the average index 
is high, the current product could be said to satisfy most customers. Otherwise, the 
product needs to be added more functions.  

The mapping between the Functional Domain and the Control Domain shows how 
easy it is to control the appliance. According to the “Independence Axiom”, an ideal 
matrix should be an uncoupled matrix, or at least a decoupled matrix. An uncoupled 
matrix is a diagonal matrix, which means the users only need one control step, or one 
button to operate the function. However, most consumer electronic products have 
more than 20 functions, and it is difficult to have more than 20 buttons on the panel. 
Thus, several keys usually need to be pressed to accomplish a certain task.  

A decoupled matrix is another option. This means that customers may need to 
press several keys to achieve their goal, but the keys should not conflict with other 
functions. Moreover, if the Information Axiom is satisfied, usability constraints  
for the control keys should also be met. For instance, according to action selection 
studies, keys for the same task should be grouped together. Therefore, by examining 
[Y], one can find out whether the Independence Axiom and usability constraints are 
satisfied. 

Key 1 (green call key)
Make phone calls 0

Key 2 (red stop key)
View recent calls

key n

Y

Y Y

⎡ ⎤
⎡ ⎤ ⎡ ⎤ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

⎣ ⎦  

(11) 

Usability problems can be found by recording the participants’ operating action. If 
a participant’s requirement for the cell phone is to send messages, s/he will be asked 
to finish the task of sending a message while their operating action is recorded and 
arranged to the matrix [Y]. If the [Y] matrix is a decoupled matrix, then it means there 
are no conflicting controls between different functions. If it is not a decoupled matrix, 
the designers should redesign the controls.  However, only meeting the aim of a de-
coupled matrix is not enough. The designer needs to make sure that users do not need 
to make too many key presses, and for the same function the keys should be grouped 
together. 

The procedure of the axiomatic evaluation method should be used during the first 
stage of development. Potential advantages of using the new evaluation method are: 

a) Only a few experts are needed. One or two experts knowledgeable about usability 
and axiomatic evaluation would be enough. 

b) A large number of participants may not be needed. Choosing participants that rep-
resent the composition of the customers would be sufficient. 

c) Extra problems can be discovered. The current usability evaluation method of 
Heuristic Evaluation is based on the “guidelines”, and Cognitive Walkthrough is 
based on “a designed task”. These usability evaluation methods might lead to us-
ability interface problems but neglect other types of usability problems between  
the interface and other parts of the device such as the control panel. Axiomatic 
evaluation is more related to customers and would discover the problems that are 
of concern to them. Examining the mapping between [CA] and [FR] would show 
what the missing content is (that customers need) and what the redundant content 
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is (that is barely needed by customers). By examining the mapping between [FR] 
and [CT], one would know what the problems are between the content/function 
and operation of the content/function. 

d) Direct solutions for the discovered usability problems related to controlling can be 
given. One solution is to rearrange the use of keys or buttons and make the [Y] as  
a less coupled design to fulfill the Independence Axiom. Another solution is to  
reduce the number of choices to fulfill the Information Axiom. Other possible solu-
tions include rearranging the keys on the panel so that the stimulus-response  
compatibility principles apply. 

4   Follow-Up Study and Conclusions 

Based on this conceptual model, an experiment was designed to test the axiomatic 
evaluation method [18]. Sixty people were randomly assigned to a group using a think 
aloud method and a group using used the axiomatic evaluation method. Three popular 
consumer electronic devices representing different levels of complexity were tested 
by each participant. More usability problems with the cell phone were found by the 
axiomatic evaluation method than by the other methods. Across all three products, the 
axiomatic evaluation method was better in finding problems of user requirements. 
These results suggest that traditional usability methods are not sufficient for evaluat-
ing complex devices like smart phone and GPS. Instead, the axiomatic method should 
be used. 
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Abstract. In the 21st century, the Kansei values of industrial products are 
considered very important. Kawaii is one of the important Kansei values for 
future interactive systems and industrial products. However, since only few 
studies have focused on kawaii attribute, we systematically analyze the kawaii 
interfaces themselves, that is, the kawaii feelings caused by such attributes as 
shapes, colors, and materials. In previous experiments, we obtained interesting 
tendencies about kawaii attributes. For example, if an object has more 
brightness and more saturation, more participants chose it as most kawaii for 
every hue. The most commonly chosen hue was purple for both men and 
women. However, since we have not studied intermediate hues based on the 
Muncell Color System, we systematically experimented on the color elements 
to clarify the tendencies of kawaii colors. The experimental results clarified the 
tendencies of kawaii colors for each color element, such as hue, saturation, and 
brightness. 

Keywords: kawaii, color, hue, saturation, brightness, vas, Kansei, virtual object. 

1   Introduction 

In the advanced information society of the 21st century with its communication in-
fra-structure of computers and networks, software must be enhanced that utilizes this 
digital content. Among such content, Japanese kawaii characters including Hello 
Kitty and Pokemon have become popular all over the world, suggesting that the 
power of Japanese cuteness can be attained worldwide [1]. Kawaii is one of the 
important Kansei values for future interactive systems and industrial products. 
However, since few studies have focused on the kawaii attributes of the interfaces of 
interactive systems or other artificial products, we systematically analyze the kawaii 
interfaces themselves: kawaii caused by such interface attributes as shapes, colors, 
textures, and materials. Our aim is to clarify features of kawaii interface from the 
research results. We previously performed experiments and obtained interesting 
knowledge about kawaii attributes [2,3,4,5,6]. Our experiment concentrated on such 
color elements as hue, saturation, and brightness. We employed five basic hues based 
on the Muncell Color System (MCS). For each hue, we selected three connected 
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values of saturation and of brightness. Thus, the total number of kawaii color  
candidates was 45. As an object’s brightness and saturation increased, more par-
ticipants chose it as most kawaii for every hue. The most commonly chosen hue was 
purple for both men and women. However, since we have not studied intermediate 
hues based on MCS, we addressed this problem in a new experiment. This paper 
describes the experimental results.  

2   Experimental Set-Up 

We showed the virtual objects on a 46-inch 2D/3D compatible LCD monitor from 
Hyundai on which participants watched stereoscopically with polarized glasses. For 
the kawaii shapes of objects, a torus was employed based on the results of our previous 
studies [2]. To select the candidates of kawaii colors, we used MCS. Color has three 
elements: hue, saturation, and brightness. We employed five basic hues (R, Y, G, B, 
and P) and five intermediate hues (YR, GY, BG, PB, and RP) based on MCS. For each 
hue, the following four colors were selected:  

• #1 is white, which has the highest brightness and the lowest saturation.  
• #2 has higher brightness and lower saturation than the base color.  
• #3 is a base color with high brightness and high saturation.  
• #4 is pure color, which has lower brightness than the base color and the highest 

saturation.  

These colors for each hue were selected (Fig. 1). Because #1 for each hue is the same 
color, the total number of kawaii color candidates was 31. The background color was 
gray.  

3   Evaluation 

We used the Visual Analog Scale (VAS) to evaluate the kawaii degrees. For the 
evaluation of pain severity and relief, the method commonly used is the VAS [7]. 
Subjects arbitrarily marked 200-mm segments. The left side line doesn’t seem kawaii, 
but the right side line does. The length from the left side to the mark put on segments 
by subjects is converted into scores from 0 to 100.  

4   Experimental Methods 

First, the color blindness of the participants was tested with the Ishihara color test. 
Next, they were shown four colors of the same hue and simultaneously evaluated the 
kawaii degrees of the four colors with VAS. This evaluation was repeated for each 
hue.  

The ten hues were shown randomly. An example of the presented set of objects is 
shown in Fig. 2. 
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Fig. 1. Selected colors for each hue 
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Fig. 2. Example of a set of objects 

5   Experimental Results 

The experiments were conducted with ten female and ten male students in their 20s 
with normal or normally-corrected eyesight.  

The scores of the kawaii degrees were normalized on a basis of the score of white.  
Fig. 3 shows an example of the results by gender. The vertical axis shows the av-

erage of the scores of kawaii degrees with the pair of brightness and saturation shown in 
the horizontal axis. The error bars indicate the standard deviations.  

Table 1 shows the results of the analysis of variance with three elements: hue, 
brightness/saturation, and gender. 

The following were obtained from Fig. 3: 

• Colors BG#4, YR#4, and G#3 were evaluated high by males. 
• Colors YR#4, RP#3, GY#3, and BG#4 were evaluated high by females. 
• Color #2 of each hue was evaluated low by both genders. 

 

 

Fig. 3. Averages of kawaii degrees of each color 
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Table 1. Results of 3-factor analysis of variance 

 
Factor Sum of squared 

deviation 
DOF Mean square F-value P-value 

Gender 10745.628 1 10745.628 24.168 .000 ** 

Hue 7949.559 9 883.284 1.987 .039 * 

Brightness/Saturation 25439.626 2 12719.813 28.608 .000 ** 

Gender x Hue 1724.541 9 191.616 .431 .919  

Gender x  

Brightness/Saturation 

607.910 2 303.955 .684 .505  

Hue x  

Brightness/Saturation 

20509.722 18 1139.429 2.563 .000 ** 

Gender x Hue x 

Brightness/Saturation 

2107.244 18 117.069 .263 .999  

Error 248103.813 558 444.630    

Total 317188.043 617     

 
 

The following were obtained from Table 1: 

• The main effects of gender, hue, and brightness/saturation are significant. 
• The interaction effect between hue and brightness/saturation is significant. 

6   Discussion 

The results obtained from Fig. 3 show the following: 

• Color G#3 was evaluated high by males.  
• Colors RP#3 and GY#3 were evaluated high by females. 
• Colors YR#4 and BG#4 were evaluated high by both genders. 
• Colors with intermediate hues based on MCS got relatively high scores.  

The analysis of variance results show that the scores of the kawaii degrees for colors 
differ by gender, hue, and brightness/saturation. The interaction effect between hue and 
brightness/saturation is significant, and the combinations of hue and brightness/ 
saturation are important for evaluations of the kawaii degrees of colors. 

7   Conclusion 

In this study, we focused on the kawaii color of virtual objects to apply to future in-
teractive systems and industrial products and obtained the following findings: 
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• The scores of the kawaii degrees for colors differ by gender, hue, and brightness. 
• The combinations of hue and brightness/saturation are important for evaluations of 

the kawaii degrees of colors.  
• Pure yellow red and pure blue green are evaluated high by both genders and are felt to 

be kawaii.   
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Abstract. Music composition is treated as a repetitive decision making process, 
and represented using the hypernetwork model, the proposed model. The hy-
pernetwork model allows more specific description of relationships among  
represented entities than conventional knowledge representation models such as 
semantic network. Music composition of a musical piece of 100 measures (per-
formance duration of 6-8 minutes) by a professional composer is analyzed 
based on the description of decisions involved.  Musical piece represented as 
musical scores are represented with hypernetwork model where the decisions 
are the representational units.  Single or multiple decisions are related with 
other decisions, and quantitative similarity based on relationality among deci-
sion sequences provided by the hyperlink model enables the discrimination of 
various types and degrees of similarity.  

Keywords: Knowledge representation, similarity relationship network, decision 
making, music composition. 

1   Introduction 

The present paper addresses the description model to represent decisions involved in 
composition of musical pieces.  Music composition is an artistic creation process, but 
can also be understood as a complex sequence of decision processes that involves 
both formal theoretical basis of music theory that rules the decision freedom and artis-
tic basis that expands idea creation employing mainly subjective artistic impressions 
and evaluations. 

In the simplest view, music composition is a successive addition of single notes 
with specific pitch, duration and intensity. Therefore, a chord is a set of vertically 
aligned single notes, and a melody is a set of horizontally aligned single notes. At the 
finest detail level, the decision is to select a single note with determined pitch, dura-
tion and intensity.  A higher level interpretation involves chord decisions on chord 
sequence, harmony, role distribution among different instruments, choice of measures 
and keys, tonality, and movements. Evidently the options and variety differ according 
to the type of musical piece to compose. 



110 T. Maeshiro, S.-i. Nakayama, and M. Maeshiro 

The musical score represents the final product of composers.  Intentions and think-
ing process of composers are hidden and not explicitly annotated, mainly because no 
description means exist.  However, such information is crucial for musical instru-
ments players to execute the musical piece, because better performance is possible by 
deeper understanding.  For this reason, music courses provide analysis class which is 
dedicated exclusively to the analyses of musical pieces. 

Even if written, composers' intentions are related solely to the final version of the 
music.  On the other hand, more useful information is the creation history of the  
musical piece, described through the sequence of all decisions involved in the compo-
sition.  Musical instrument players can understand deeper the “raison d'etre” of each 
passage, motive and aim of the composer.  There is, consequently, a need for a com-
prehensive and powerful description model to annotate decisions. 

The present model is a description model of decision processes.  The following can 
be affirmed.  (1) Descriptions of intermediate stages, progresses and background facts 
(reasons) of music composition processes are rare; and (2) All descriptions of the first 
item is written as text (natural language), thus “automatic” organization including 
classification and grouping is very difficult.  Currently, no practical method exists to 
organize such information. 

Conventional representation models of decision processes focalize on decision  
sequence and structures that arise from it.  Although not explicitly stated or even 
noticed, these models are based on graph theory whose representation elements are 
nodes and links.  A node represents a decision and two nodes are connected with 
arrow if direct temporal relation or some causal relation exists between the decisions. 
An arrow can be either uni- or bidirectional.  More elaborated models provide multi-
ple node types to visually differentiate decision types, such as single decision and 
conditional decisions, similar to computer program flow charts. 

An advantage of conventional models is the easiness to grasp overall progress and 
structure because they offer overall view of the whole decision process, due to their 
simple and compact visualization. 

This advantage is, however, also an disadvantage. Details of decisions can be de-
scribed by adding nodes of lower hierarchy level to each node with proper annotation 
rules. On the other hand, details of decision transitions cannot be added, because  
decision transitions are simple links between nodes, and nodes cannot be connected 
directly to links. Furthermore, decision transitions among three or more decisions 
(nodes) cannot be represented since a link connects two nodes only. In reality, a deci-
sion may trigger multiple decisions, and a decision might be made subsequently to 
multiple decisions or integrate multiple decisions. These cases are N-to-N decisions, 
but impossible to be handled with conventional models that are based on graph theory. 

2   Decisions in Music Compositions 

A musical piece with 100 measures composed by a professional composer is analyzed 
to evaluate the proposed representation model of decision process. The composition 
process consists of four stages: (1) Creation of initial 21 measures; (2) Elaboration of 
the first 21 measures; (3) Creation of measures 22-49, adding to the result of the sec-
ond stage; and (4) Creation of measures 50-100, the last part of this musical piece. At 
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the end of each stage, all operations are described using composer's native language to 
ensure precision.  

During the description, all involved decisions are classified into one of the catego-
ries based on the nature of decisions: (A) Theoretical, where the decision is derived 
from some music theory. Empirical (heuristics) foundations are excluded, because of 
the absence of theoretical basis. (B) Selective, where the composer makes an arbitrary 
choice from a set of candidate solutions based on chance or some theory.  (C) Contin-
gent, where the decision is arbitrary but uses composer’s intuition. 

It is important, however, that the decision maker (composer) is experienced, and 
even if the decisions are superficially apparent as random choice, the choices are 
based on experience accumulated by the composer. Therefore, selective choices  
are non-random and intuitive, which are most of the times correct or adequate [2], 
completely different from novices' shots in the dark. 

The composition process is divided into four stages: Stage-1A, 1B, 2 and 3, follow-
ing the composer's work procedure. The stages 1A and 1B refer to the first and second 
stages of composition of measures 1-21. The stages 2 and 3 refer respectively to com-
positions of measures 22-49 and 50-100, where both segments were composed in a 
single step. The time sequence of the composition is: Stage-1A, 1B, 2, 3. No overlap 
exists, i.e., no modifications in measures not belonging to the measures treated in each 
stage are observed. 

The composed musical piece is post-tonal piece. The formal structure of such mu-
sical piece is clearly governed by the harmonic content, but not exclusively. There-
fore, it is adequate to describe the decision process of musical composition, because 
the harmonic aspect of tonal music is completely regulated by harmonic theory, and 
theoretical aspect of tonal harmony is absent in atonal music. 

Figure 1 is the frequencies of decision types in each composition stage. Theoretical 
decisions are most frequent in Stages 1A and 1B, and contingent decisions are  
the most frequent in 2 and 3. Small frequency of selective decisions (18.6% of all  
 

 

Fig. 1. Occurrences of decision types in each composition stage 
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decisions) suggests that professional composers create and improve musical pieces 
based either on theory for theoretically constrained factors or on intuition.  In selec-
tive decisions, the composer has to explicitly imagine multiple solutions (options) and 
choose one. This is in accordance with result from decision making analysis, where an 
experienced professional employs the first option (solution) that comes to the mind if 
the solution has no apparent fault [2]. 

Decisions are classified into (i) framework and (ii) component decisions, based on 
the extent that the decisions affect. Framework decisions affect the entire musical 
piece, and component decisions the passsages or a part of the piece independent of the 
extent of influence. In other words, these are global and local decisions. 

For a more detailed analysis, decisions involved until the concretization of the 
thematic material in the Stage S-1A are addressed in this section. 

2.1   Framework Decisions 

Framework decisions observed in analyzed musical piece are as follows. 
 
1. D1A: Harmonic content is post-tonal. 
2. D2A: Use pitch class set as the harmonic theme of the entire piece. The selected 

set is 6-Z25 in the Forte’s table [1]. 
3. D2B: The harmonic content of the thematic material should follow strictly the 

selected harmonic theme. 
4. D3A: Selected musical instruments are saxophone and piano. 
5. D3B: Saxophone chosen as the instrument of main role to express the formal 

shape of the piece, at least of the part A. 
6. D3C: Scheme of the piece is ternary, of the type A–B–A. The part B is dedicated 

to solo passages. 
7. D3D: The total duration of the musical piece is between 6 and 8 minutes. This 

influences the tempo (bpm) and the number of measures. 
8. D4C: The bpm (beats per minute) is 76. 
9. D9A: Addition of the third musical instrument, the contrabass. At this point, it 

becomes clear that the procedure to fulfill characteristic intermittencies of main mate-
rial is more effective with the existence of the third instrumental part. The new  
instrument not only reinforces the piano or the saxophone part, but also takes part of 
the metric contrast requested by the textural plane of the piece. 

Other framework decisions are possible, depending on the class of musical piece, 
although the general characteristics are common to all musical styles.  For instance, 
the key should be determined for tonal musical pieces, but is unnecessary for atonal 
musical pieces. Key change and variations are also possible.  These decisions refer to 
the entire musical piece, and are usually executed at the beginning of the composi-
tions. Framework decisions are, however, also executed in the middle of composition 
process. In the analyzed music, for instance, a third musical instrument, the contra-
bass, is added in the middle of the process (Decision D9A), but this decision is still in 
the first stage (Stage 1-A). 
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Fig. 2. The first version of the initial five measures. Target (affected) region of decisions are 
also indicated. IDs of decisions are the same used in the text, and the number indicates the 
sequence order of the decision. 

2.2   Component Decisions 

Component decisions are of varied type and account for 74% of decisions in Stage  
1-A, and 92% of all decisions (Figure 1). 

Component decisions are executed in steps, and each step consists of multiple de-
cisions (microdecisions). The unit of decisions is determined by the composition task 
that the decision affects. A region can be the target of multiple decisions, each  
encompassing identical or different ranges. The affected notes or range is decision 
dependent, and no maximum boundary exists, possible up to a dozen of measures. 
The minimum boundary is obviously a single note. 

Component decisions of the thematic material creation of Stage S-1A are as  
follows. The numbers denote the decision order, and the last alphabet indicates the 
order inside the decision group. For instance, D4B is the second decision of the fourth 
decision group. 

 

D7A 
D5A 
D4B 

D5B 

D6A 

D7A 

D8A 

D9A D4A 

D4C 
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Fig. 3. The final version of the initial five measures. For comparison purposes with the first 
version (Fig. 2). 

1. D4A (Theoretical): For the creation of elements that constitute the thematic  
material, two cellular structures will be used: a fast descending movement element 
(element A) and pulsing element (element B), with no melodic contour. 

2. D4B (Contingent): Element A contains the whole referential harmonic set, and 
should reach the lowest tone of the saxophone. The element B will be presented with 
this tone. 

3. D4C (Contingent): From the movement characteristic of the element B and the 
rhythmic structure of elements A and B, tempo of 76 bpm is appropriate for the in-
tended effect. 

4. D5A (Contingent): The element A should sound starting with an explosive  
intensity, then followed by energy dissipation, represented with initial accent with 
diminuendo. 

5. D5B (Contingent): The element B is characterized by higher intensity and ar-
ticulations of counterpoint, indicated with accent and staccato, valuing the pause that 
is important to realize the theme. 

6. D6A (Theoretical): The initial phrase is complete by joining to the principal mo-
tif (A+B) a complementary material by amplification derived from the element B. 
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7. D7A (Theoretical): A second phrase structure to establish a new symmetry is 
necessary to achieve the first formal closing point, on the level of complete phrase 
structure. 

8. D7B (Contingent): The second phrase has the ornamentation type identical to 
the first phrase, keeping the economy and homogeneity of harmonic resources. 

9. D7C (Contingent): The element A is modified with amplified ornamental 
movement, followed by a new element B without the central articulation. 

10. D7D (Contingent): The second phrase is terminated with the complementary 
material of the initial phrase, but with reconfigured metric structure for fitting reason. 

11. D8A (Selective): The imprint of the piano part of this section is the filling of 
intermittencies that exist in the main part’s contour executed by the saxophone. 

3   Hypernetwork Model 

The model to represent the decision making process, the hypernetwork model [3], is 
extended from the bipartite representation of the hypergraph [4]. The hypergraph 
model, on the other hand, has more representation capability than conventional 
knowledge representation models that are based on graph [6], such as semantic  
network [5], frame, and ER-model [7]. Conventionally used decision sequence repre-
sentation is also a graph. Basically, the hypernetwork model follows basic definitions 
of semantic networks, where a node is connected to other nodes (1) to specify the 
nodes or (2) when nodes are related by some relationship. 

A uniqueness of the hypernetwork model is the existence of three types of descrip-
tion elements, equivalent to the types of nodes.  Graph and hypergraph models consist 
of nodes and links connecting the nodes. In decision sequence representation, a node 
represents a decision, and a link connects two or more decisions in sequence relation-
ship. A link of the graph model can connect only two decisions, and a link of the 
hypergraph (hyperlink) connects any number of decisions. The bipartite representa-
tion converts the links into nodes, denoted relation nodes, hence two types of node 
exist: the vertex node and the relation node.  The vertex node serves to represent deci-
sions (entities), and the relation node to describe relationships among decisions.  
An analysis of knowledge property, however, indicates that a third type of node is 
necessary, the attribute node, to specify the properties of vertex nodes and relation 
nodes. Therefore, conventional representation models present at least two flaws: (1) 
relationships among multiple entities cannot be represented, and (2) representation is 
incomplete since attributes are not provided.  The hypernetwork model resolves both 
problems. 

In the context of decision representation, details or properties of a concept repre-
sented by a vertex node can be specified in two ways: by attachment of attribute 
nodes, or by relating to other vertex nodes through relation nodes. Combination of the 
two descriptions is also possible. The attribute node exists to specify any of three 
node types. Table 1 indicates the connectivity constraints among three node types. 
Two connections are prohibited: between vertex node and vertex node, and between 
relation node and relation node, constraint imposed from their role in hypergraph. 
Table 1 is symmetrical on diagonal axis although the directionality of links depends 
on the context and what the network represents. 
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Table 1. Connectivity among vertex node, relation node and attribute node 

 Vertex 
node 

Relation node Attribute 
node 

Vertex node −  Connect Connect 

Relation node Connect −  Connect 

Attribute node Connect Connect Connect 

4   Discussions 

The proposed model focuses on the process of composition, and not on methods to 
represent the final outcome. 

Uniqueness of the presented analysis is that decisions are of intermediate stages, 
related to the fact that composition process of musical pieces is a succession of inter-
mediate versions. Surely some musical pieces were created in a single stage, but most 
are succession of intermittent generation and improvement. It is known that some 
large musical pieces such as symphony have taken several years to be completed. 

The model is also useful for musical piece analysis by the performers, such as  
instrument players and conductors, to understand the “raison d’etre” of individual 
passages and of the whole piece. This is important, because better execution is possi-
ble by deeper understanding. 

 

 

Fig. 4. Hypernetwork representation of the decisions D4A, D4B and D4C. “Element A” in D4A 
and D4B can also be related by identity relationship.  In D4B, a higher order hierarchical level 
is created to related with D4C. 

An application of the hypernetwork model is the evaluation of decision processes. 
Quantitative comparison of decision process based on the structure of represented 
hypernetwork allows the design of composition strategy. The quality of the whole 



 Representation of Decision Making Process in Music Composition 117 

decision process is measured by the quality of composed music.  Obviously the quality 
of the generated music is affected by many factors unrelated with the decisions in-
volved in the composition.  However, the structural analysis can be a useful measure. 

Attribute node linked to a vertex node specifies or defines the properties of the en-
tity represented by the vertex node. Attribute node linked to another attribute node is 
homologous to the previous case, and it defines the properties of the quality or  
concept expressed by the other attribute node. On the other hand, attribute node con-
nected to a link node is the element absent in conventional representation models. 
This connection enables a detailed specification of relationship among vertex nodes. 
Note that the relationship treated here is N-ary which covers the binary relationship, 
the only relationship that conventional models can represent. 

The ability to assign attributes to relationship is essential to qualify and then quan-
tify the similarity relationships that are simply labeled “similar” in semantic networks, 
for example. Furthermore, attribute nodes connected to link node are specified with 
more details by further connecting attribute nodes, generating a multi-level hierarchi-
cal structure of attributes. Any type of relationship is specified in same manner, but 
this paper focus on “similarity”, a very broad conception, meaning anything between 
identical and different.  Since vertex nodes and relation nodes can connect to attribute 
nodes, relation nodes are related to other relation nodes. Consequently, a decision 
network with higher density than conventional models emerges. 

Knowledge description using representation models is difficult, and no definitive 
model exists.  The proposed representation model is useful to embed into knowledge 
base system to search similar composition decisions/operations/techniques, mainly  
for professional composers. Once composition stages and types of musical piece  
are specified, it is useful for composers to widen their views and overview multiple 
composition solutions as their creative process can be enriched by choosing one of 
solutions, combining them, or improving them. 
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Abstract. Some issues about creating some human-centric services and con-
tents are described and discussed, especially in ubiquitous computing environ-
ments. The term of “ubiquitous” are used in the different meanings in different 
situations. So, I, first, try to identify each meaning and, according to this  
arrangement, I discuss some issues how to create human-centric services in the 
academic ways. 

1   Introduction 

It has been a while since the term “Our age is a ubiquitous computing society” began 
to be used generally; however, what “ubiquitous” really means is seldom understood. 
In fact, the term ubiquitous is used in connection with a variety of different uses such 
as “ubiquitous society,” “ubiquitous network,” or “ubiquitous computing,” and each 
term has a different meaning. So in this paper, I shall first define a ubiquitous society 
in my own way and consider the point of view that the services offered in society 
should be produced. 

2   What Is a Ubiquitous Society? 

The term ubiquitous refers to a “ubiquitous network,” “ubiquitous society,” or “ubiq-
uitous computing” and began penetrating into the general public, I suppose, as the 
more popular “ubiquitous network.” At first, the term ubiquitous network meant,  
for example, an environment where one could connect to the Internet anytime and 
anywhere, such as in front of convenience stores, in train yards, on trains, or in towns, 
and in many situations, it meant Wi-Fi networks available everywhere. Thereafter, the 
term began to include sharing information and an environment where every single 
device was connected to a wired network in the home. 

A ubiquitous society means a society where services and information are offered 
based on a ubiquitous network infrastructure. The environment where one can simply 
connect to the Internet anywhere, for example, with a more extensive capability of 
searching for information from a browser, as in, for instance, the POP-type information 
supplement that suits the situation: information is displayed on electronic bulletin 
boards in stations or as one leaves the station ticket gate, surrounding area information 
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is displayed on a mobile phone. In these instances location information is simply used; 
however, the goal is to realize a variety of situations as in what a user intends to do and 
is interested in and to offer services suitable for that. 

Also, a variety of information is currently shared through DLNA-enabled devices 
or audiovisual equipment. The situation is becoming ubiquitous where videos re-
corded onto a hard disc recorder in a living room can be played on a game machine in 
another room. I suppose that this is the beginning of a ubiquitous society. This  
is merely simple information sharing for now; however, it essentially means that dif-
ferent kinds of machines will coordinate with each other. That is, in the next stage, 
computers embedded in home appliances will begin working together via informa-
tion-communication technology and switching to produce some sort of service. For 
instance, for digital home appliances, instead of videocassette recorders incorporating 
a clock function, the recording function of a VCR programmed by an alarm clock and 
video recorder information would be communicated via a home network. 

In addition, beyond electronic devices, these networks will expand into common 
personal items, such as furniture or accessories. Even now, personal items and non-
electronic devices have information and communication functions from IC tags, such 
as on vegetables in order to grasp producer information. That is, everything has an 
information and communication function in a ubiquitous society, where they will be 
producing coordinated services.  

From the above, when thinking of services according to the term ubiquitous, the 
following can be assumed: 

(i) Information and communication devices are embedded onto one’s surrounding 
environment and personal items. 

(ii) The devices have communication functions and can create and coordinate  
services. 

(iii) They recognize a variety of situations and offer suitable information. While 
the term ubiquitous meant “anywhere” in a ubiquitous network, the concept 
“to anything” and “for each person depending on the circumstances” are part 
of a ubiquitous society. 

3   Service Creation in a Ubiquitous Society 

When thinking of the service layers in a ubiquitous society, services or information 
offered should be based on human-centered design because a ubiquitous system must 
fit different lifestyles.  

Service layers will extract user needs based on an analysis of the requirements in 
general human- centered design. However, it is difficult to apply these methodologies 
to a ubiquitous era. In these methodologies, it is essential to extract user needs 
through interviews. 

An analysis of requirements identifies mostly dissatisfaction with the current sys-
tem, and new services not in existence today. 

As a new attempt to resolve these issues, Go, et. al. suggested the photo scenario 
method. Unlike traditional marketing research, this method extracts potential needs 
from a small volume of data, clipping part of life with a photo diary, and considers 
whether it is possible to embed the needs. 
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How to use 

 
What to use 

 

Fig. 1. Ubiquitous Three Layers model 

 

My opinion on having attempted this method so far is that what is important is not 
to think imprecisely about whether discovered needs can be clipped as photos in a 
diary, but to try to create adaptive services and to consider the effectiveness. Also, 
rewriting a service scenario and an interaction scenario more than once when creating 
a use scenario for the services is effective. That is, design separately what services 
users receive, what system is used, and how it is used. This makes it possible to clar-
ify the purpose of the services, to think of different infrastructures or interaction so as 
to achieve the services, and to consider how infrastructure or interaction influences 
the services. 

Service/Contents 
Layer 

Interaction 
Layer 

Infrastructures/Systems 
Layer 

Influence on an 
organization/ 

society 

Benefits that users 
actually receive  

Services that providers 
expected 

Fig. 2. Detailed Service Layers 
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Finally, although Mori suggests considering three levels (Figure 1), i.e., the levels 
of system infrastructure, interaction, and service contents, separately when thinking of 
services in a ubiquitous society, I think the service levels should be subdivided further 
(Figure 2). That is, the goal of the service developer, the use of the services, and how 
the services influence a society and organization. Users do not always use services as 
the developer intended. Although it will be necessary to clarify that point, this is diffi-
cult at present and shall be a future issue.   
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Abstract. This paper describes the methodology to develop a metadata editing 
environment that (1) is scientist-friendly, (2) promotes accurate recording of 
metadata, and (3) enables interoperability across multiple metadata standards. 
Scientist-friendly software will increase scientists’ willingness to create 
metadata and the quality of that metadata. This study identifies the usability 
issues in an existing metadata creation tool and initiates the development of a 
state-of-the-art user interface that allows the biological research community to 
more accurately record and share data. 

Keywords: Metadata, user -centric, usability, heuristics. 

1   Introduction 

Current metadata tools suffer from several usability issues that result in users often 
under-recording and incorrectly recording data using consistent metadata standards. 
This project’s objectives are to identify usability issues with existing metadata 
creation tools and use this information to develop a metadata tool that is scientist-
friendly and promotes accurate recording of data. This scientist-friendly software will 
improve the quality of that metadata, which in turn will improve the frequency in 
which scientists are willing to create metadata. Improved interoperability will make it 
easier for biologists outside of the originating discipline to understand and search the 
data being shared. It can also aid re-use within a discipline when multiple metadata 
standards are used. The project’s primary product will be an open-source metadata 
editor package that is based on several iterations of usability feedback from the 
research community. 
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2   Motivation 

2.1   Increased Attention to Long-Term Data Management 

Biological data are collected in different locations, at different temporal and spatial 
scales, and using diverse methods. In most cases, however, these data are collected 
and analyzed digitally. The re-use of such digital data for various scientific purposes 
has attracted attention [1, 2]. High quality metadata are critical aids to the re-use of 
data, whether by the collecting scientist or by data users outside of the collection team 
[3] and they are part of any well-designed data management plan. 

Metadata describe the who, what, when, where and how about data [4]. The quality 
of metadata records determine the ease of discovery, acquisition, integration, 
comprehension, and preservation of data. Over time, low quality or missing metadata 
records result in losses in information content for a given data set – an increase in 
“data entropy” [5,6], and make re-use of the data set difficult or impossible.    

There are numerous barriers to quality long-term data management. Cultural issues 
in the research community have been a serious barrier, but two developments hold 
promise for reducing this barrier. First, an increasing number of biology-focused 
scientific journals are requiring that research data supporting published articles be 
archived and shared. Second, the National Science Foundation announced the 
requirement of data management plans for all grant proposals by the end of 2010 [7]. 
Other barriers are more technical than cultural. One such barrier is the difficulty many 
scientists experience when attempting to use metadata authoring software [8]. These 
difficulties result in scientists investing the effort to create metadata less frequently 
and generally creating lower quality metadata than they or the data users would like. 
Another technical barrier is deciding which metadata standard to use. Disparate 
standards make writing metadata harder for scientists and make using metadata to 
understand research data more difficult for data consumers. This situation is a barrier 
both within and across disciplines. 

2.2   Challenges Faced in Writing Metadata Documents 

A study [9] of metadata authoring identifies numerous challenges that authors face 
when writing compliant metadata documents. These challenges result in frustration, 
which leads to non-adoption of the process to create metadata or incomplete and 
inconsistent creation of metadata.  Identified challenges include: 

• Most researchers write metadata records infrequently, perhaps just once or twice a 
year. 

• The majority of biologists (and others) who attended metadata training workshops 
feel they do not have an adequate command of existing metadata tools, and 
characterize those tools as too “complex” and “cumbersome”. 

• Certain elements of available metadata standards are defined differently by 
different users, and on occasion, by the same user at different metadata writing 
sessions. Study participants called the element definitions “vague”. 

• Researchers responded favorably to an interview format for creating metadata 
records, but this feature is not commonly available in existing tools with the 
exception of the Ecological Metadata Language (EML) tool. When deciding on 
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keywords for metadata records, authors select their own terms rather than use those 
from an established controlled vocabulary. 

• Creating metadata is time consuming and costly. 
• Potential metadata authors seek training, but training workshops are limited in size, 

frequency, duration, and location. 
• Given the same dataset, two metadata authors often produce significantly different 

documents. 

When we performed usability testing on existing metadata creation tools before 
preparing this proposal, we found similar results to those reported in [9]. 

3   Methodology 

The starting point of our project was Metavist 2005 (v1.6) [10] (Fig. 1), widely used 
open source software developed by one of the authors of this paper. Since its 
development, Metavist 1.6 has been used by a variety of users to enter and access 
metadata. 

We initiated our study by performing a usability evaluation of Metavist 1.6 using 
Nielsen’s set of heuristics [10]: visibility of system status; match between system and 
 

 

Fig. 1. Metavist 2005 (v1.6) 
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the real world; user control and freedom; consistency and standards; error prevention; 
recognition rather than recall; flexibility and efficiency of use; aesthetic and 
minimalist design; help users recognize, diagnose, and recover from errors; and help 
and documentation.  Our usability the study identified the subset of heuristics with 
which Metavist v1.6 did not conform. 
 
Match Between the System and the Real World. “The system should speak the 
users' language, with words, phrases and concepts familiar to the user, rather than 
system-oriented terms. Follow real-world conventions, making information appear in 
a natural and logical order.” [11]. In Metavist 1.6, the several icons that represented 
various functions and fields were confusing as they did not appropriately match the 
intent/meaning of those functions and fields. As seen in Fig. 2, the notebook icon 
represents the “save” function but the image did not reflect the real world object 
where a regular floppy disk image would be more appropriate to represent the action. 
Similarly, the “open” operation had a mismatching icon. Also, the “Mandatory”, 
“Mandatory If Applicable”, and “Optional” sections were represented with lightning, 
running tab, and birthday cake respectively. These icons did not reflect the meaning 
behind the sections. 

 

Fig. 2. Metavist 1.6 – Icons 

 

Fig. 3. Metavist 1.6 – Keywords Dialog Box 
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Fig. 4. Metavist 1.6 – Citation Dialog Box 

Consistency and Standards. “Users should not have to wonder whether different 
words, situations, or actions mean the same thing. Follow platform conventions.” 
[11]. Syntaxes, icons, layout, and functions used in the system should always be 
consistent. Metavist 1.6 had several buttons with different width and lengths, or with 
different font styles. In two dialog screens (Fig. 3 and Fig. 4) the “OK” and “Cancel” 
buttons’ locations and types were different from each other’s. Another usability issue 
with the dialog boxes was that they appeared on different locations of the screen each 
time, so it was hard to keep track of the location of a new dialog box screen. 

 
Error Prevention. “Even better than good error messages is a careful design which 
prevents a problem from occurring in the first place. Either eliminate error-prone 
conditions or check for them and present users with a confirmation option before they 
commit to the action.” [11].  

 

Fig. 5. Metavist 1.6 Horizontal Coordinate System Definition Section 
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Fig. 5 shows that the “Add”, “Edit”, and “Delete” buttons were enabled in the 
“Planar” section although there was no item available in the list box or no item was 
selected. If user tried to use one of those buttons, a warning dialog would appear. This 
usability issue can easily be fixed by disabling the buttons until the user adds or 
selects an item in the list box.  

Similarly Fig. 6 shows the case where the “OK” button on the Standard Order 
Process Dialog was enabled even though no format was selected. If the “OK” button 
was to be clicked without choosing a format an error dialog box appears Fig. 7). 

In this case, the “OK” button should remain disabled until the mandatory fields are 
completed by the user, so the user would not face another dialog box to worry about 
and would understand the requirements of the metadata creation for specific sections 
of the standards. 

 

Fig. 6. Metavist 1.6 Standard Order Process Dialog 

 

Fig. 7. Metavist 1.6 Standard Order Process Dialog Error Message 
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3.1   Ongoing Work 

As described in the previous section, heuristics were used to evaluate the usability of 
Metavist 1.6. Also, usability issues pointed out by the users of existing metadata 
creation tools were taken into account while implementing the improvements. 
Existing functionalities of Metavist 1.6 were kept the same; instead we aimed to 
improve the usability of those functionalities. 

An iterative and incremental design approach was adopted for the software 
development lifecycle. In the requirements analysis phase, existing metadata tools 
were analyzed briefly to identify usability issues and needs and comments of existing 
users were gathered.  

Once we identified and prioritized the modifications to the software and created the 
initial design, the implementation phase started by the converting the existing 
framework version into .NET framework 3.5. The system was kept as a single-user 
desktop application as it was before. Implementation was done on Microsoft .NET 
Framework 3.5 along with Visual Basic programming language. 

Most of the improvements were made on the Entity & Attributes section of 
Metavist 1.6. New features that were added as part of the improvement are:  

Auto Save. One of the main functions that the application was lacking was an auto 
save or confirmation before exit. Auto save and auto recovery features were added so 
that every time a change is made, the file is saved either as a temporary file (if the 
file is not saved yet) or as the actual file itself. Therefore, unexpected computer 
problems or application problems will not lead the loss of the metadata entry made 
up to that point. 

Also, with the modification, in case the user wants to close the application, open a 
new metadata XML file, or create a new one, they are asked to confirm whether they 
want to save the changes before exiting the current metadata set as shown in Fig. 8. If 
no changes have been made since the last save operation, the confirmation will not 
appear. 

Improved Navigation. Navigation was modified so that the user can navigate 
through the section with just one click. This is shown in Fig. 9. The user can directly 
access the desired section from the left panel where the navigation tree view is 
located. Also they can navigate through the sub-sections from the main panel. The 
users are also free to hide the navigation pane anytime. 

 

Fig. 8. Confirmation Dialog on Exit 
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Fig. 9. Metavist 2.0 – Basic Info Section 

 

Fig. 10. Metavist 2.0 – Entity and Attributes Section 
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Once the beta version was created, potential users were given the software to test 
and provide feedback to us regarding the usability of it. Based on user feedback final 
adjustments were made. Fig. 9 and Fig. 10 show snapshots from the current state of 
Metavist 2.0. 

4   Future Work 

One of our future goals is to develop our software for the open source domain so that 
others may not only use the tool as-is, but may also build upon it when future 
metadata standards are released. Indeed, a major issue with current metadata tools is 
that when a new metadata standard is released, tool developers create new releases for 
the new standard, but they often no longer support backwards-compatibility within 
the new release. Therefore, we plan to use XML to make it simple to maintain 
compatibility with multiple versions of standards so that users have continuity in their 
ability to record new metadata and also to search older records.  Indeed, the metadata 
standards selected for this project already have some features built-in (XML schema, 
XML style sheets, etc.) that the team can use. The Biological Data Profile and 
Ecological Metadata Language standards each have open source software that 
supports the creation of compliant metadata. We will utilize these two packages in our 
implementation of the cross-standard abstract metadata framework. Upon the release 
of version 3 of the Biological Data Profile by National Biological Information 
Infrastructure (NBII), we will create an XML schema for use in our own tool, but we 
will also release it to the public domain for use in any project.  

The open source applications will include both a desktop application for 
organizations that have security measures in place that prevent internet access and a 
web application for organization that want to share data. Both the desktop application 
and the web-based application will be implemented using Microsoft Visual Studio 
2010 Integrated Development Environment (.NET Framework 4). This environment 
will allow the team to develop and test the software collaboratively using the Team 
Foundation Server. The application will run on a variety of platforms, including 
multiple of versions of Microsoft Windows and Linux (supported by the Mono 
Project). For web-based applications, cross-platform use will be accessible through a 
web browser capable of handling a rich internet application (e.g., an AJAX-based 
application). 
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Abstract. Recently, we have often the opportunity to shop for something on  
the computer display connected to the Internet. However, it is often said that the 
product arrived at the home is something different from it presented on the 
computer display. We have studied into the differences between the shape 
evaluation in virtual space and in real space. And it is indicated that the shape 
evaluation in virtual space is slightly difference from it in real space, especially, 
in case of evaluation of product which has the complex contour[1]. In this re-
search, we are focusing on the complexity of contour. The complexity is  
defined by mathematical methods, for example, Hurst exponent in fractal ge-
ometry. In this paper, we have proposed the algorithm which makes the curve 
lines based on the Hurst exponent. And using these curve lines made by pro-
posed method, we have investigated that the mathematical complexity is equal 
to the complexity which people feel by sensory evaluation or not. The result 
shows that Hurst exponent almost can show the complexity which people feel, 
however, it is difficult in case of the cyclic curves.  

Keywords: Curve complexity, Sensory evaluation, Bradley-Terry model. 

1   Introduction 

A complexity of curve is defined by mathematical method absolutely. Hurst exponent 
in fractal geometry can indicate the complexity as a number which is between 0 and 
1. On the other hand, the complexity of curve by human feeling cannot be defined 
absolutely, but relatively. In this paper, we try to compare the human feeling com-
plexity to mathematical complexity by sensory evaluation and statistical analysis. And 
we have tried to define the human feeling complexity as an absolute number. 

First of all, we propose the curve generation method based on Hurst exponent. 
Then, some curves were made by the proposed method. Using these curves, the sen-
sory evaluations by paired comparison were performed. To compare the mathematical 
complexity to human feeling complexity, we applied the Bradley-Terry model to the 
result of paired comparison. The model enables to determine the complexity based on 



 Comparison between Mathematical Complexity and Human Feeling 133 

the paired comparison. Finally, we tried to define the human feeling complexity as an 
absolute number. 

2   Curve Generating Algorithm Based on Hurst Exponent 

2.1   Hurst Exponent 

Complexity is able to be defined by Hurst exponent from mathematical viewpoint. 
Hurst exponent can be obtained by some methods. In this study, the scale transforma-
tion analysis has been used to define the complexity. Hurst exponent (He) is shown by 
the expression as follows: 

 
He=m-D                                                        (1) 

 
Here, m shows the Dimension [m =2 in this research], D shows the fractal dimen-

sion [1<D<2]. Generally, it is said that an object which has the small Hurst exponent 
is complex. 

The scale transformation analysis pays attention to the maximum fluctuation of the 
curved line. The curved line divided into 2n-1 parts (See. Fig.1), and the maximum 
fluctuation of each part is measured from minimum value and maximum value of the 
part. The average of maximum fluctuation of 2n-1 parts and n is plotted on the log-log 
graph, and the slope of the regression line is the Hurst exponent. 

For example, to obtain the Hurst exponent of the curve shown in Fig.2, Table 1 
shows the averages of fluctuations between the min. and max. values. Fig.3 shows the  
 
 

 
 
 
 

(a) First step 
 
 
 
 
 

(b) In case of dividing into 2 parts 
 

 
 

 
(c) In case of dividing into 4 parts 

Fig. 1. How to obtain Hurst exponents 
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Fig. 2. Example of curve 

Table 1. Parameters of curve in Fig.2 

Partitions 
Reciprocal number 
of partitions(log10) 

Average of  
difference between 

max. and min. 
value(log10) 

1 part 0 2 

2 parts -0.301 1.909716 

4 parts -0.602 1.819412 

8 parts -0.903 1.729094 

16 parts -1.204 1.638795 

32 parts -1.505 1.548497 

64 parts -1.806 1.458196 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. How to obtain Hurst exponent 
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log-log graph in which the data from Table 1 are plotted on. Then, the slope of the 
regression line is the Hurst exponent. 

2.2   Curve Generation Algorithm 

We are proposing the method to generate a curve based on the Hurst exponent. The 
procedure for generating the curve f(x) which is consisting of 128 points is as follows.  

 
( i ) Firstly, 2 points from 128 are chosen randomly. Then, one point xa is chosen 

from 1-64 and the other one xb is done from [65-128]. These will be the points that 
indicate global maximum and minimum values of the curve. Secondly, dividing the 
128 points into two parts, one is consisting of 1-64 and the other is consisting of  
65-128. If f (xa) is global maximum value and xa is smaller than 32, the point xc is 
chosen from [33-64] randomly and f (xc) is second minimum value and f (xc) is larger 
than f (xb). When f (xa) is global minimum value, f (xc) is second maximum value at 
[33-64] and f (xc) is smaller than f (xa). The point xd is also chosen from [65-128] 
which is shown in Fig.4(a) and Fig.4(b).  In this way, 64 points are chosen from 128 
points randomly after dividing into 32 parts. Then we can obtain the 64 points which 
take charge of maximum or minimum values. 

 
 
 
 

(a) 2nd dividing 
 
 
 
 

(b) 3rd dividing 

Fig. 4. How to choose max. and min. points 

( ii ) The global maximum and minimum value of creating curve is restricted to 
100 and 0. The average of difference between the maximum and minimum values for 
each part, average(n-1) which is divided n-1 times can be obtained from Hurst expo-
nent. When f (xa) is maximum value (=100) and f (xb) is minimum value (=0). Then f 
(xc) and f (xd) are restricted as follows: 

 
f (xa)- f (xb)=average(0)=100 
{ f (xa)- f (xc)+ f (xd)- f (xb)}/2=average(1)                                                            (2) 
f (xd)- f (xc)=2average(1)-average(0) 
 
Here, f (xa)> f (xd)> f (xc)> f (xb) 
 
 

xe xf xg xhxa xbxc xd

1 32 64 96 128 

xa xbxc xd

1 32 64 96 128 
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Secondly, f(xe) to f(xh) are restricted as follows: 
 
{ f(xa)-f(xe)+f(xf)-f(xc)+f(xd)-f(xg)+f(xh)-f(xb)}/4 
=average(2)-f(xe)+f(xf)-f(xg)+f(xh) 
=4average(2)-average(0)-2average(1)+average(0)                                             (3) 
=4average(2)-2average(1) 
 

Here, f(xa)>f(xf)>f(xe)>f(xc) and f(xd)>f(xh)>f(xg)>f(xb) 
 
Then, maximum and minimum values in each part are decided by the same way as 

above. Some generated curves by using the proposed system are shown in Fig.5. And, 
Fig.6 shows the Hurst exponents of generated curve based on the specific it. From this 
figure, the proposed method can supply curves based on the Hurst exponents. 

 
 
 
 
 
 
 
 
 
 

He =0.1                0.3                 0.6                   0.9  

Fig. 5. Examples of generated curves 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Relation between Hurst exponents of curves and parameters 

3   Human Feeling Complexity 

3.1   Experimental Object 

It is difficult to determine the human feeling complexity for a curve absolutely. 
Therefore, the sensory evaluation by paired comparison using some generated 
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curves made by the proposed method, and relative complexities are resolved by 
statistical analysis. 

3.2   Experimental Method 

The curves as shown in Fig.7 were used in the sensory evaluation by paired compari-
son. Two out of five curves were presented to a subject at the same time, and the 
subject watched the curves. Then the subject was urged to answer which curve he or 
she felt more complex. The subjects are 20 students in their twenties. 

 
 
 
 
 
 
 
 
 
 

A0.172 B0.312 C0.452 D0.591 E0.741 

Fig. 7. Generated curves used in sensory evaluation 

3.3   Experimental Method 

Table 2 shows the results of paired comparison. The number in each table shows that 
of subjects who felt the line curve was more complex than the row curve. 

Table 2. Result of paired comparison 

 
A0.172 B0.312 C0.452 D0.591 E0.741 Total 

A0.172  
12 13 11 11 47 

B0.312 8 

 

15 14 18 55 

C0.452 7 5 

 

12 18 42 

D0.591 9 6 8 

 

16 39 

E0.741 9 2 2 4 

 

17 

 
The Bradley-Terry model is assumed to evaluate the complexities of curves quanti-

tatively, defined as follows [2]; 
 

       (4) 
 
 

 (5) 
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Where      : intensity of i, 
Pij : probability of judgment that i is more complexity than  j. 
 
      shows the intensity of complexity of the curve i. The model enables to deter-

mine the complexity based on the paired comparison. Here, the maximum likelihood 
method is used to solve the   .  We obtain      by the following formula  
where                           were used as initial values, 

 
 

                                                                                      (6) 
 
 
N is the number of objects, and Ti is the total number of i’s win. Then     is scaled 

up or down to satisfy the next formula. 
 

                                   (7) 
 

where K is 100. 

 
                                   (8) 

 
We iterated the series of calculation until     was settled. The result of B-T models 

is shown in Fig. 8. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8. Bradley-Terry model for Experience I 

However, the curve A is more complex than B from the viewpoint of mathematics, 
the subjects tend to feel that B is more complex than A. This indicates that there is 
possibility of disagreement between the human feeling complexity and the mathe-
matical complexity. 
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3.4   Experimental II 

As a result of Experiment I, there is possibility that there is the disagreement between 
the human feeling and mathematical complexity when the Hurst exponents are small 
comparatively. Therefore, two experiments were performed in which Experiment II-1 
used the curves which have small (<0.5) Hurst exponents, and Experiment II-2 used 
the curves which have large (>0.5) Hurst exponents comparatively. Fig.9 and 10 show 
the curves and their Hurst exponents used in Experiment II-1 and II-2.  

 
 
 
 
 
 
 
 
 
 

F0.298                G0.363                   H0.407                     I0.423                      J0.459 

Fig. 9. Generated curves used in Experiment II-1 

 
 
 
 
 
 
 
 
 
 

K0.527                    L0.579                  M0.634                   N0.683                  O0.744 

Fig. 10. Generated curves used in Experiment II-2 

The sensory evaluation by paired comparison was performed as same as Exp.I.  
Table 3 shows the results of paired comparison in Experiment II-1 and II-2. The Brad-
ley-Terry models are also assumed to evaluate the complexities of curves quantita-
tively, and these results are shown in Fig. 11. 

As same as the result of Experiment I, there are some disagreements between the 
human feeling and mathematical complexity in both Experiment II-1 and II-2. How-
ever the difference between them in Experiment II-2 is slight, it between them in 
Experiment II-1 is not so small. 
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Table 3. Result of sensory evaluation in Experiment II 

(a) paired comparison in Experiment II-1 

 

F0.298 G0.363 H0.407 I0.423 J0.459 Total 
F0.298  17 15 13 16 61 
G0.363 3  15 13 17 48 
H0.407 5 5  6 17 33 
I0.423 7 7 14  17 45 
J0.459 4 3 3 3  13 

 
(b) paired comparison in Experiment II-2 

 K0.527 L0.579 M0.634 N0.683 O0.744 Total
K0.527  17 18 19 19 73 
L0.579 3  18 19 17 57 
M0.634 2 2  18 15 37 
N0.683 1 1 2  8 12 
O0.744 1 3 5 12  21 

 
 
 
 
 
 
 
 
 
 
 
 
 
(a) Bradley-Terry model for Exp. II-1     (b) Bradley-Terry model for Exp.II-2 

Fig. 11. Bradley-Terry models for Experiment II 

4   Discussions 

Some subjects pointed out the curves which they felt the periodic round were not felt 
so complex. Fig. 12 shows some generated curves which have same Hurst exponents 
as the sin curve. It is obvious that generated curves are felt more complex than sin 
curves. It is indicated that the curve which has periodic round is not so complex as its 
Hurst exponents by human feeling. 
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(a) sin curve   (b) generated curve     (c) sin curve   (d) generated curve 

(He=.107)        (He=.107)           (He=.480)      (He=.480) 

Fig. 12. Sin curve and generated curve which have same Hurst exponent 

5   Conclusions 

A complexity of curve is defined by mathematical method absolutely. Hurst exponent 
in fractal geometry can indicate the complexity of a curve as a number which is be-
tween 0 and 1. On the other hand, the complexity of curve by human feeling cannot 
be defined absolutely, but relatively. In this paper, we have tried to compare the  
human feeling complexity to mathematical complexity by sensory evaluation and 
statistical analysis.  

As a result of experiment, there is possibility that there is the disagreement be-
tween the human feeling and mathematical complexity when the Hurst exponents are 
small comparatively. Moreover, the periodicity of curve may effects on the human 
feeling complexity. 
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Abstract. In face-to-face communication, we can confidently communicate 
through our bodies. Recently, agents have widely surfaced as existences that  
interact with humans, and several studies have investigated the formation of  
social relations with such agents. This research focuses on ‘sharing an environ-
ment’ when humans communicate with humans, and we adapt it to human and 
agent interactions. We examined the effects of sharing an environment in two 
cooperative task experiments in real/virtual worlds and found that reception 
frequency for information from the agent with a body in the real world is sig-
nificantly higher than the reception frequency for information with the agent 
with a body in the virtual world. In conclusion, our results suggest that sharing 
the same environment through a body affected the reliability of the information. 

1   Introduction 

Since CG characters and robots have become communication objects for people, 
many studies have addressed how humans should associate with these existences that 
previously didn’t exist. However, many of the objects that were treated by those re-
searches have not infiltrated our lives yet. On the other hand, things already exist 
whose behavior reflects the user’s purpose through interaction with that person. Such 
driving navigation machinery as car navigation systems, which are known for  
advanced information and communication machinery, masks the possibility of the 
realization of various future interactions. 

In guidance by car navigation systems, such concrete numerical values as “turn left 
in 100 meters” are used. This is an overlook viewpoint that uses concrete numerical 
values. On the other hand, in guidance by humans, landmarks such as “turn left just 
before the Korean restaurant” are more common, and such deictic phrases as “turn 
right at that crossing” are used. Human instructions are presumably easier to under-
stand because the driver and the guide share viewpoints. In addition, the navigator is 
sitting next to the driver, and they share a place where both of their bodies are located. 
Accordingly, a sense of security is created in the driver. The result that accuracy of 
action and understanding degree for information presentation of the information re-
ceiver improves is reported by sharing of information and sharing space through a 
body in human-human communication [1]. 

A variety of personification agents and robots are beginning to permeate society 
due to improved computer capacity and advances in robot technology. In the future, 
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as agents become more prevalent, situations are expected to increase for which we 
can use agents; new kinds of communication will be realized by cooperation with 
them. From such a background, in this study, we concentrate on a method of present-
ing information and the body’s role in information processing activities based on the 
real world and discuss the directionality of new interaction designs between humans 
and agents. 

2   Real-World Oriented Interaction 

Real-world oriented interactions communicate between humans and computers with a 
real-world base. Most of our various activities are done in the real world. Reality is 
improved by being connected to computers in the real world and relating computer 
information to the real world; more natural interaction can be designed. 

The information that can be offered from such a system to human beings exists in a 
database and in virtual space and is fundamentally isolated from the real world. When 
information is presented to a user, who thereby becomes the information receiver, the 
information presented is from an environment different from the real world in which 
the user exists; the information is isolated from the environment (Fig. 1). 

However, with the continued development of information technology, the relation-
ship between the environment and such information has changed. With the develop-
ment of network technology, miniaturization, and improvements in the appearance of 
such new input methods as voice recognition, motion sensors, and touch panel dis-
plays, information exists in the same real world in which the user exists. Thus we can 
predict that real-world oriented interaction can be realized through the presentation of 
information from identical environments (Fig. 2).  

 

 
 

For example, consider the following two examples. The first is the technology of 
tangible user interfaces with which we can directly touch information that has no form 
[2]. The second is such technology as Augmented Reality and Mixed Reality that put 
the virtual object and the information generated by a computer in the real world. 
Treating information as part of our surrounding environment allows information to be 
exchanged without being conscious of a computer. This point is an example of real-
world oriented interaction. 

Cyber 
Environment

Virtual

Information

Real
Environment

Fig. 1. Image of conventional presentation of 
information 

 

Real   Environment

Cyber  Environment

Information

      Fig. 2. Image of real-world oriented  
      interaction 
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First, we discuss sharing of information and sharing of space through bodies as ex-
amples of real-world oriented interaction between humans. Next we discuss the agent 
reliability that is treated in this study. 
 
Sharing information. In communication with other people, a person reduces his 
speech by using various kinds of pre-linguistic information such as demonstrative 
pronouns. We can carry out this method of reduction for objects to which we can 
point and handle directly by actually manipulating or touching them. In addition, we 
can carry out this reduction for objects with which we indirectly deal by just seeing or 
having them close. When we use our bodies to conduct such operations, reduction is 
crucial that uses indirect ways of dealing with objects, such as visual information.  

Regarding such visual information, Nishikawa et al. suggested that smooth com-
munication is possible when people share direct ‘visual information’ of the kind of 
visual information the person being talked to is receiving [4]. Based on this finding, 
we can say the following about the visual information used when speech is reduced. 
‘What the other person in a conversation is looking at’ is ‘something that expresses 
his visual information.’ In other words, sharing information, such as the other per-
son’s visual information related to the ‘present environment,’ is an important point for 
smooth communication. 
 
Sharing of space through bodies. In face-to-face communication such nonverbal 
information as gestures and nodding produces an entrainment of biological rhythms 
and makes communication more efficient [5]. For example, we draw a partner into 
conversation by nodding. In this way, communication using body language is human-
human communication. Embodiment shares time and space through each other’s 
bodies and supposes that people share knowledge and situations with a communica-
tion partner. Trust in one’s partner also emerges. We propose a communication  
system that incorporates these features [6]. 

3   Cooperative Task Experiment in Real World: Experiment 1 

3.1   Purpose 

This experiment examines hypotheses about the differences of agent bodies and 
whether information offered by agents corresponds to the environment influence of 
human evaluations of agents. We set a treasure hunt game as a cooperative task prob-
lem in the real world. First, we observed whether the information of the real-world 
agent or the virtual-world agent was more trusted. Second, we observed which agent is 
more trusted: the agent providing information that corresponds to the environment or 
the one providing information whose correspondence with the environment is vague. 

3.2   Participants and Task 

45 university students from 18 to 25 years old participated. Subjects performed a sim-
ple treasure hunt game with an agent (Fig. 3) and began from the starting point shown 
in Fig. 1. The agent presents route selection information to arrive at the diverging 
point. The content of the agent instructions about the route selection to the diverging 
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point is assumed to be correct. When subjects go through the maze and arrive at the 
correct place (one among T1, T2, T3, and T4 in Fig. 3), they find three paper cups 
where the chest is assumed to be located. The treasure is defined by a constant sound 
that originated from one of the three cups. Subjects used a parabolic reflector to under-
stand to some extent which paper cup is producing the sound. The agent gives informa-
tion about which of the three is the treasure. A number is written on the paper cup, and 
the agent provides information by saying a number. We compared cases where the 
agent showed the correct number with the incorrect number to observe the behavior 
differences of subjects when specifying treasure from the three treasure chests. Fig. 4 
shows the treasure specified with a parabolic reflector. 

 

 

3.3   Conditions 

There are two factors: agent's body 
(body factor) and the relation  
between the information and envi-
ronment (environment factor) (Ta-
ble 1). There are three body factors: 
robot (Fig. 5), CG (Fig. 6), and the 
computer. There are two environ-
ment factors: corresponding and 
vague. The corresponding informa-
tion is the instructions about the 
concrete route selection (example: 
That is the right route.). The vague information is not instructions about the concrete 
route selection but rather the position instructions of the treasure with a direction and 
a distance (example: It is 100 cm in the 12 o'clock direction.). There are 3 x 2 = 6 
conditions.  

The body factor is between the subjects, and the environmental factor is within the 
subjects. Subjects played the treasure hunt game four times, twice in each environ-
mental factor. First, we lowered the degree of difficulty of choosing from three by 
increasing the volume, and agents provided correct treasure information to form a  
 

Diverging point 
Treasure

Starting
point

6000 mm

4500 
mm

Partition
950～1800 mm

T1

T2

T3

T4

Fig. 3. Overview of task field 

500 mm

Fig. 4. Subject identifies which sound is 
emitted from among three paper cups 

Fig. 5. Robot agent Fig. 6. CG agent 



146 Y. Takeuchi and H. Naito 

Table 1. Conditions in Experiment 1 

 
 
 
 
 
 
 

relationship of mutual trust with the participants. In the second, we raised the degree 
of difficulty by reducing the volume, and agents gave incorrect treasure information. 
Here we observed whether subjects believed the sound or themselves. 

3.4   Hypothesis 

 This experiment was performed based on a hypothesis that people will willingly trust 
information from objects that share an environment (Hypothesis 1) and information 
that corresponds to the environment (Hypothesis 2). This experiment task played a 
treasure hunt with agents who presented correct information about the route selection 
and information about the treasure’s location. When an agent gives incorrect informa-
tion to identify the treasure, we expect that subjects will trust hints from the robot 
agent more and obey the instructions, and the subject will trust hints more from agents 
that provided corresponding information when the subject is choosing a route. Ac-
cording to this hypothesis, we predict the following: 

• In the body factor, the reception frequency for information from the robot agent is 
significantly higher than the reception frequency of the two other levels (Condi-
tions A, B > Conditions C, D, E, F). 

•  In the environment factor, the reception frequency for the corresponding informa-
tion is significantly higher than the reception frequency for the vague information 
(Conditions A, C, E > Conditions B, D, E). 

3.5   Results 

We assigned 15 people in each body factor. The results for the number of times a 
subject obeyed when the agent gave incorrect information appear in Table 2 and  
Fig. 7. In the body factor, subjects readily obeyed the instructions of the robot agent 
more than the instructions of the CG agent and the computer, and there is hardly a 
difference between the CG and the computer. In the environment factor, subjects 
easily obeyed the corresponding information for the robot condition. But there was no 
meaningful difference. 

Next we regarded the case where the subject obeys the instruction as 1 point and 
doesn’t obey as 0 point and performed a two-way repeated measure analysis of vari-
ance. Analysis revealed that the simple main effect of the body factor is significant 
(F(2,42)=3.57, p<.05). A simple main effect of the environment factor was not seen 
(F(2,42)=0.79, n.s.). In addition, we performed a multiple comparison with the LSD 
method, and the averages of the robot condition were significantly larger than each 
average of the other two conditions (MSe=0.2523, p<.05). 

 

Environment factors  
Corresponding Vague 

Robot Condition A Condition B 
CG Condition C Condition D 

Body 
factors 

Computer Condition E Condition F 
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Table 2. Number of times instructions were obeyed in Experiment 1 

Robot CG Computer

Corresponding Vague Corresponding Vague Corresponding Vague
Total

Obey 13 9 7 6 6 7 48

Disobey 2 6 8 9 9 8 42

Total 15 15 15 15 15 15 90
 

3.6   Consideration 

Our experiment results show 
that the existence of a body in 
the real world improves the 
agent evaluation; Hypothesis 
1 was supported. This result 
resembles the preceding study 
described in Section 2.2. In 
the real-world task, humans 
easily trusted agents who 
exist in the real world. Be-
cause the subject actually had 
a robot, the vibration of the 
robot’s movement  
may have strongly  impressed  
subjects with the agent’s existence.  

On the other hand, no significant difference was seen for the environment factor; 
Hypothesis 2 was not supported. The following is offered as the reason. First, since 
we experimented on two conditions of the environmental factor with one subject with 
the same agent, the agent may not have been distinguished between the two condi-
tions. Second, vague information produced a hesitation of the route choice and an 
assumption that the agent reliability had deteriorated. However, a correct route choice 
was enabled by vague information because we repeatedly experimented with a com-
paratively easy maze; no difference appeared.  

In addition, because a difference was only seen as a tendency between the envi-
ronmental factors for the robot, agent reliability will increase most by exchanging the 
information that corresponds to the environment, assuming that the body exists in the 
real world. 

4   Cooperative Task Experiment in Virtual World: Experiment 2 

In Experiment 1, all humans, agents, and tasks were unified in the real world. If the 
task were something in the virtual world, we believe that the place where agents exist 
is important because humans exist in the real world, but the task exists in a virtual 
world. Therefore we experimentally inspected the agent’s physicality in a virtual 
world in a treasure hunt game that resembled Experiment 1. 

30%

40%

50%

60%

70%

80%

90%

Robot CG Computer

Correspon
ding

Vague

   Fig. 7. Percentage who followed instructions in  
   Experiment 1 
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4.1   Purpose 

This experiment examines the hypotheses about the differences of agent bodies and 
the methods of presenting information that influence human evaluations of agents. 
We set a treasure hunt game as a cooperative task problem in the virtual world. First, 
we observed whether the information of the real-world agent or the virtual-world 
agent is more trusted. Second, we observed whether the absolute information that uses 
a direction was expressed in the virtual world for the screen direction or the relative 
information that uses a direction against the screen direction. 

4.2   Participants and Task 

34 university students from 18 to 25 
years old participated and performed a 
simple treasure hunt game with agents 
using a maze in an immersive, virtual 
three-dimensional space. Agents led 
subjects to the treasure’s location. Sub-
jects arrived at the diverging point when 
they went through the maze. At the di-
verging point, first we showed correct 
information about in which direction the 
treasure exists against the present posi-
tion by sound. The sound information, 
which is the direction where the treasure 
exists, may not show the correct route. 
Second, agents presented route selection information. The content of the agent in-
structions about the route selection to the diverging point are assumed to be correct. 
We observed which information the subject believed when the sound information did 
not agree with the information by the agent. Fig. 8 shows a experiment system screen 
that used a virtual agent. 

4.3   Conditions 

There are two factors: agent's body (body factor) and relation between information 
and environment (environment factor) (Table 3).  

There are two body factors: robot and CG. There are two environment factors: relative 
and absolute. The relative information is the instructions that included a direction against 
the direction of the subject eyes (screen direction) (example: That is the 9 o’clock direc-
tion.). Absolute information is the instructions that provided a direction expressed in the 
virtual world (for example: That is northeast). There are 2 x 2 = 4 conditions. 

The relative instruction is the information presentation method based on the subject 
viewpoints (environment) because the instructions are based on information provided 
from the subject viewpoints. Therefore, we assume that the cognitive load is light. 
Meanwhile the absolute instruction method does not correspond directly with the 
environment of the subjects because it is based on the virtual world’s environment. 
Therefore, we assume that the cognitive load grows because the instruction content 
must be associated with the virtual world’s environment. 

Compass
（Arrow direction is north）

Diverging point

CG agent

Fig. 8. Experimental task 
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The body factor is between subjects, and the environmental factor is within  
subjects. Subjects performed the treasure hunt game four times, twice in each envi-
ronmental factor. In the first game, we led subjects accurately to the place with the 
treasure by matching the sound information to the agent instructions. Agents provided 
correct treasure information to form a relationship of mutual trust with the subjects. In 
the second game, we changed the sound information so that it differed from the agent 
instructions. Here, we observed whether subjects believed the sound or the agent. 

Table. 3. List of conditions in Experiment 2 

Environment factors  
Relative Absolute 

Robot Condition A Condition B Body 
factors CG Condition C Condition D 

4.4   Hypothesis 

This experiment was performed based on a hypothesis that people will easily trust 
information from objects that exist in the same environment as the task (Hypothesis 1) 
and information from objects that present information based on one’s own environ-
ment (Hypothesis 2). When instructions by agents and the sound information are 
different, we expect that subjects will trust the hints from the GG agent more and 
obey the instructions and subjects will trust hints more from the agent that provided 
the relative information. According to this hypothesis, we predict the following: 
• In the body factor, the reception frequency for the information from the CG agent 

is significantly higher than the reception frequency for the information from the 
robot agent (Conditions C, D > Conditions A, B). 

• In the environment factor, the reception frequency for the relative information is 
significantly higher than the reception frequency for the absolute information 
(Conditions A, C > Conditions B, D). 

4.5   Results 

We assigned 17 people in each 
body factor. The results for the 
number of times subjects 
obeyed when the instructions by 
agents and sound information 
were different appear in Table 4 
and Fig. 9. In the body factor, 
subjects readily obeyed the 
instructions of the robot agent 
more than the instructions of the 
CG agent. In the environment 
factor, subjects easily obeyed 
the relative information more 
than the absolute information. 

10%

20%

30%

40%

50%

60%

70%

Robot CG

Relative

Absolute

Fig. 9. Percentage who followed instructions in 
Experiment 2 
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Next we performed a two-way repeated measure analysis of variance using the 
same method as Experiment 1. No significant difference was observed in the body 
factor (F(1,32)=1.52 ,n.s.). The simple main effect of the environment factor is signifi-
cant (F(1,32)=5.31, p<.05). 

Table 4. Number of times instructions were obeyed in Experiment 2 

Robot CG  
Relative Absolute Relative Absolute 

Total 

Obey 10 7 9 3 29 
Disobey 7 10 8 14 39 

Total 17 17 17 17 68 

4.6   Consideration 

Our experiment results show that the place where agents exist does not influence the 
reception frequency of the subject for the agent instructions; Hypothesis 1 was not 
supported. Because a tendency was observed of easily obeying the instructions of the 
robot agent, we assumed that the impression between the robot and the CG was dif-
ferent, even though the difference of agent embodiment did not directly influence 
subject behavior. We believe that the quality of the information for the receiver of the 
instructions changes even if the instruction content remains the same, regardless of 
the task environment, because the body of the agent exists in the same environment as 
the human. 

On the other hand, the results show that the reception frequency for the relative in-
formation is greater than for the absolute information; Hypothesis 2 was supported. 
The method that uses absolute coordinate based on direction in the virtual world is 
accompanied with a high cognitive load, so it is necessary to check which direction 
we are facing. On the other hand, interpretation was quick of the method based on the 
direction the screen faces. Subjects apparently avoided interpreting the absolute in-
structions with cognitive load and followed the relative instructions that they could 
interpret intuitively. 

5   General Discussion and Conclusion 

This study examined whether the place where agents exist and the relation between 
information and environment affected the reliability of information presented by 
agents through two real and virtual world tasks. Through this study we showed the 
following: 

• In the real-world task, the reception frequency for information from the agent in-
creased since the bodies of both humans and agents exist in the same environment: 
in the real world. 

• In the virtual world task, the reception frequency for information from agents 
tended to increase since the bodies of both humans and agents exist in the same 
environment: in the real world. 
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• The reception frequency for information from agents increased because the instruc-
tions corresponded to the environment of the human’s viewpoint.  

In the agent’s embodiment, we revealed the utility of the substance agent in the real 
world task from Experiment 1. This utility was also suggested in the virtual world 
task from Experiment 2. These suggest that when we work cooperatively with agents, 
we feel as if we are sharing the same environment with them because their bodies 
exist in the real world where humans exist regardless of the task environment. Even if 
the information context is identical, perhaps only a different form of agent bodies 
changes the quality of information to the receiver of information. In these two ex-
periments, humans existed in the real world. The utility of virtual agents is expected 
when humans exist in the virtual world. 

In the relation between information and environment, we revealed that the method 
of presenting information that corresponds to the human environment, especially the 
view environment, raises the reception frequency for information. This suggests that 
human cognitive load may be reduced by concealing information in environments 
when humans acquire it through interaction with the outside world. 
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Abstract. In recent years, the scope of users receiving information from infor-
mation systems has been increasing. However, the timing of interruption is not 
controlled in most of these systems. In this paper, we propose a secretary agent 
to mediate interactions between users and others. The agent estimates user in-
terruptibility from PC operation records and head motions. Moreover, the agent 
requests interaction from others by controlling the avatar’s gaze, joint attention, 
and mutual gaze on the basis of the interruptibility. We confirmed the useful-
ness of the mediation based on the estimation of user interruptibility. 

Keywords: interruptibility, estimation, human–agent interaction, application 
switching. 

1   Introduction 

In recent years, the scope of users receiving information from information systems 
has been increasing with the popularization of the Internet and ubiquitous computing 
environments. Although the frequency of interruptions from systems such as mail 
alerts, instant messaging tools, and software agents has been increasing, the timing of 
such interruptions is not controlled in most information systems. Previous studies [1] 
have indicated that frequent interruption without considering the user’s status frag-
ments the user’s work time and decreases productivity. Therefore, automatic status 
estimation and ambient interruption methods are expected to assist in avoiding unin-
tended interruptions. 

One potential method for estimating a user’s online status is by monitoring PC op-
erations or by using sensors [2-6]. However, these physical activity indices do not 
capture all instances of the intellectual activities that should not be interrupted,  
because intellectual activities do not always have observable outputs. Another ap-
proach is to estimate the breakpoint of a task [7, 8]. At the breakpoint, the user’s inter-
ruptibility is expected to increase instantaneously. However, this approach requires 
task-structure analysis to determine the interruptibility level of the breakpoint.  

We considered focused application switching (AS) as a breakpoint in PC work. Our 
experimental results demonstrated that the interruptions at AS are significantly more 
acceptable than those during continuous work. Finally, we proposed a user interrupti-
bility estimation method for AS timing [12]. 
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In this paper, we propose a secretary agent to mediate interactions between the user 
and other users or systems, in order to start accepting interactions with others, based 
on the interruptibility estimation method. The agent gently requests interactions from 
the user by using gazing actions (joint attention and mutual gaze) and leads the user to 
confirm the request on his/her own. We experimentally confirmed the usefulness of 
the agent for estimation and mediation between users and others. 

2   Related Studies 

2.1   Estimation of User Business/Interruptibility 

There are several related studies regarding user-status estimation by various tech-
niques; e.g., counting the keystrokes or mouse clicks and using various sensors placed 
in the work space or on the users [2-6]. These methods are expected to adequately 
estimate the user’s status when the status has observable physical activity indices. 
However, intellectual activity such as deep thinking has no observable output. More-
over, it is practically difficult to place various sensors on the user or in the work 
space. 

On the other hand, some studies have reported a relationship between interruptibil-
ity and breakpoints [7, 8]. At a breakpoint, the user’s interruptibility is expected to 
increase instantaneously even if the work requires intellectual activity. Furthermore, it 
has been suggested that the kind of the breakpoint affects interruptibility. However, 
this method requires an analysis of the task structure to determine the level of the 
breakpoint. Multi-tasking during PC usage is also a potential difficulty in the applica-
tion of the task-structure based method. Therefore, it is still a challenge to distinguish 
the level of interruptibility at a breakpoint. 

Moreover, the interruptibility expression must be intuitive in order to reduce the 
user’s cognitive load. Some studies have examined ambient awareness using nonver-
bal information. Movements of the head, face, and body were determined to be effec-
tive in expressing nonverbal behavior [9]. The expression of interruptibility using 
nonverbal information through an avatar appears promising for the intuitive recogni-
tion of a user’s status. 

2.2   Study of Application Switching for User Interruptibility Estimation 

We used focused application switching (AS)—transition of the active application 
window—as a breakpoint in PC work [12]. AS is considered to be the user’s inten-
tional switching of the working space or working target. Therefore, the user’s concen-
tration at AS is expected to be instantaneously weakened compared to that during 
continuous work. Moreover, AS commonly and frequently occurs in PC work and is 
easily detected. Thus, AS offers scope for information presentation with less risk of 
task disturbance.  

To examine this assumption, we experimentally collected and analyzed PC opera-
tion records and subjective interruption evaluation logs. Experimental results demon-
strate that interruptions at AS are significantly more acceptable for users than those 
during continuous work (p < 0.01, t-test).  
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Therefore, we analyzed the relationship between interruptibility scores and the in-
dices calculated from the operation records, which were expected to reflect the inter-
ruptibility at AS. Finally, we defined the estimation rule on the basis of co-occurring 
indices at the same AS, and decided to judge the interruptibility using three levels in a 
way similar to the previous works, for practical utility. Figure 1 shows the experimen-
tal results of the interruptibility estimation using our proposed method. The results 
demonstrate that the proposed estimation method allows information systems to re-
duce the risk of serious work disturbance due to interruptions. 

 

Fig. 1. Results of interruptibility estimation using three levels 

3   Secretary Agent 

We proposed an interaction initiation method with acceptable timing by using an 
agent to mediate the interaction based on the user-interruptibility estimation. In this 
section, we explain the concept of agent mediation and details of agent architecture. 

3.1   Concept of Interaction Initiation by Agent’s Mediation 

The above analysis indicates that interruptions at AS are significantly more acceptable 
for users than those during continuous work. Based on this analysis, we proposed the 
interruptibility estimation method. This method provides a controlling interruption 
timing that is useful to initiate interactions without causing problems of disturbance 
from online users or other information systems. However, as the estimation has an 
error, there is a risk of unintentional disturbance. Therefore, we need to consider a 
method that is robust against estimation errors.  

Interruptions by pop-up windows or sounds may seriously disturb the user’s work. 
Therefore, an ambient and natural presentation of the interruption is necessary to 
enable the busy user to not respond until a break [9-11]. Moreover, it is difficult to 
predict a highly interruptible time. Therefore, assistance from the information system 
is needed for smoothly starting the interaction at a high-interruptibility period. 

In this research, the secretary agent estimates user interruptibility and receives in-
teraction requests from a user or system in bulk. After receiving the request, the agent 
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starts to convey it at a high-interruptibility period by using an ambient presentation. 
The presentation is based on actions in human daily life, “wait and see how the inter-
action partner works.” In particular, the agent gently presents the request to the user 
by gazing actions and leads the user to start the interaction. Therefore, the agent’s 
mediation causes a shift of positions between the interrupter and the interrupted user.  

Figure 2 shows an example of dialog initiation by the secretary agent. The dialog 
initiation has the following steps:  

1. Request dialog: If user A wants to start a dialog with user B, A sends a dialog 
request to B’s agent through his/her own agent via the network. Then A awaits a 
message from B while doing his/her own work. 

2. Start appeal: The dialog request by A is sent to the secretary agent of B, and the 
agent starts to present the dialog request unobtrusively by using gaze controls, joint 
attention, and mutual gaze. The agent continues to appeal to B according to his/her 
interruptibility. 

3. Notice: If B notices the appeal and decides to start a dialog with A, B sends an 
instant message using the system to A. On the other hand, B is allowed to not re-
spond to the request until a break, because A is doing his/her own work and is not 
able to recognize whether B has not noticed the appeal or is ignoring the request. 

3.2   Overview of the Secretary Agent 

Figure 3 shows the architecture of the secretary agent. The developed agent consists 
of two main functional components, the user’s interruptibility estimation component 
and the request appeal component. 

The interruptibility estimation component monitors the user’s PC operation activity 
and head position using a web camera and then estimates user interruptibility using 
three levels based on our proposed method [13]. The estimated interruptibility is used 
to control the intensity of an appeal using a CG avatar. The request appeal component 
expresses the existence of an interaction request from others by the joint attention and  
 

 

Fig. 2. Example of dialog initiation by the secretary agent’s mediation 
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Fig. 3. Architecture of the secretary agent 

 

Fig. 4. Example of user environment 

mutual gaze motions. The presentation strength and timing of the request are modified 
on the basis of the estimated interruptibility in order to attain pleasant and acceptable 
dialog initiation. 

Figure 4 shows an example of user environment using the secretary agent. In this 
study, we propose using a USB sub-monitor to display the agent. Moreover, a web 
camera, which is used to capture the user’s head position, is set up at the top of the 
sub-monitor. This not only improves the practicality, because it does not encroach 
upon a user’s working area, but also reinforces the weak awareness of software 
agents. Moreover, a sense of intimacy and reliance on the agent are achieved easily 
because of the continuous interaction with the agent existing at the same location. We 
expect that a positive impression of the agent reduces the adverse effect due to the 
estimation effort. 

Function I: User interruptibility estimation 
The agent estimates the user interruptibility at AS timings in three levels based on our 
proposed method [13]. One difficulty in the previous research was that there were 
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insufficient opportunities to interrupt at high interruptibility, only twice an hour. 
Therefore, in this study, we developed a method to estimate the interruptibility even 
during continuous work (not application switching: NAS). 

To improve the accuracy of the estimation and to expand the estimation range of 
the target work, we considered using the user’s head motion because it tends to reflect 
the user’s motivation toward the current work [14]. To recognize the user’s head 
motion, the agent captures the user’s image using the web camera, and then detects 
the user’s facial position and motion using OpenCV. 

Function II: Ambient appeal of interaction requests 
The agent presents a specific interaction request by using both joint attention and 
mutual gaze.  

− Joint Attention: If the partner is in the NAS state, the agent occasionally observes 
the user’s active window, which might be the user’s current work space. The agent 
then appeals that the requested user is interested in the partner. 

− Mutual Gaze: On the partner’s AS, the agent gazes at the user who might be sit-
ting in front of the monitor. At the time of AS, the interruptibility of the user will 
be reduced temporally, and so the agent uses a stronger presentation of the request, 
“face to partner,” to influence the user to talk. 

User interruptibility continually changes during the user’s task. Therefore, the inten-
sity of the appeal should be changed according to user interruptibility, or else the 
appeal would easily disturb the user’s concentration even if it was ambient. Figure 5 
shows a model of appeal intensity control for joint attention and mutual gaze based  
on an utterance attitude model [12]. The largeness and frequency of movement are  
 

 

Fig. 5. Appeal intensity control for joint attention and mutual gaze 
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controlled on the basis of the user’s interruptibility in three levels so as not to disturb 
the user’s work. When the user’s interruptibility is low, the agent appeals the request 
by using small movements and a low frequency. On the other hand, when the inter-
ruptibility is high, the agent frequently appeals the request by using large movements. 

4   Experiment 

The principal aim of this experiment is to confirm whether our interruptibility estima-
tion method is useful for controlling presentation timing and whether the usage of a 
sub-monitor affects the impression of the secretary agent. 

4.1   Procedure 

In this experiment, the agent interrupts a subject performing given tasks in four ex-
perimental conditions. On being interrupted, the subject evaluates the interruptibility 
at the time. The evaluation is scaled from 1: “Absolutely uninterruptible” to 5: “No 
problem.” Moreover, the subject evaluates his/her impression of the agent from three 
viewpoints by using a five-point scale: accuracy of interruption timing, tolerance of 
poorly timed interruptions, and motivation to use the agent. The subjects were eight 
university students who participated in this experiment in an environment shown in 
Figure 4. The subjects were assigned two tasks, a paper test and a puzzle. In addition, 
they were informed that the agent estimates the interruptibility and interrupts at highly 
interruptible times. 

Two factors are crucial in this experiment. One is the control of presentation tim-
ing; the agent either interrupts the subject at random or estimates the interruptibility 
and interrupts at a highly interruptible time. The other is the position of the secretary 
agent; at the corner of the main monitor or sub-monitor. We set four experimental 
conditions as follows: 

− A) Random timing and displaying in main monitor. 
− B) Random timing and displaying in sub-monitor. 
− C) Estimated timing and displaying in main monitor. 
− D) Estimated timing and displaying in sub-monitor. 

4.2   Results and Discussion 

Figure 6 shows the evaluated interruptibility scores in random and estimation condi-
tions. The average interruptibility of random interruptions was 2.5, whereas the aver-
age interruptibility of estimated interruptions was 3.6. Almost all random interruptions 
were during low interruptibility. On the other hand, the estimated interruptions were at 
high interruptibility. The interruptions at estimated timings were significantly higher 
than those at random. Thus, the results indicate the usefulness of the control of presen-
tation timing based on the proposed method. 

Figure 7 shows an interaction diagram of the four experimental conditions. The re-
sults of two-way factorial ANOVA without replication indicate that the level of inter-
ruptibility significantly affects the impression of the agent for all evaluations. Thus, it 
is considered that the interruption timing is very important for the impression of the 
agent because the agent has a well-defined purpose of controlling presentation timing.  
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Fig. 6. Evaluated interruptibility: random vs. estimation 

 

Fig. 7. Interaction diagram of evaluated scores 

There was no significant difference regarding the display position of the agent. 
However, the subjects rated the agent displayed in the main monitor higher than that in 
the sub-monitor when evaluating the tolerance of a poorly timed interruption. At this 
point, we additionally interviewed the subjects regarding the reasoning behind this 
high rating. Some subjects assigned low scores for the tolerance because they expected 
improved agent performance with the use of particular devices and spaces such as a 
sub-monitor, and were disappointed because they did not observe any particular advan-
tage of the device. In this experimental condition, we had turned off the request-appeal 
function because we attempted to evaluate the availability of the proposed estimation 
method. Therefore, the agent never moved during the experiment, even if it had a dedi-
cated device and space. The user evaluates the agent according to not only its perform-
ance but also the cost or impression of the devices that comprise it. 

5   Conclusions 

In this paper, we proposed a secretary agent to mediate interactions between a  
user and other users or systems in order to start accepting interactions based on the 
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interruptibility estimation method. We experimentally confirmed that our proposed 
estimation method is useful for controlling the agent’s presentation timing. In the 
future, we shall experimentally evaluate the ambient appeal method by using gazing 
actions to interrupt without causing stress. 
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Abstract. This paper outlines how the Sensibility-Aesthetics Ontology project 
aims to construct a comprehensive knowledge-base of sensibility-aesthetics  
related concepts. The target of the current paper is to examine ‘kawaii’ (cutism) 
in Japanese and Chinese culture. Using a combination of four methodologies 
(meta-analysis of dictionary definitions, quantitative analysis of linguistic us-
age, content analysis of voluntarily produced text containing the target concept, 
and structured interviews concerning the cognitive components of the target 
concept), cognitive components of the concept were formalized into a frame 
structure. The typical frame for Japanese cutism is: experiencer - mother,  
female, male; user - female; appraisal - small, weak; object - girl, baby, infant, 
pet, everyday things, animal, plant; subjective experience - attachment, 
charmed; action inclination - protect, possess, emotion share, conceal. Chinese 
cutism has similar framing terms although the ‘object’ component has far fewer 
variants than Japanese. As an application of the constructed cutism ontology, an 
analysis of the cutism words used in the novels of Haruki Murakami was  
discussed. 

Keywords: Cutism, Aesthetic emotions, Ontology, Frame, Semantics. 

1   Introduction 

The Sensibility-Aesthetics Ontology project is collecting and analyzing lexical items 
and concepts in the following semantic fields: Sensory {red, soft, sweet, ...}; Sensibil-
ity {beautiful, pure, gaudy, ...}; Evaluations {good, suitable, reasonable, ...}; Values 
{sacred, patronizing, terrible, ...}; Attitudes {love, hate, approving, ...}; Emotions 
{happy, sad, angry, ...}; Volition {wishes, decisions, plans, ...}; Beliefs {believe, 
doubt, pray, ...}; Intention {praise, accuse, ask, ...}. For the human-computer interac-
tion (HCI) task in general, identifying a participant’s state of mind plays an essential 
role. Sensibility-Aesthetics Ontology is aiming to capture the most subtle and delicate 
states of mind to benefit the most advanced HCI projects. 

The target concept of the current paper is ‘kawaii’ (cutism) in Japanese and  
Chinese. The concept was chosen on the basis of its popularity and idiosyncrasy in the 
Far East Asia culture. 
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2   Method 

The sensibility concept cutism is closely associated to the aesthetic emotion of cutism. 
To analyze the internal structure of sensibility-aesthetics concepts, we have been 
developing a synthesis of four methodologies: (a) meta-analysis of dictionary defini-
tions; (b) quantitative analysis of linguistic usage; (c) content analysis of voluntarily 
produced text containing the target concept; and (d) structured interviews covering the 
cognitive components of the target concept. We applied the multi- methodology [1] to 
Japanese and Chinese cutism. 

For the multi-methodological approach to sensibility concepts, we have developed 
a theoretical framework of the emotional processes at work.  As shown in Fig. 1, we 
are employing cognitive appraisal theories of emotion. 

 

 

Fig. 1. Cognitive appraisal framework for sensibility concept: A case for cutism 

For the meta-analysis of dictionary definitions, we analyzed four Japanese dictionar-
ies and two Chinese dictionaries. We used two methods to gauge cutism: a 
‘cause/effect’ relationship and an ‘object-situation-emotion-action’ scenario, we used 
these to unpick the definition descriptions.  Fig. 2 shows a case in a Japanese dictionary. 

 

Fig. 2. A meta-analyzed slot structure for cutism: The case of Daijisen [2] 

For the quantitative analysis of linguistic usage, we obtained semantically anno-
tated word frequency data from the Case Frame Compilation corpus [3] developed at 
Kurohashi-Kawahara Lab, Kyoto University. The corpus is based on 470M Japanese 
sentences collected by a web crawler, and provides case frame (semantic deep case 
structure) frequency data for a given word.   

The content analysis of voluntarily produced text containing cutism was employed 
to the data collected by our own web crawler and text analyzer tools [4]. 
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The structured interviews covering the cognitive components of cutism starts with 
a question ‘Please look at the word (kawaii). What do you have in your mind?’.  Then 
the interview expands with questions related to involved situations, people, goals, 
issues, events, and wishes. 

3   Results and Discussion 

The results from the multi-methodology analysis were formalized using the cognitive 
appraisal framework described in the section 1. We have chosen the frame representa-
tion for the ontology. The typical frame for Japanese cutism is: experiencer - mother, 
female, male; word user - female; cognitive appraisal - small, weak; object - girl, baby, 
infant, pet, everyday things, animal, plant; subjective experience - attachment, charmed; 
action inclination - protecting, possessing, emotional sharing, concealing (Fig. 3).  

 

 

Fig. 3. A Frame representation of cutism: A case for Japanese 

Chinese cutism has similar framing although the ‘object’ component has far fewer 
variants than Japanese.  

As a practical application of cutism ontology, we analyzed how an author used the 
concept throughout their works over time. In Haruki Murahami’s 11 novels, we identi-
fied 58 uses of the word kawaii. Almost all these cases are categorized as a traditional 
‘young lovely lady’, without any deviation over the 11 works. We can infer from this 
that his concept of cutism follows a consistent pattern. Also working as a translator, 
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Haruki Murakami [5] recently (2010) published a Japanese translation of Raymond 
Chandler’s ‘The Little Sister’. Although the work has been known as ‘Kawaii Onna 
(cute woman)’ for several decades since Shunji Shimizu’s [6] translation (1959),  
Haruki Murakami abandoned the well-received Japanese title and adopted a simple 
transcription of the original title in katakana. Judging from the use of kawaii in his 
novels, we can conclude that Haruki Murakami’s mental concept of cutism is not broad 
enough to include the pejorative aspects of the female character as kawaii. 

4   Conclusion 

The multi-methodology approach described in this paper proved to be useful for an 
analysis of the sensibility-aesthetic concept of cutism. Its dynamism over time and 
across users appropriately captures this.   
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Research 20300074. 
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Božetěchova 2, 612 66 Brno, Czech Republic
xvogel01@stud.fit.vutbr.cz, ocenaspa@fit.vutbr.cz

http://www.fit.vutbr.cz/research/groups/nes@fit/index.php.en
2 Department of Botany and Zoology,

Masaryk University,
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Abstract. This paper describes a modified algorithm for inferring phy-
logenetic trees based on distance techniques. The input of the algorithm
consists of predefined clusters of data. It uses a usual agglomerative ap-
proach, however it involves a novel technique for distance matrix creation
as the task of clustering predefined groups of human mitochondrial DNA
sequences should be fulfilled.
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1 Introduction

Phylogenetic tree inference is a very common method for visualising evolutionary
relationships among species. Furthermore, thanks to the significant progress in
the field of molecular biology, we are now able to work with organisms on the
molecular level and thereby analyse nucleotide sequences, which can potentially
bring us much more information about the species comparing with phenotype
phylogenetic methods. The human mitochondrial genome is commonly used for
studying the origins and migrations of different human populations. Mitochon-
drial DNA is intended for this purpose because of the relatively high mutation
rate in comparison to the corresponding nuclear DNA. Moreover, forensic labo-
ratories occasionally use an mtDNA comparison to identify human remains. In
our paper, we are going to apply a novel technique of clustering of predefined
clusters to identification of whole populations of human individuals.
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2 Problem Definition

Every distance method for constructing phylogenetic trees uses a single biological
sequence as its particular input unit. That means that every leaf node in the
result tree matches exactly to one input sequence. By designing our new algo-
rithm, we work with another assumption. Let’s suppose that we have a set of
DNA sequences that can be classified into disjunct groups/clusters with high
membership probability. We indeed assume that sequences from one group are
closely related and their intra-group evolution distance is smaller in comparison
to distances of sequences from other groups. In some cases there might be greater
intra-group average distance which means that not every sequence of a group
would be present in the same subtree of standard phylogenetic analysis. In this
instance, there must be an effort made to estimate the probable position of the
aggregated node with high accuracy according to the elements of the group.

The goal is to find a proper representation for every predefined group. One
possible solution is to randomly choose a representative sequence for each group.
Another one is to build a consensus sequence for each cluster. There is, however,
a certain loss of information in both cases. We therefore present another solution
using frequence analysis of predefined clusters (see subsection 2.2).

2.1 General Distance-Algorithm Template

A phylogenetic analysis of any set of biomolecular sequences based on distance
metrics uses the following algorithm template:
Input: set of unaligned biomolecular sequences
Output: bootstrapped result tree

1. Application of multiple alignment on input sequences
2. Phylogenetic distance estimation and distance matrix creation
3. Application of appropriate distance method (mostly neighbor-joining [3])
4. Statistical evaluation of tree topology (mostly bootstrapping [4])

For our algorithm modification, points two and four are crucial.

2.2 Intra-group Analysis

Let’s assume we have a predefined cluster. There is the need to find a proper
representation of this data structure for future distance estimation among other
clusters. We perform an intra-group frequence analysis of every single apriori
cluster. The situation is depicted in figure 1.

We count for every single column of the group X (in fig.1 repesented by three
sequences) so-called position-specific clustering vector (hereinafter PSCV), which
contains the relative occurence of nucleotides (T, C, G, and A) in a concrete po-
sition. We thereby receive a sort of representative sequence in the form of a
simple table, on which the probabilities of nucleotide occurences for every se-
quence position are depicted. It is straightforward that the sum of elements of
every single PSCV must be 1 (as the sum of probabilities of nucleotide states in
the site has to be exactly 1).



Constructing Phylogenetic Trees Based on Intra-Group Analysis 167

Fig. 1. Cluster data transformation to frequence analysis table

2.3 Distance Estimation between Two Distinct Clusters

The task in this subsection is to estimate the number of substitutions between
two distinct clusters, that is, how many substitutions do we need to perform
to get from one cluster to another cluster. Let’s assume we have cluster A and
cluster B and their PSCVs on position n, that is vA[n] and vB[n], respectively.

vA[n] =

⎛
⎜⎜⎝

pT
A

pC
A

pA
A

pG
A

⎞
⎟⎟⎠ , vB[n] =

⎛
⎜⎜⎝

pT
B

pC
B

pA
B

pG
B

⎞
⎟⎟⎠ (1)

To attain the probability of substitution from nucleotide T to T (which means,
both clusters contain nucleotide T at this position), we simply multiply pT

A
by pT

B
,

which goes for the three remaining nucleotides, as well. That is, to get probability
Nn, that no substitution occurs at position n, we simply perform a dot product
of vA[n] and vB[n]. The probability of substitution at this position is therefore
Ns = 1 − Nn.

The evolution distance between two nucleotide sequences can be estimated
with the Jukes-Cantor substitution model [2] (see equation 2). p̂ in equation
2 stands for the proportion of substitution sites to all sites in the examined
sequences and is also known as p distance [5]. We extend this model combining
with the previously mentioned theoretical explanations. That is, to estimate p̂ we
add Ns values of every nucleotide position together and divide it by the length
of the representative sequence (number of rows in table from figure 1).

d̂ = −3
4
ln(1 − 4

3
p̂) (2)

3 Case Study on Human mtDNA

We applied our new method to human mitochondrial DNA analysis. It consists
of whole mitochondrial genomes of individuals from all over the world. Analysed
sequence groups are listed on table 1.

The data come from [1] except the last two records. We additionaly obtained
4 chimpanzee mitochondrial genome sequences from [9].

The motivation was to reconstruct a phylogenetic tree of different human pop-
ulations with our algorithmic solution and compare it with a relevant previously
published study. We worked with the assumption that intra-group variability of
a specific nation is smaller than that between different populations.
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Table 1. List of processed human mitochondrial genome populations (and eventually
a person who collected the collection in parentheses – if known) along with groups
joined into and numbers of sequences worked with

Data Predefined group Number of sequences

European (Kivisild)
Europe 215Sardinian (Fraumene)

Italian (Achilli)

Papua New Guinean (Ingman)
Australia/Oceania 41Melanesian (Kivisild)

Australian (Ingman)

Japanese (Tanaka)
East Asia 720

Chinese (Kong)

American [7] America 5

African [8] Africa 4

3.1 Data Preparation

The mitochondrial genome of humans consists of approx. 16 kbp. We simply
selected highly polymorphic genome sites and their neighborhood, and with this
received sequences of approximately 200 nucleotides in length.

4 Results and Conclusion

The phylogeny of predefined groups is shown in figure 2. Chimpanzees as an
outgroup is placed at the base of the tree and followed by African human
populations outward, from which are branches that subsequently correspond
to populations from Europe, Australia/Oceania, the Americas, and East Asia.
All the clades show strong bootstrap support (figure 2). The tree topology es-
timated in our analysis agrees well with the previously published phylogeny of
51 human populations based on 650,000 common, single-nucleotide polymor-
phism loci [6], suggesting that our algorithm may be a helpful tool for future
phylogenetic analyses.

Fig. 2. Constructed phylogenetic tree with 500 bootstrap replications; the scale bar
indicates p distance of reconstructed branches
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Abstract. This paper presents an interview-based study of the defini-
tion of sequence similarity in different application areas of event-based
data. The applicability of nine identified measures across these areas is
investigated and discussed. The work helps highlight what are the core
characteristics sought when analysing event-based data and performs a
first validation of this across disciplines. The results of the study make
a solid basis for follow-up evaluations of the practical applicability and
usability of the similarity measures.

Keywords: Event-based data, event-sequences, evaluation, qualitative
study, similarity measures.

1 Introduction

Event-based data, or event-sequence data, are encountered daily in a large range
of disciplines. An event-based dataset consists of a collection of sequences of
ordered events with or without a concrete notion of time [1]. This implies that
the events may have an exact time-stamp associated with them or time may be
relative and implicitly derived from their ordering. Examples of event-based data
include medical records and procedures, time-use data, historical, biographical
and career path data, internet session data, traffic incident data, process control
data, and administrative process data. Even though, the data in each of these
fields are of an event-based nature, they do display variations in their character.
In time-use, historical, biographical and career data, for example, each recorded
event has a time duration associated with it. When talking about medical event
or traffic incidents the events are often regarded as instantaneous.

The process of analysing event-based data includes identifying and querying
for patterns within event-sequences, comparing them and finding similarities
between them. The patterns sought often have the form of shorter sequences of
events, sub-sequences, which collectively exhibit a specific interesting behaviour.
They may appear frequently and/or be evenly distributed, they may exhibit
some sort of repetitious behaviour, or even stand out as outliers. Revealing sub-
sequence similarities between data records enables their comparison, analysis
and classification and can even provide a good basis for predictions.

M.J. Smith, G. Salvendy (Eds.): Human Interface, Part I, HCII 2011, LNCS 6771, pp. 170–179, 2011.
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(a) Reference sequence containing the sub-sequence e1, e2, e3, e4 against which
the other are compared.
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(b) The start times of the sub-sequence events are equal to the reference, their
duration and intervening periods differ.
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(c) The duration of each of the sub-sequence events is the same, their start
times and the intervening periods differ.
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(d) The sub-sequence is identical to the reference but is displaced in time.

t
0 30 60 90 120 150 180 210 240

e
2

e
3

e
4

e
1

(e) The total sub-sequence has equal duration to the reference, but the distinct
events have different start times and durations.

Fig. 1. How is similarity defined? Comparison example of five event-sequences (a-
e) drawn along a time-axis, t. All sequences contain the four-event sub-sequence
(e1, e2, e3, e4) in different variations. Sequence (a) is the reference event-sequence
against which the remaining event-sequences (b-e) are compared. The question is which
sequence is more similar to the reference and why. Depending on the task and applica-
tion area, different definitions of similarity are possible and hence answers may vary.

Information visualization and data-mining techniques facilitate interactive
and automated analysis of event-based data by comparing and classifying in-
dividual records [1,2]. For such comparisons to be made, however, what makes
sequences similar has to be determined and quantified. A set of similarity mea-
sures needs to be defined, and to do this what is characteristic, important, and/or
interesting about an event-sequence has to be identified.

In previous work with time-use data, we have considered which attributes sig-
nify similarity between individuals’ daily activity sequences and have identified
a set of similarity measures tailored for such data [3]. In this paper we explore
if and to what extent these measures have a wider applicability to event-based
data. We explore four different application areas which we regard as distinct
from each other and representative of several variations in the character of their
data. We have performed interviews with domain experts from these areas and
present and discuss the results of these interviews.
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2 Motivation

Similarity as a notion can be subjective and depends largely on the characteris-
tics of the data, the task, and the person performing the analysis. Figure 1 shows
a set of event-sequences containing the same sub-sequence. The events occur in
the same order but vary with respect to several measurable attributes, such as
duration and start time of the sub-sequence events and duration and number
of events occurring in between. The question is which event-sequences that are
more similar to each other, and why. For example, when comparing work careers
of individuals, the type of employment and the duration of the employment pe-
riods may be factors indicating higher similarity than the time-point during the
career path when these employments started.

The motivation of this paper is to investigate how one asses similarity when
presented sequences of events. What attributes define similarity in different ap-
plication areas? And is there a general set of measures that can be used widely.

3 Related Work

This section will present examples of definitions of sequence similarity.
Sequence analysis is an area of high interest within computer science largely

due to the extensive research in bioinformatics, which aims at identifying sim-
ilarities in biological sequences based on the assumption that similarity in the
structure of sequences also implies similarity in their function [4]. Techniques
originally developed in this research, however, have been extended to also con-
sider other types of event-based data. Sequence alignment [4] is such an example,
in which the degree of similarity between two sequences is measured by the num-
ber of ‘edit operations’ (addition, deletion, substitution/move) needed to turn
one sequence into the other. Each such operation carries a cost, the sum of which
are referred to as edit distances, for example the Levenshtein [5] and Hamming [6]
distance. Such measures define similarity based on the elements composing a se-
quence and the positions in which they appear. They give mostly indications of
local similarity and the ordering of the elements is not directly considered. By
considering sequences of elements, segments of a sequence, instead of single ele-
ments, in the similarity computation the ordering of the elements can be given
importance, as in [7].

Similarity between event-sequences has been researched by Moen [8,9]. She
too defines similarity based on edit operations but extends these to incorporate
the occurrence time of the events [8]. This is done by assigning costs depending
on the number of occurrences of an event type as well as how far an event is
moved (time difference). Therefore emphasis is given to the importance of both
event type and timing when comparing sequences. Furthermore, the concept of
similarity based on context of events is introduced [8,9]. The context of an event
is defined as the set of all event types that occur within a certain time frame
before it. With this extension focus is put, not only on the event types and
order of a sequence, but also on the relationships between event types and their
importance in the structure of a sequence.
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Matches and mismatches of events in compared sequences are considered in
the sequence similarity measure presented in [10] which brings attention to the
events interrupting a sequence of interest, meaning events that occur in between
the matched events. This measure defines similarity in terms of event types, or-
der and relative duration and is extended to also consider number of mismatched
events, meaning the number of interrupting events [11]. Another explored mea-
sure of similarity between sequences is the frequency of occurrence of segments
of consecutive elements, sub-sequences [12]. Such measures are based on the
assumption that similar sequences share common sub-sequences. Similarity can
thus be defined based on the number of common events and the ordering of these
events, as in [13] where a similarity measure for categorical data is presented.

As evident from above, similarity between sequences can be based on many
characterizing attributes which depend on the type of data as well as the objec-
tive of the task. Often, presented similarity measures are followed-up by evalu-
ation studies performed using a certain type of data. These measures, however,
are not as often evaluated across diverging application areas.

4 The Study

Nine similarity measures have been previously identified for comparing activity
diary data [3]. An activity diary is composed of a sequence of activities per-
formed during the course of the day. Within each diary, there are sequences of
activities performed in order to achieve certain tasks (activity projects). For ex-
ample, ‘grocery shopping’, ‘preparing food’, ‘eating’, and ‘doing the dishes’ can
be regarded as parts of the activity project ‘have dinner’. Looking at how such
sub-sequences are incorporated across populations (figure 2(b)) reveals similarity
between individuals and facilitates the extraction of similarly behaving groups.

Since activity diaries belong to the larger category of event-based data, it is
interesting to investigate whether the identified measures of similarity are widely
applicable to this larger category. For this reason we have investigated similarity
in the following four event-data types representing different application areas:

– Time-use data; activity diaries, biographies, careers.
– Medical health records ; patient journal data.
– Process control data; air traffic control, electricity flow, paper mill industry.
– Administrative process data; patient administration, medical process data.

These categories are chosen because each of them represents a variation of event-
based data. In time-use data events have a start time and a duration and each
event starts immediately after the previous. Medical health records have a time-
stamp associated to each event but these do not necessarily have a duration. Also,
the periods intervening events (interruptions) are of importance, especially the
duration of these. Web session data and traffic incident data are also comparable
to this type of data. In process control data, instead, a continuous flow is usually
observed and the events have the form of abrupt changes in this flow. Adminis-
trative process and industrial process data are similar in that they are defined as
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(a) Event-sequence dataset (b) Sub-sequence highlighted

Fig. 2. Example of a sub-sequence highlighted within a dataset of event-sequence
records. Similarities in how the sub-sequence is incorporated and distributed in the
data become apparent. Figure (a) shows a population of women aged 25 and older and
(b) the distribution of the activity project ‘have dinner’ within this population. This
activity project includes the activities: ‘grocery shopping’, ‘preparing food’, ‘eating’,
and ‘doing the dishes’.

processes of events that should occur and/or followed. Event-sequences reflecting
how these pre-defined sequences are executed in reality can be collected in order
to improve performance.

The measures that have been identified as representative for making such
comparisons in activity diaries, and that are investigated here for their general
applicability are listed (enumerated) below. They are concerned with the general
character of each record (1-2), with the identified sub-sequence characteristics
(3-6), and with the events interrupting an identified sub-sequence (7-9). In order
to best explain these measures we use an example. Consider the event-sequence
of figure 3. The measures will be defined by looking at how the sub-sequence
‘ABC’ is identified within the total event-sequence.

1. Fragmentation refers to the number of events composing an event-sequence;
the length of a sequence. In the example of figure 3 fragmentation is 11.

2. Variation refers to the number of unique events composing the event-sequence;
the number of distinct event types present. In the example of figure 3 the
variation is 5 (A, B, C, D, E).

3. Number of occurrences is the number of identified occurrences of an event
or a sub-sequence, meaning the number of matches found within the total
event-sequence. There are 4 instances of ‘ABC’ in the example of figure 3.

4. Start time refers to the initiation time of an identified sub-sequence, meaning
the start time of the first event of the sub-sequence. The start times for each
of the four identified instances of ‘ABC’ are < 0, 0, 18, 23 >.

5. Sequence length refers to the total duration of an identified sub-sequence,
from the start time of the first matched event until the end time of the last
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t
0 2 4 8 15 18 20 23 26

A D B E C BD A ECA

30 32 35

A B C

Sub-sequence:

1 2 3 4 5 6 7 8 9 10

1: <(A, 0), (B, 2), (C, 4)>

2: <(A, 0), (B, 2), (C, 9)>

3: <(A, 5), (B, 8), (C, 9)>

4: <(A, 7), (B, 8), (C, 9)>

0

Identified instances: <(event type, position)>

Event-sequence:

Fig. 3. Example of sub-sequence A, B, C identified within an event-sequence with 10
elements along a time-axis, t, going from 0 − 35. Four instances are identified.

one including any possible interrupting events. The sequence length for each
of the four identified instances of ‘ABC in figure 3 are < 18, 32, 14, 9 >.

6. Sequence event length refers to the sum of the durations of the distinct events
composing the identified sub-sequence. The sequence event length for each
of the four identified instances of ‘ABC’ in figure 3 are < 9, 8, 8, 9 >.

7. Number of interruptions refers to the number of events interrupting an iden-
tified sub-sequence, the number of intervening events. The number of inter-
ruptions for each of the four instances of ‘ABC’ in figure 3 are < 2, 7, 2, 0 >.

8. Length of interruptions refers to the sum of the durations of the events inter-
rupting an identified sub-sequence. The length of the interruptions for each
of the four instances of ‘ABC’ in the example of figure 3 are < 9, 24, 6, 0 >.

9. Type of interruptions refers to the type of the events interrupting an identi-
fied sub-sequence, the context of the interrupting activities. In the example
of figure 3 one event of type D and one of type E are interrupting the first
identified instance of ‘ABC’.

These nine measures cover several aspects concerning the measurement of sim-
ilarity between event-sequences and we believe them to be widely applicable.
They were, however, developed for a certain type of data and area. The objec-
tive with the present study has, therefore, been to explore their potential use
and applicability for data analysis in other areas as well.

4.1 Method

This section describes the method applied and the results of the study .

Participants. Eight participants took part in the study, five female and three
male aged between thirty and fifty-nine years. The participants were experts
in the areas of time-use data (two), process-control data (two), administrative
process data (two) and medical data in the form of electronic health records
(two). All of them were potential users of similarity measures in their current
work, however, none of them were familiar with the idea or the measures prior
to the study. They received no compensation for taking part in the study.
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Material and Procedure. Each participant was interviewed individually. Each
session was performed as a one hour (approximately) discussion around a semi
structured interview guide. This guide included twelve predefined questions and
a number of potential questions used to prompt discussion. The goal was to
explore the following question themes for each of the four application areas:

1. The current process of collection and analysis of event-based data.
2. The attributes of interest in the search for sequence similarity.
3. The definition of similarity between sequences.
4. The applicability of the nine proposed measures.
5. The benefit of the measures in terms of improving data analysis.
6. Any additional measures of similarity useful for data analysis.

Some days prior to the interview session each participant was provided with a
written document for information and preparation. The document included a
description of the background and purpose of the area and the study including
descriptions of the measures and illustrations similar to figures 1 and 3. The
interview session began with a joint review and discussion of this document and
the interviewer provided further explanations when needed. This was done in
order to facilitate the understanding of how the measures were defined and to
spark the participants’ reasoning and imagination on how how they could be
applicable in that persons actual area of expertise.

4.2 Results

A summary of the interviews’ results is presented in this section.
Current process : Two main types of analysis of processes were identified. In

time-use data and in medical health records a sequence of events consists of
records from a person. These are events of an arbitrary nature, number and or-
der. The major analysis task is to compare data records of different persons, or
previous data records of the same person. In process control and administrative
process data a sequence is defined by a chain of predefined events. Such a se-
quence can be regarded as a reference and any actual outcome of a process can
be compared with its ideal result.

Attributes of interest : Common for all areas was that the importance of the
attributes depends on the task at hand. Occurrence and duration was recognized
as important for all application areas. For time-use data and medical health
records the start time of an event-sequence was critical, for example, an open
wound must be sawn within a certain time frame from when it appeared. For
process control and administrative processes time is also a critical attribute, not
the actual start time of an event, however, but rather the duration of a sequence
after it has started. See also table 1.

Definition of similarity: Here the main finding concerns the order of events
as a relevant factor for defining similarity. This factor certainly has an impact
on what attributes, and thus what measures, that are of interest. As mentioned
above, for data in administrative processes and in process control there already
exists a predefined order of events so this factor is inherent for any sequence.
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Table 1. Applicability of similarity measures to the four application areas. Applica-
bility is indicated by ‘x’ and inapplicability by ‘-’.

time-use medical process administrative
data records control process

1. Fragmentation x x - -
2. Variation x x - -
3. Number of occurrences x x x x
4. Start time x x - -
5. Sequence length x x x x
6. Sequence event length x x/- x x
7. Number of interruptions x x/- x x
8. Length of interruptions x x x x
9. Type of interruptions x x x x

Hence, similarity is defined as consistency with a fixed reference sequence. For
time-use data and medical health records, on the other hand, order is of great im-
portance since different order can indicate different behaviour. The definition of
similarity depends also on the definition and composition of the event-sequence.
In most areas there are several ways to define the same sequence with respect to
the type of considered events, their description detail, and the considered time
unit. For example, in medical health records a sequence can be defined to in-
clude doctor visits, lab tests, diagnoses, and treatments, alternatively it can also
include symptoms, treatments and recovery periods. In the first case the events
are considered instantaneous while in the second case events have a duration
which is of importance. The specification hence of the attributes that indicate
similarity depends on the sequence composition.

Applicability: The applicability of the nine measures is illustrated in table 1.
For time-use data the applicability of all measures was confirmed. For medical
health records the applicability of two measures was variable depending on the
definition of what constitutes a sequence. The first is ‘Sequence event length’.
If the analysed sequence considers events instantaneous (as defined previously)
then it is intrinsic that the events have no length, so the measure is inapplicable.
The second is ‘Number of interruptions’ which depends on the definition of
the sequence and on who is in focus in the analysis. When looking at medical
events as durable entities then the number, duration and type of intervening
events are important while otherwise the duration that a patient has to wait
between events is of interest. Also, the applicability of this measure may vary
depending on who is in focus. For the patient, for example, the waiting time
between events (duration of interruptions) is important, while for the doctor
it may be the type of these interrupting events. In medical health records also
‘Start time’ is extremely important since it dictates choice and effect of various
treatments. In administrative processes, on the other hand, time is a relative
attribute. Tasks have to be handled within a certain time frame after their
initiation so the duration of an event or sub-sequence is of importance while
‘Start time’ is irrelevant. The process control area shows the same applicability
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pattern as administrative processes. In general, when a sequence of events is given
beforehand neither ‘Fragmentation’ nor ‘Variation’ are relevant. Furthermore,
all aspects of interruptions are of importance in any such process.

Benefit : Much attention was focused towards optimization in all application
areas. In process control and administrative processes the measures allow vari-
ous comparisons of an actual outcome with a reference outcome. Hence one can
detect what and where in a sequence deviations and anomalies from that ide-
alized result are present. Here the measures can be used as tools for reflection
to optimize behaviour, procedures and actions to reach a desired outcome. For
time-use data and medical health records the main benefit was identified as an
enhanced ability to find, identify, cluster and compare important occurrences,
patterns and trends of events or sequence leading to improved analysis. Also,
all participants expressed that the measures have a wide use when it comes to
mining and fusion of statistics e.g., frequencies, durations and other types of
various attributes of similarity.

Additional measures: In time-use data and medical health records it is in-
teresting to compare an identified sequence of events as a whole, whereas in
process data it is more important to study the characteristics of the distinct
events composing the identified sequence, such as when an event starts and how
long it lasts. As a result, a new measure was identified as ‘Event start’ that will
measure and compare the starting point of each distinct event in a sequence.
This start can either be an exact time point, or the starting point in relation to
the beginning of the sequence; the second day after the initiation of a task, for
example. The measure is applicable to all considered areas.

5 Discussion and Conclusions

This paper is part of a larger effort to develop similarity measures to support
analysis of event-based data. We have validated nine measures for time-use data
and shown that they are general enough to also be applicable to other areas. The
results, however, highlighted the need for careful definition of what constitutes
an event-sequence since there are several possible options for each area and the
applicability of the measures may vary accordingly. A summarizing conclusion
is that event-based data often represent two categories of sequences.

1. Either things happen; events or incidents occur, activities are performed,
sequences of choices are documented, and then one looks at how, when and
why they happen. In general, data that represent events that are performed
‘freely’ fall under this category, for example activity diaries, electronic health
records, incident data, web sessions and transaction data over time.

2. Or things should happen; sequences of events representing a process are pre-
defined and should be followed to perform a certain task, and then one ex-
amines how close the actual outcome is to this optimally defined sequence.
Data that represent the turn out of a predefined sequential process, may
that be administrative or industrial, fall under this category.
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For both categories, order, frequency, time and interruptions are all relevant
attributes in their different forms since they are intrinsic characteristics of a
sequence. Measures such as fragmentation and variation are applicable to the
first category of data but not to the second category where event-sequences are
predefined. Also start time is irrelevant in this case as a measure since it is the
total duration of a process that is important, not when the process was initiated.

Further, we have identified an additional attribute to consider when defining
similarity, namely the starting point of each event in a sequence. This resulted
in the new measure ’Event start’ which is applicable to all areas.

To conclude, the study has confirmed the theoretical applicability of the mea-
sures with respect to what an analyst is interested in when comparing event-
sequences. These results will provide solid basis for forthcoming development
of the measures and for assessment of their use and usability in practice with
quantitative evaluations.
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Abstract. This paper reports the results of usability evaluation based on the 
predictive human performance models applied to any products, and introduces 
application of a tool for predicting operational time to an IP phone and an elec-
tronic health record system UI consulting. We assessed effectiveness of this 
tool using efficiency estimation technique and extracted the practical the practi-
cal problems. In the human interface (HI) consultation process, as the tool  
predicts execution time of the current version and of the improved version, the 
improvement effect could be assessed. For an IP phone, we created the modi-
fied user interface designs from the point view of operational efficiency, so that 
we could indicate effectiveness of this tool by comparing task execution time. 
For an electronic health records, however, it is difficult to "directly" verify the 
effectiveness of the modified user interface designs from an efficiency stand-
point. Through an evaluation scenario, the tool provided data that is necessary 
for assessment of improvement in this case. 

Keywords: Usability Evaluation, Predictive human performance model,  
Consultation, Efficiency, Understandability. 

1   Background and Objectives 

Usability evaluation methods that use predictive human performance models are easy 
to deal with because they can evaluate without subject or prototype [1][2]. Such 
methods have several advantages over traditional usability testing methods: (1) low 
time and effort cost, (2) providing data about human performance early in the devel-
opment life-cycle, (3) being used to generate quantitative usability metrics for pro-
posed designs. 

Predictive human performance modeling techniques have been investigated for 
many years and their feasibility regarding such factors as prediction accuracy or  
data input cost has been validated through many studies [3]. However, unexpected 
problems may still remain when they are applied to actual field activities, e.g.,  
HI evaluation/improvement. Thus, the authors tried to apply a predictive human  
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performance modeling technique to software products and to verify its feasibility in 
order to develop a usability guideline. 

2   Tool for Predicting Operational Time 

We selected CogTool as an example of predictive human performance modeling 
techniques. It is a kind of HI prototyping tool that can predict the operation time of a 
skilled expert in relation to a target task on the order of seconds [4]. Because HI op-
eration times can be predicted using this tool, the operational efficiency of multiple 
design proposals can be compared. For this reason, it can be applied for benchmark-
ing design proposals in the early product development stages. The design proposal is 
represented with a storyboard, and the correct operational procedures for executing a 
certain task are entered in the form of manipulating HI parts on the screen. 
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(a) Entry screen of storyboard       (b) Visualization of the prediction 

Fig. 1. Input and output of CogTool: (a) Users entry screen of storyboard on this screen. The 
storyboard is represented by screen images, widgets and screen transition. (b) This screen 
shows the computational process of the predicted time for human performance. Time runs from 
left to right and the widths of the boxes are proportional to the time they take to execute. The 
rows of boxes are different types of “operators (perceptual, cognitive or motor process, etc)” 
that happen in the course of performing these Tasks. 

3   Methods 

The tool is applied in HI consultation to assess the usefulness of a predictive human 
performance modeling technique. Because it can predict task execution time, we think 
the tool could be used in two major ways for consultation: (1) to assess the opera-
tional efficiency of multiple design proposals, and (2) to show the improvement effect 
of the modified user interface design. Here, we used the tool in the latter way. 

3.1   Procedural Steps 

We are commissioned to improve the user interface of a current system and propose a 
modified user interface design. This tool is applied in two consultation situations, one 
is virtually planned in the laboratory and the other is an actual one which has clients 
(developers) and their product. The procedural steps are as follows. 

(1) Extract problems of the current system version by a heuristic evaluation. 
(2) Focus on a problem. 
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(3) Write down a modified user interface design to solve the problem. 
(4) Create a wire-frame image based on the hand-written modified user interface 

design. 
(5) Apply CogTool to the current and improved system versions.  
(6) Analyze the application results and assess the improvement effect. 
(7) Present the results to clients. (for the real consultation case). 

4   Apply CogTool to Systems 

CogTool was applied to an IP phone system and an electronic health record system, 
which are target consulting systems. Former has efficiency problems and the latter has 
understandability problems. Modified user interface designs for solving them were 
created. Although the current implementation of CogTool only predicts performance 
time after a user becomes skilled (i.e., training or practice have eliminated under-
standability problems), and thus, we did not expect it to predict understandability 
issues, we applied it to both systems to see if it could show the efficacy of modified 
user interface designs. Analysis of these cases will enable testing of the practicality of 
the tool in two separate cases: assessing the improvement effect for efficiency and 
assessing the improvement effect for understandability. Described below are the cases 
of applying the tool to these systems. 

4.1   Case (1) IP Phone System 

This tool was applied in HI evaluation/improvement processes in which it is assumed 
that the tool is used in consultation for an IP phone system. Potential practical prob-
lems were discussed with two usability engineers. Because it was made clear that the 
operation of outgoing call needs many steps through the use of a heuristic evaluation, 
a modified user interface design was improved for efficiency. We set up four tasks 
and predicted task execution time by the tool. The predicted time of the improved 
version was 2.5 - 5.4 seconds shorter than the current version for three tasks and was 
0.1 seconds longer than the current version for one task. We assumed the results 
should be enough to show the advantages of modified user interfaces objectively even 
in the actual consultation. 

4.2   Case (2) Electronic Health Record System 

The tool is applied in HI consultation for an electronic health record system. The 
details of the procedural steps are described in the following subsections. 

Problems with Current System and Modified User Interface Designs 

Consulting workers evaluated the current electronic health record system through the 
use of a heuristic evaluation and extracted problems. Described below are “Text box 
operations” and “Item selection”, which were a part of the problems and the modified 
user interface designs to solve them. 
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Fig. 2. Problem of “Text box operations” 

Problem (1): Text Box Operations 

[Problems] Users enter a medicine name in a text box and a new text box appears 
under it. The new text box branches the process in the input state. In the case where a 
user presses the Enter key without an input string, the usage search screen appears. In 
the case where a user enters a string, the medicine name search screen appears. For 
this reason, users can’t predict the operational procedure visually. 

 
[Modified user interface designs]  
(1) Modified user interface design 1: The “medicine” and “usage” fields were put on 
the text box. This made the operation procedure clear. 
(2) Modified user interface design 2: In addition to improvement (1), a text box for 
usage was always displayed. 
 

Medicine Name

1 Azulene tablet 2mg Medical

UsageMedical

 

Medicine Name

1 Azulene tablet 2mg Medical

Usage

Medical

 
(a) Design 1 (b) Design 2 

Fig. 3. Modified user interface designs for the “Text box operation” problem 

Problem (2): Item Selection 

[Problems] Operation becomes onerous because a new window appears each time an 
item is narrowed down. Because the main screen hides behind many sub screen win-
dows, a user can’t see his operational behavior on the main screen. In general, a user 
clicks an item and presses the fix button and the selected result is reflected. But the 
selected result is reflected on the main screen by a single click in this interface. If a 
user makes a mistake in selecting an item, recovery requires many steps (he must look 
back at the main screen and delete the item). 



184 N. Yano et al. 

Main Screen

Close 確定

Time and Date Examination

2011/03/12 11：00 MRI 腹部

2011/03/15 14：30 X線 腹部

Sub Screen 1

Close 確定

＊＊＊

＊＊＊

＊＊＊

＊＊＊

＊＊＊

＊＊＊

Sub Screen 2

Close 確定

＊＊＊

＊＊＊

＊＊＊

＊＊＊

＊＊＊

＊＊＊

Sub Screen 3

Close 確定

＊＊＊

＊＊＊

＊＊＊

＊＊＊

＊＊＊

＊＊＊

Sub Screen 4

Close Fix

＊＊＊

＊＊＊

＊＊＊

＊＊＊

＊＊＊

＊＊＊

The main screen is overlapped 
by sub screen windows. An 
operation result is reflected on the 
main screen only by one click. 

 

Fig. 4. Problem of “Item selection”. The main screen is overlapped by sub screen windows. An 
operation result is reflected on the main screen only by one click. 

[Modified user interface designs] 
(1) Modified user interface design 1 (Single selection, depth of data is fixed): 
Items are narrowed down in one window. In the last step, the “Fix” button is clicked 
to finalize the operation. 

 
XXX Se lection

FixClose

Large Classification Middle Classification Small Classification

 

Fig. 5. Modified user interface design 1 

(2) Modified user interface design 2 (Single selection, depth of data is not fixed): 

・Items are narrowed down on the same screen.  
・Breadcrumb navigation shows the current location. 

 

 

Fig. 6. Modified user interface design 2 
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(3) Modified user interface design 3 (Multiple selection, depth of data is not fixed): 
・ In addition to improvement (2), the screen has a list of selected items. The users 

can delete an item with the “Delete” button. 
・ The users push the fix button in the last step and selected items only are reflected 

on the main screen 
 

 

Fig. 7. Modified user interface design 3 

Task Selection 

The problem of “Text box operations” was that users couldn’t understand the opera-
tional procedure visually. The “medicine” and “usage” buttons were put in the text 
box in the modified user interface design. This made the operation procedure clear. In 
this case, because operational objects were added, it was expected that prediction time 
of the improved version would be longer than the current version.  

The problem with “Item selection” was that users couldn’t look at their operational 
behavior on the main screen, and the selected result was reflected on the main screen 
by a single click. In the modified user interface design, items are narrowed down in 
one window. Clicking the “Fix” button finalized the result in the last step.  

In this case, it was expected that prediction time of the improved version would be 
as long as the current version for the correct step. However, it was expected that pre-
diction time of the improved version would be shorter than the current version in the 
recovery step. Thus, it was decided that the improvement effect would be assessed 
with not only correct operation steps but also with recovery operation steps for opera-
tion mistakes. We selected tasks that follow these two scenarios and applied the  
tool to predict task execution time. “Text box operations” has one task and “Item 
selection” has three tasks (correct step and two recovery steps). 

Result of Applying the Tool 

[Prediction for task execution time] 
Prediction for execution time of the current version and the improved version were as 
follows (See Figure 8). 
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(1) Text box operations 
The prediction time of the current version was the shortest. Both of the improved 
versions were 1.5 seconds longer than the current version. 
(2) Item selection (Correct step) 
The prediction times of improved versions 1-3 were shorter than the current version. 
The time of improved version 2 was the shortest and 1.7 seconds shorter than the 
current version. 
(3) Item selection (Error-recovery step 1: A user executes the task with recovery op-
eration because he made a mistake at the middle step.) 
The prediction time of the current version was the shortest. The times of improved 
versions 1, 2 and 3 were shorter than the current version. The shorter of them was 
improved version 1 and 4.4 seconds shorter. 
(4) Item selection (Error-recovery step 2: A user executes the task with recovery op-
eration because he made mistake at the last step.) 

The times of improved versions 1 and 3 were much shorter than the current ver-
sion. The time of improved version 2 was 2.1 seconds shorter than the current version. 
The shorter of them was improved version 3 and 16 seconds shorter.  
 
[Analysis of prediction time] 
To analyze the cause of the prediction time differences, the timeline that shows the 
computational process of the predictions for human performance was checked. De-
scribed below is only the result of analysis for “Text box operations.”  
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(4) Item selection (error step 2) 
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Fig. 8. Prediction time for each task 
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Figure 9 shows that procedural step ④ causes the temporal difference between the 
current version and improved version, that is, the difference between the procedure to 
only press the enter key on a text box in the current version and the procedure to move 
the cursor to the “Usage” button with a mouse and click it in the improved version. By 
contrast, location change of the “Together” check box in the improved version didn’t 
cause temporal difference between the current version and improved version. 

 
Current Version

Improvement Version 1

Improvement Version 2

Time

① ② ③

④

⑤ ⑥ ⑦

⑧

① ② ③ ④ ⑤ ⑥ ⑦

⑧

① ② ③ ④ ⑤ ⑥ ⑦

⑧

 

Fig. 9. Timeline of predictions in “Text box operations” task: Box ① - ⑧ represent procedural 
step. The step ④ causes the temporal difference of prediction time. 

Evaluation Result of Modified User Interface Design 

[Enter in text box] 
The modified user interface designs made the procedure more easily understandable 
and its execution time was 1.5 seconds longer than the current version. Thus, we ex-
plained “the modified user interface designs were more understandable” and “the 
degradation of efficiency was 1.5 seconds” to clients and gave them quantitative met-
rics for UI selection. 
 
[Item selection] 
In the correct step, there is not much difference of prediction time between the current 
version and the improved version. In the recovery step, however, the times of the 
improved versions were much shorter than the current version. This is because users 
can look at selected items before finalizing them or go back to the last state if they 
make a mistake in the improved versions. It failed to consider the recovery step as it 
attached more importance to operational efficiency in the current version.  

Because the time of the improved version was 0.1 – 0.7 seconds shorter than the 
current version in the correct step and was also 6 – 16 seconds shorter in the recovery 
steps, it was found that efficiency of the improved version was higher than the current 
version in not only correct operation steps but also recovery operation steps for opera-
tion mistakes. 
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5   Lessons Learned and Future Work 

[IP phone]  
Prediction time difference between the current version and the improved version 
showed the improvement effect of the modified user interface designs because they 
were made to improve efficiency. 
 
[Electronic health record]  

• We made sure that task execution time was effective as a metric that shows 
the improvement effect of the modified user interface design because it is 
easily understandable for clients. 

• When the improvement is made for other than efficiency attributes (e.g.. un-
derstandability), it is difficult to "directly" verify the effectiveness of the 
modified user interface designs from an efficiency standpoint. For this case, 
however, the tool also gave clients data that is necessary for assessment of 
the improvement effect. 

We obtained the following knowledge from clients or usability engineers. 

• In this paper, the tool only shows that efficiency does not go down, and does 
not show the improvement effect on understandability directly. It would ap-
pear that to evaluate trade-offs between decreased efficiency and increased 
understandability, a tool that could predict understandability would be a use-
ful addition to usability evaluations. 

• Besides execution time, it would appear that the number of clicks with a 
mouse, necessity of shifting between mouse and keyboard, and distance of 
moving the cursor would be useful for usability evaluation. These could  
be computed using outputs of the tool. We plan to use these attributes in  
usability evaluation. 

 

In this paper, we explained that “the modified user interface designs were more un-
derstandable” and that “the degradation of efficiency was 1.5 seconds” to clients and 
gave them quantitative metrics for UI selection. However, we could not evaluate the 
improvement effect on understandability directly. Since our results showed predic-
tions of decreased efficiency with designs that we hoped improved understandability, 
a tool that can predict understandability would be useful. CogTool-Explorer [5] is a 
research version of CogTool that uses Information Foraging Theory [6] to predict 
understandability. In addition, we hope develop a technique that can estimate cogni-
tive load or its impact on user performance and to expand the applicable scope of the 
tool using it. We are also planning to accelerate putting this tool in practical use by 
implementing it into a user interface development system. 
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Abstract. This paper proposes a technique to generate emotion state of surprise 
and to generate motions to express this emotion for robots. Surprise emotion is 
known to have unique characteristics compared to other emotions such as anger 
and grief. It is often caused by discrepancies between prediction and actual 
event and is also an instant emotion. A conceptual structure of a surprise gen-
erator to generate emotion state of surprise for robots is developed based on 
these human surprise characteristics. The generator contains a predictor that is 
used to fined discrepancies between the real events and expectations.  

1   Introduction 

The main objective of this paper is to propose a surprise emotion generator as an 
appending module for our Virtual KANSEI (VK) for robots [1] [2] and to develop an 
essential sub-module. The VK for robots is a mechanism to bestow robots with an 
ability to behave emotionally. We have developed several VKs [3] [4] that are capa-
ble to generate five emotions, joy, anger, grief, fear and disgust out of six emotions 
that Ekman defined in [5]. Here, the sixth emotion, namely surprise, is considered and 
a surprise generator is proposed to append the existing VK. 

We have proposed and been developing care-worker support robots to attend to the 
shortage of care-workers in rapidly aging Japan [2]. A care-worker support robot aims 
at reducing physical and mental strain on care-workers. We consider communication 
between a care-worker support robot and a care-worker is of essential importance for 
improvement of care-worker’s mental condition. Recent research works on the robot-
therapy using autonomous robot “Paro” show healing effects of interaction between 
human and robot [6]. This is a good indicator of the importance of robot-human 
communication. 

The VK bestows a care-worker support robot capability to behave emotionally. 
The Virtual KANSEI of the wide sense (VKWS) consists of the KANSEI detector, 
KANSEI Generator, and KANSEI Expressive Regulator (See Fig. 1). The KANSEI 
detector detects robot partner’s emotion. The KANSEI generator, also called the  
virtual KANSEI in a narrow sense (VKNS), generates robot emotion. KANSEI  
Expressive Regulator modifies robot motions that are generated by logical processing 
part, consisting of the Logical Estimator and Task Selector, of the robot controller 
according to emotion generated by the KANSEI generator. 

We had developed KANSEI generators using neural network (NN), Petri-net  
with GA [4], and Hidden Marcov Model [3] methods. As stated above, the KANSEI 
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generator can generate all but surprise emotion of six emotions defined by Ekman. 
Surprise was not included because of its unique characteristics compared to other 
emotions [3][4] and that makes it difficult to treat surprise using the same framework 
as other emotions. Here, we propose a technique of generating surprise emotion state 
of a robot that can be integrated into the existing VK. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

2   Surprise Emotion 

Surprise is an important emotion defined as one of the basic emotions by many re-
searchers, psychologist such as Ekman, philosopher such as Descarte, and so on. 
Following characteristics of surprise [5] make it difficult for the KANSEI generator to 
generate surprise emotion state for robots similarly to other emotions. 
 
• Occurrence factor: Human emotions other than surprise are caused by swing of 

environmental condition and internal state of human. As for the surprise emotion, 
discrepancies between predictions and actual events often cause this emotion. Al-
most all discrepancies can cause surprise emotion. In addition, it is also a signifi-
cant characteristic of the surprise emotion that recollection of an event that caused 
surprise before cannot cause surprise. 

• Time characteristics: Surprise is an instant emotion. Surprise emotion seems to 
occur and disappear spontaneously at a much faster speed than all other emotions 
and cannot continue for an extended time. Physical expressions of surprise emotion 
are also shorter than other emotions [7] [8]. 

• Strength of surprise emotion: Discrepancies between predictions and actual 
events determine the strength of the surprise emotion. The bigger the error between 
the prediction and the actual events is, the bigger the strength of surprise.  

 
Existing KANSEI generators that generate all basic emotions using the same frame-
work are unfit for generating the surprise emotion state for robots. We propose  
the surprise generator as a new and stand-alone mechanism to generate the surprise 

Fig. 1. Conceptual Structure of Virtual KANSEI for robots (from [3]) 
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emotion state for robots based on the above characteristics and as an appending 
mechanism to the existing KANSEI generator as shown in Fig. 2. 

3   Surprise Generator 

The surprise generator appended to the existing virtual KANSEI as shown in Fig.2 
generates the surprise emotion state for robots. It is noted that physical expressions of 
surprise emotion should be limited by KANSEI Expressive Regulator for prevention 
of mistakes caused by excessive motions from surprise.  

 

 
 
 
 
 
 
 
 
 
 
 
 

 
The proposed conceptual structure of the surprise generator as shown in Fig. 3, to 

become a component of the virtual KANSEI, consists of “Predictor,” “Comparator” 
and “Surprise Judgment Module.” Predictor predicts various information of robot 

 Fig. 2. Conceptual Structure of Virtual KANSEI augmented Surprise Generator 

Fig. 3. Conceptual Structure of surprise generator 
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partner and its environment and sends the predicted information to Comparator. 
Comparator compares outputs of Predictor with actual measured values. Surprise 
Judgment Module determines parameters such as strength and duration based on the 
input from Comparator and sends those parameters as the output of the surprise gen-
erator to KANSEI Expressive Regulator. The virtual KANSEI of the wide sense  
expresses surprise emotion based on this information.  

As an initial attempt in constructing a surprise generator, we have developed  
Predictor that predicts sound information and human emotion transition.  

3.1   Prediction of Sound Level 

People are often startled by a sudden noise. We observed shifts of sound for three 
sound samples; human voice sound, explosive sound, and crescendo sound whose 
magnitude increases gradually. The following formula, Eq. (1), is proposed for pre-
dicting the sound level where s(k) is the value of sound data at time k and sp(k+1) is 
the predicted sound level calculated at time k. The reason for the absolute sign in this 
formula is to ignore the phase of the sound. 

|sp (k+1)| = |s(k)| + {|s(k)| – |s(k-1)|},           k = 1, 2, 3, ..., (1) 

3.2   Results and Findings of the Prediction of Sound Level 

Fig. 4 is the errors between predictions calculated using Eq. (1) for three kinds of 
sound samples as shown in (a) for human voice, (b) explosive sound and (c) cres-
cendo sound. Although, the explosive sound and crescendo sound can be distin-
guished from human voice, those two sounds have similar error levels. This result 
implies that the prediction method using Eq. (1) cannot be used as an indicator for 
sudden sounds. 

The above result was obtained because Eq. (1) is essentially a differentiator and, as 
such, is susceptible to high frequency noise. This lead us to an adoption of a smooth-
ing filter in the form of a simple moving average (SMA) filter. Predictor predicts 
three kinds of sound samples after smoothing of these sound data using the SMA 
filter to improve detection capability of sudden changes in sound level. Fig. 5 is the 
errors between predictions and actual values of the sound level that smoothed using 
the SMA filter. The plotted errors clearly show the difference between the explosive 
sound and others. This results proves that the prediction method for sound data 
smoothed by the SMA filter can be used as an indicator for the surprise emotion. 

3.3   Prediction of Human Emotion Transition 

Prediction of emotion transition of the interaction partner of a robot is realized by the 
KANSEI generator that was originally used to generate emotion state for robots them-
selves [4]. In this paper, the KANSEI generator consisting of Petri-net and Genetic 
Algorithm (GA) as shown in Fig. 6 is used as the KANSEI detector to predict emotion 
transition of the partner and assumes a role of a predictor of the partner’s emotion.  
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The result of training is measured using the formula in Eq. (2) where the # of cor-

rect answers means the numbers that predicted emotions are consistent with the actual 
emotions and # of all samples means the number of total predictions. 

Evaluation Value (%) = 
SamplesAllof

AnswersCorrectof

#
#

 (2) 

Errors between the predicted emotion and the emotion detected by the KANSEI  
detector are quantized using the two dimensional emotion model in [1] as shown in 
Fig. 7. 

3.4   Results and Findings of the Prediction of Human Emotion Tradition 

We trained the KANSEI generator using GA and 752 teach data to predict the emo-
tion of the interaction partner of the robot at time k+1 from the partner’s emotion at 
time k and the output emotion of the KANSEI generator at time k-1 so as to use the 
KANSEI generator as the emotion predictor. GA determines the weights of arcs that 
are components of the Petri-net model under the conditions in Table 1. 

(a) (b) 

(c) 

Fig. 4. The errors between the predicted sound level and the actual sound level of (a) human 
speaking voice, (b) explosive sound and (c) crescendo sound 
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The training result is measured using the formula in Eq. (2), and the errors between 
the output emotion of the emotion predictor and the training data are quantized using 
Euclidian distances on the two-dimensional emotion model. Evaluation value of the 
emotion predictor is 84.3% that means 634 output emotions out of 752 output emo-
tions are consistent with the teach data. This result proves that the emotion predictor 
can predict emotion transition of the partner. In addition, the errors between the out-
put emotion of the emotion predictor and the teach data in Fig. 8 shows that the  
emotion predictor can be used as an indicator for the surprise emotion.  

Table 1. Parameters of GA 

Number of individuals 1000 
Number of elite individuals 5 

Length of chromosome 228 
Cross-over rate 70 % 
Mutation rate 1 % 

Number of generations 100000 
Maximum weight of arc 100 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

(a) (b) 

(c) 

Fig. 5. The errors between the predicted sound level and the actual sound level of (a) human 
speaking voice, (b) explosive sound and (c) crescendo sound after applying the smoothing by 
the SMA filter 
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Fig. 6. The Petri-net model of the virtual KANSEI (from [5]) 

 

Fig. 7. Two Dimensional Emotion Model in [1]. The Euclidian distance between the two emo-
tions, the output emotion from the surprise generator and the human emotion detected by the 
KANSEI detector is used as the quantized indicator of the differences of emotions. 
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Fig. 8. The Euclidian distances between the output emotion of the emotion predictor and the 
training data 

4   Conclusions and Future Works 

In this paper, we proposed the conceptual structure of the surprise generator based on 
unique characteristics of the surprise emotion. The surprise generator consists of three 
components; Predictor that predicts quantities of interest, Comparator that compares 
the prediction with measured values and Surprise Judgment Module that determines 
parameters such as strength and duration of surprise based on the input from Com-
parator. As a first step, we developed two modules for Predictor that can predict 
sound level and human emotion transition. The sound level predictor was shown to 
detect sudden burst of sound and the human emotion transition predictor was able to 
predict the partner’s emotion at more than 80% accuracy. These results proved that 
these two predictors can be used as indicators of the surprise emotion. 

We are interested in further developing the surprise generator. Predictor obviously 
should contain more modules to predict other physical phenomena that can cause the 
surprise emotion. Then, other components of the surprise generator need to be devel-
oped and the generator itself needs to be integrated into the virtual KANSEI of the 
wide sense. 
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Abstract. A certainty model and appropriate visualization techniques are pre-
sented which are applied in a newly developed Decision Support System (DSS) 
for tsunami early warning deployed in Jakarta, Indonesia. Our decision support 
approach makes use of multi-sensor fusion and pre-computed tsunami scenario 
simulations to create situational awareness as basis for reasonable early  
warning. As the Indonesian coastline is prone to near-field tsunami scenarios 
decision making must take place under time-critical conditions based on in-
complete and uncertain information. In order to reduce the probability and the 
consequences of a false decision, we have developed and employed a certainty 
model which implies a classification of imperfect information suitable for the 
tsunami early warning domain and the quantification of imperfect data. The 
model is mapped onto and supported by appropriate visual representations. 

1   Introduction 

The December 2004 tsunami demonstrated the need for an effective tsunami early 
warning system for the Indian Ocean. The work presented here is embedded in the 
German-Indonesian Tsunami Early Warning System (GITEWS) which has been  
operationally deployed in Jakarta as core of the Indonesian Tsunami Early Warning 
System (InaTEWS). The system combines a variety of sensor technologies such as 
terrestrial observation networks of seismology and geodesy, marine measuring sen-
sors, satellite technologies, and pre-calculated tsunami scenarios used for multi-sensor 
online scenario selection by a Simulation System (SIM). The diverse sensor and simu-
lation data is integrated, processed, and assessed by our Decision Support System 
(DSS) enabling the operator to make a concise assessment of the situation at hand and 
configure and disseminate the required warning messages [14]. 

What makes early warning for Indonesia unique and challenging is the extreme 
proximity of the coastline to the seismologically active Sunda Arc which initiates 
most of the tsunami incidents. A short time frame of merely half an hour is available 
for tsunami detection, warning, and evacuation increasing the operator’s level of 
stress. Therefore, the generation of the best-possible situation awareness is crucial for 
a decision making by the operator at the earliest point in time. 
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However, imperfection of information is common to early warning decision prob-
lems regarding sudden-onset types of disasters. Depending on the density of the  
sensor infrastructure, the types of sensors and communication networks used and the 
preprocessing required, sensor information will arrive in fragments, perhaps delayed, 
in arbitrary order and with initial uncertainties like pieces of a puzzle. 

Research on the role of information imperfection for tsunami early warning is at its 
beginning. Academic research and projects driven by early warning centers in the In-
dian and Pacific Ocean focus on the tsunami propagation and inundation modeling 
and on error recognition and reduction in their forecast models [6, 10, 15]. Real-time 
tsunami modeling is in turn facing uncertainties and errors of real-time data sources 
which are used for making the tsunami forecast and deviations of the representing 
scenario to the reference data [15]. For the comparison of numerical and real data, 
some tsunami early warning systems provide therefore a display module where both 
time series are overlaid [1, 10, 15].  

Indonesian operators in particular are forced to reason based on an incomplete and 
uncertain situational picture often without sufficient evidence from ocean sensors, in 
contrast to staff dealing with far-field tsunamis. The risk of late or false warnings 
which are expensive in terms of loss of warning credibility, economic loss, and even 
loss of lives is high. Our main motivation is therefore to optimize the tsunami early 
warning decision problem in terms of reducing late or false alarms by explicitly mod-
eling and representing imperfect information throughout the decision support process. 
For this, we developed a certainty model which is used for three purposes:  

1. Increase the operator’s situation awareness (SA) and the confidence in it using  
information fusion and situation assessment techniques, including forecasting; 

2. Based on 1., assess decision options and their consequences (costs) in order to  
propose the best option to the decision maker; 

3. Based on 1. and 2., assess and propose the best point in time when to make the 
warning decision (trade-off between the pros and cons of “warn as soon as possi-
ble” and “decide as soon as enough information is available”). 

In the following, we will first outline the role of situation awareness in the decision 
support process. Afterwards, we will introduce our certainty model. We will conclude 
with supportive visualization techniques used throughout the process. 

2   Situation Awareness and Decision Support 

The main tasks of the InaTEWS DSS are to provide situation awareness to the opera-
tor and to support the early warning decision making process. To fulfill these tasks, 
concepts and methods of information fusion / sensor fusion and situation assess-
ment/awareness have been applied while considering the specific requirements of 
human decision making under uncertainty and severe time constraints.  

2.1   Concepts of Information Fusion and Situation Awareness 

Two models of information fusion have been widely accepted. A functional definition 
is provided by the Joint Directors of Laboratories (JDL) which identify information 
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fusion as the process of combining data to refine state estimates and predictions [8, 9, 
13]. Endsley proposes another approach that addresses information fusion from a hu-
man perspective [4] which can be mapped to specific levels of the JDL model. Both 
approaches have been elaborated in detail in [11]. 

The Endsley model defines SA as the perception of elements in the environment 
within a volume of time and space, the comprehension of their meaning, and the pro-
jection of their status in the near future and therefore a constantly evolving picture  
of the state of the environment. Accordingly, the three main levels perception, com-
prehension, and projection have been identified which build the foundation for  
reasonable decision making and performance. During the remainder of the paper we 
will use Endsley’s model which we adopted to the Tsunami Early Warning domain. 

2.2   Decision Support Process 

We use modeling result selections as another real-time input together with sensor  
information and a priori knowledge which are integrated and aggregated by different 
information fusion techniques to support the generation of situation awareness on all 
three levels. Thereupon an operator should be able to decide and act given a warning 
configuration for the event at hand. The cycle is repeated every time new information 
becomes available. Fig.1 shows the process in a schematic way. 

 

Fig. 1. The decision support core process. The system generates situation awareness based on 
the fusion of sensor data, modeling results, and a priori knowledge. Based on the generated SA, 
the system supports the operator to decide and implement the decision (decide and act). 

The main task of the operator is thereby not just to warn as soon as possible risking 
false alarms, but rather optimize the early warning decision process under uncertainty. 
The early warning decision problem can be described as dynamic decision process 
which tries to minimize possible errors described in the following confusion matrix. 

Both types of errors, false positive and false negative, produce costs such as casu-
alties, economic losses and loss of confidence in the system, etc. In addition, the costs 
for a correct positive warning decision increase with time due to the decreasing time 
available for evacuation.  
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Table 1. Confusion matrix for the classification of decision results 

Situation Assessment Tsunami No Tsunami 
“Tsunami” Assessment Correct Positive False Positive 
“No Tsunami” Assessment False Negative Correct Negative 

 
Therefore, we extend the SA model by a planning level where the operator makes  

a trade-off between an immediate decision to warn or not to warn with sufficient  
confidence in the anticipated effects and the costs which would be caused by a wait 
decision to gain a clearer picture. 

3   Certainty Model 

We have developed a holistic model for imperfect information which we use through-
out the SA generation process with the objective to promote more confident decisions. 
Besides providing a picture of the situation as complete and accurate as possible,  
we emphasize where the situation picture is imperfect. In order to serve a better com-
prehension of current facts and to facilitate projection into the future we take into  
account how data evolve over time and space.  

3.1   Taxonomy for Imperfect Information 

As a first step, we tried to identify all meanings of informational imperfection which 
are relevant to the tsunami early warning process. As we use a more-is-better pattern 
throughout our system which defines e.g. longer graphs and higher numbers as being 
more positive we decided to define terms of perfection instead of imperfection. 

We combined the taxonomy presented in [12] with the types of uncertainty elabo-
rated in [4]. As a result, we classify information perfection into precision, certainty, 
validity, consistency, and reliability. 

Information is imprecise if it is incomplete, ambiguous or fuzzy whereas certainty 
relates to the knowledge of the truth of a statement. Denoting that “the earthquake has 
produced a tsunami of at least 1m height and I’m sure about it” is imprecise but cer-
tain whereas “the earthquake has produced a tsunami of 3.5m but I’m not sure about 
it” would be precise but uncertain. Both aspects can coexist but are distinct. Often any 
increase in one is balanced by a decrease in the other. We believe that certainty of  
the situational description is more crucial for a reasonable decision than uncertain 
precision since the latter facilitates unsubstantiated confidence. 

Validity of information is determined by its timeliness. If data collection occurs 
continuously, information is mostly up-to-date. However, it is common to sensor 
technologies that data may arrive sporadically and delayed or may require pre-
processing which reduces data validity. In addition, there is a connection between 
timeliness and certainty. Sporadic data updates introduce a degree of uncertainty as to 
what has changed in the interim. 

Different data sources are consistent if they are in agreement on a phenomenon. 
InaTEWS DSS must be able to cope with inconsistent data. Imagine a tide gauge sen-
sor measuring a significant wave traversal while an adjacent gauge sensor remains 
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calm. Consistency can increase subjective confidence in the accuracy of the data. If 
multiple sources report conflicting information on the same situation confidence or 
certainty can be lowered and thus may have a negative effect on the decision process. 

Uncertainty can be produced by low reliability of the sensors measuring the under-
lying phenomenon. Using our former example the second gauge sensor may have a 
minor reliability e.g. due to battery outage or ambient noise. Regarding tsunami detec-
tion, certain sensor types are inherently more reliable than others. The detection of an 
earthquake by the seismic system can indicate a tsunami but is less reliable regarding 
tsunami detection than ocean sensors which can actually prove a wave traversal. 

3.2   Fitness for Purpose Analysis 

Incoming data have heterogeneous attributes relating to some type of perfection.  
The purpose of information is to support decision making, and likewise the quality of 
information is dependent on the decisions, or the range of decisions, considered [2]. 
Using the classification above, we tried to identify relevant attributes provided by 
GITEWS input data. For instance, the list of tsunami scenarios selected by the SIM 
based on a given set of current sensor observations contains inherent precision and 
certainty in terms of list length and homogeneity. The better one or more scenarios 
match the measured situation distinctively the shorter the list. In addition, matching 
results are precise if the forecasts made by the scenarios in the list are homogenous, 
i.e. if all scenarios anticipate similar wave heights (estimated wave heights, EWHs) 
for all coastal points. In order to quantify the certainty of a tsunami scenario selection, 
the SIM provides a mismatch value as generalized distance of the scenario to  
the measured situation [3]. Other types of sensor observations data contain similar 
certainty information such as discrete error measures and confidence intervals.  
Regarding the reliability of a sensor each sensor is described by a number of charac-
teristics among others a health code and a reliability value given by a sensor expert.  

3.3   Quantification of Perfection  

Based on the results of the fitness for purpose analysis the DSS quantifies the perfec-
tion data by a Quality and Certainty parameter which both are values in the unit inter-
val. In the scope of the GITEWS DSS  

 
− the Quality parameter describes the inherent perfection of information provided by 

sensors (both real sensors and SIM information before data fusion); 
− the Certainty parameter describes the assessed perfection of fused information pro-

vided by multiple sensors in consideration of relations between the information. 

Both parameters are currently generated using numerical methods. Quality is directly 
derived from perfection attributes such as the mismatch value provided by the SIM. 
The Certainty value is composed by fusion of individual Quality parameters and 
qualified by balancing factors regarding consistency and sensor reliability. The ability 
of sensor types to confirm a (tsunami) wave (e.g. ocean sensors) rather than only indi-
cate the possibility that one was generated (e.g. seismology) is for instance weighted 
more strongly. Hence, the Certainty parameter bears - besides quantified perfection 
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data - qualification assumptions which can be used to assess whether sufficient evi-
dence is available for a warning decision. We differentiate levels of Certainty: 

− Single-domain/single-source Certainty describes the fusion of Quality measures of 
different observations of one station. 

− Single-domain/multi-source Certainty relates to fused Certainty information of  
different stations in order to assess the whole sensor system’s outcome. 

− Multi-domain/multi-source Certainty which we also call global Certainty is based 
on the fusion of Certainty information of different systems in order to assess the 
Certainty of the tsunami incident. 

Both quantifiers can be mapped onto the SA levels. The Quality parameter is used to 
facilitate perception of inherent data perfection. On comprehension and projection 
level we make use of the Certainty value in order to quantify composite perfection, to 
enable comparison of sensor system outcome on an abstract level, and to make as-
sumptions regarding potential trends. A detailed description of the mapping functions 
is outside the scope of this paper and will be covered by subsequent publications. 

4   Visualization of Imperfect Information 

Many of our design decisions are based on commonly accepted user interface princi-
ples such as overview first, details on demand, on the internationally standardized dia-
logue principles for interactive systems (ISO 9241-110) [7] and on Endsley’s design 
principles for increasing SA [5]. Some of those SA principles address the representa-
tion of uncertainty and the increase of confidence in the context of decision support 
[4]. This paper concentrates on presentation techniques and patterns which reveal the 
perfection of the situation picture on all levels of SA.  

4.1   Perception Visualization 

Perception visualization provides representations of the status, attributes, and dynam-
ics of the relevant elements as basis for the higher levels. A first SA principle is  
employed by explicit identification of important missing information by color, e.g. 
colored cell in table or colored sensor station in map. In addition, sensor reliability is 
presented by different types of sensor status icons. Fig. 2 shows a map extract with a 
gray thus offline (i.e. no data expected) buoy station next to a white thus active buoy 
station in tsunami mode (i.e. frequent data updates expected) and a pale-red crossed-
out tide gauge station which reports invalid information (upper left). The table extract 
below shows marked missing wave height information of the gauge station in detail.  

The quantifiers Quality and Certainty are mapped directly on a bar which is subdi-
vided into fixed blocks which we believe leads to faster perception compared to  
numerical percentages or analog bars. Certainty bars are shown in Fig. 3. 

Another SA design principle comprises the representation of information timeliness 
in order to assess validity of those information. We have implemented a newest-on-top 
principle by which the most current information is placed at the top of each informa-
tion module. Upon update the respective data set (e.g. collection of measurements of a  
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sensor) moves to its new position indicating risen sensor validity. A similar principle is 
used with the emphasis of “idle” time since the last incoming measurement in DSS 
time series modules. The DSS displays sea level measurements of tide gauges and 
buoys over time. As shown in Fig. 2 (right) the time range for which measurements ex-
ist is highlighted gray which we define as color representing the past. The time since 
the last collected measurement to a red now-line is marked white which makes it easier 
for the operator to identify which sensors produce timely thus valid information. In  
addition, the DSS decides which time series are displayed treating invalid sensors by 
default with lower priority and preferring valid sensors.  

 

 

Fig. 2. Extracts of visualization modules on perception level. Map shows different types of sen-
sor status icons, table cells with missing information are colored pale-red (left). Timeliness of 
sensors is emphasized by marking the time range since the last measurement white (right). 

4.2   Comprehension Visualization  

Comprehension includes the integration of multiple pieces of information and a de-
termination of their relevance for the decision process in order to produce a composite 
picture. It takes primarily place by comparison of fused data. For this purpose, we  
intentionally stack the Certainty bars of all participating sensor systems (single-
domain/multi-source Certainty) and disregard any details as shown in Fig. 3 (left). 
Each Certainty bar relates to the certainty of the underlying phenomenon, such as the 
certainty of the assessed earthquake severity (Earthquake Monitoring System) or the 
certainty of the assessed sea level anomaly (Tide Gauge System). By this arrangement 
ambiguities can be faster identified and sensor systems with incomplete or inaccurate 
information are discretely emphasized which conforms to another SA design princi-
ple. Based on this high-level interpretation the user can selectively explore uncer-
tainty information in detail by analyzing the small-scale information in tables and in 
visualization modules to build confidence in composite data.  

An example for the investigation of imperfection in composite data is provided by 
a graph visualization of tsunami scenario selection results shown in Fig. 3 (right).  
The filled graph shows the EWHs (y-axis) for all affected segments at the coastline 
(x-axis) based on an aggregation of the list of selected scenarios. The overlaid thicker 
graphs represent the EWHs of the single scenarios in the list. By combining single 
and aggregated results in one diagram the operator is able to assess the homo-
/heterogeneity of the result list and thus the perfection of the matching. 
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Fig. 3. Extracts of visualization modules on comprehension level. Stacked Certainty bars of  
different sensor systems are used for comparison on an abstract level (left). Heterogeneity of 
scenario selection result list can be explored by overlaying single scenarios of list (right). 

Time plays an important role for the comprehension of data convergence such as 
the leveling-off of the earthquake magnitude value. A plot shows magnitude refine-
ment evolution over time which helps the operator to assess the stability of the current 
knowledge and thus also sensor reliability. As used by other tsunami early warning 
systems the overlay of different time series such as simulated and real-measured sea 
level recordings helps understanding their consistency. 

4.3   Projection and Planning Visualization 

A critical part of SA is understanding how much time is available until some event 
occurs or some action must be taken. Time series modules and plots such as the mag-
nitude refinement plot mentioned before help the operator to anticipate further evolu-
tion (e.g. convergence of the magnitude onto a stable value) and to schedule actions. 

For the overview of the course of events and actions on a temporal scale the DSS 
provides a timeline module (see Fig. 4 for an extract) which is separated from left to 
right into past, present and future. A red now-line represents the present point in time. 
Left of it sensor measurements are displayed on the lowest lane. On the lane above 
(“Simulation Forecast”) representations of anticipated events such as the estimated 
wave arrival at a sensor station are placed. Important deadlines are shown as thick 
blue lines. A light-blue area defines the time from now to the next important deadline. 

 

Fig. 4. Timeline visualization of sensor observations (icons on lowest lane), moving now-line 
(thick red line), important deadlines (thick blue“M2”- line), anticipated sensor observations and 
expected data arrival (sensor icons on middle lane and connected gray blocks on lower lane) 
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By examining if any buoy or gauge station is expected to be reached shortly by the 
wave the operator can decide whether to wait for the likely sensor data update and 
substantiate his knowledge or to accelerate a warning action. In the example it would 
make sense for the operator to wait for additional evidence from buoy ts04 since data 
arrival is expected to happen before the dissemination deadline for warning message 
“M2” will be reached. In contrast, it could be reasonable to ignore tide gauge sikakap 
which is expected to provide recordings after the deadline. 

5   Outlook 

The paper describes the certainty model and related visualisation aids of the current 
operational InaTEWS installed in Jakarta, Indonesia. A number of additional mapping 
functions and visualisation tools are under development which will provide further 
decision support to the operator, among them probabilistic forecast models, improved 
time-dependent trade-off / cost functions and certainty-based consistency metrics. 
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Abstract. Information about the nature and characteristics of streets is useful to 
tourists. This paper introduces the Kansei stroll map that visualizes streetscape 
impressions. First, subjective evaluation experiments were conducted to inves-
tigate the impressions of 475 streetscapes in Kyoto. Using the Kansei structure 
visualization technique, proposed by the present authors, these impressions 
from around the city were visualized using colour and colour density and then 
implemented on PCs. User studies with eight participants examined its use  
in planning routes and walking in the city. The user studies suggest that the 
visualized impressions provided by the Kansei stroll map help users to find 
less-known places and streets that match their interests.  

Keywords: visualization, impression, map, stroll trip, Kansei. 

1   Introduction 

Digital devices and web-based services that assist tourists have been developed and 
popularized for tourism. It has become common for travellers to search for informa-
tion on destinations and check for efficient routes to tourist attractions using a digital 
map service on their mobile devices. Several studies have reported on these strategies 
[1, 2], which are useful for destination-based tourism. On the other hand, some travel-
lers prefer to walk around a city without specific destinations and feel the atmosphere 
of districts or streets. For this way of travelling, it is more useful to get information on 
the characteristics or impressions of districts and streets, rather than obtaining infor-
mation on the destination itself or efficient routes. Google Maps [3] provide a street 
view function that shows street characteristics; however, it requires the user to specify 
a street and it is difficult to determine the characteristics of an entire region at a time. 

One method for communicating the characteristics of streets is to visualize the 
streetscape. The present authors have proposed a new visualization technique, called 
Kansei structure visualization [4, 5], which enables users to intuitively recognize the 
distribution and intensity of the impressions. Kansei [6] is a Japanese term that means 
human emotion or sensibility. This paper applies the technique to visualize the street-
scape impressions in a city. This paper also implements the Kansei stroll map using 
the visualization results. The stroll map helps users to find places or streets that match 
their interests as they walk around a city. As a target of the visualization and imple-
mentation of the stroll map, the authors choose the city of Kyoto, Japan’s old capital. 
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2   Visualization of Streetscape Impressions in Kyoto 

2.1   Kansei Evaluation Experiments  

For the visualization step, Kansei evaluation experiments using the Semantic Differ-
ential (SD) method [7] were conducted to investigate the impressions of Kyoto street-
scapes. This study expresses impressions in terms of bipolar adjective pairs. First, 116 
adjectives related to streetscapes were collected from travel magazines, dictionaries 
and previous studies. By combining similar adjectives and pairing them with those 
having opposite meanings, ten pairs of adjectives, shown in Table 1, were obtained. 
For evaluation samples, 475 streetscape pictures were taken from a pedestrian per-
spective in the area surrounded by Karasuma St., Nijo St., Higashioji St. and Shijo St. 
These pictures, taken at intervals of 60–120 m, covered all the streets in the area. 
Although the impressions evoked by streetscapes differ with the time, weather, day 
and season, this study fixed the conditions at daytime, fair/cloudy weather, weekdays 
and early summer. 

Using the adjectives and the streetscape pictures, computer-based evaluations were 
conducted with 10 subjects, two females and eight males. The subjects sat 210 cm 
away from a 65-inch LCD display. One picture was placed at the centre of the screen 
with a black background and a pair of adjectives with a five-point SD scale {1, 2, …, 
5} was placed on the lower part. The subjects selected a suitable response for their 
evaluation from the scale and evaluated all the 475 sample pictures using the ten pairs 
of adjectives. Thus, 4750 evaluations were obtained per subject. To reduce fatigue in 
subjects, the evaluations were divided into ten sets and the subjects were also allowed 
to take breaks at any time during a set. The visualization used evaluation scores for 
the 475 streetscape pictures. 

Table 1. Ten bipolar pairs of adjectives that express streetscape impressions 

No. Pair of adjectives 
1 modern traditional 
2 realistic fantastic 
3 uncomfortable comfortable 
4 artificial natural 
5 cheap luxurious 
6 small-scale large-scale 
7 ugly beautiful 
8 noisy quiet 
9 complicated simple 
10 unrefined refined 

2.2   Allocation of Evaluation Scores 

The visualization used the average evaluation scores for all subjects with respect to 
each adjective pair. The scores of a streetscape picture express the evaluation for the 
streetscape in the picture. Because all the sample pictures featured the same perspec-
tive, i.e. approximately a 63-degree expanse, 60-m length and 30-m width from  
the points shown in Fig. 1(a), average evaluation scores were allocated to the area 
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corresponding to this perspective. For obstructions in the streetscape, such as build-
ings, the area for the score allocation was decreased. For example, Fig. 1(b) shows the 
allocation of evaluation scores when buildings obstruct the view on the left. 

The pictures used in the evaluations were captured at many locations, and there-
fore, a certain location might be included in two or more pictures and the subjects 
might give the pictures different scores, even though they include the same location. It 
is not desirable for the visualization process to receive multiple scores for one loca-
tion. It is required to integrate those scores and assign a single evaluation score for  
the location with respect to each adjective pair. To address this problem, this study 
defined a parameter of the degree of confidence, which expresses the probability that 
a certain location in a picture adopts the evaluation scores for the picture. The pa-
rameter was assigned with a range of 0–1 for each location in a picture. Throughout 
the Kansei evaluation experiments, subjects paid more attention to prominent loca-
tions in a picture; therefore, locations near the places where the pictures were cap-
tured received a higher degree of confidence. On the basis of the assigned degree of 
confidence, the evaluation score for location l was determined as the weighted aver-
age of all evaluation scores for the pictures that included location l. When location l is 
included in n pictures, its evaluation score for the adjective pair k is expressed as 

 

Elk =
pileiki=1

n∑
pili=1

n∑
 

(1) 

 

where eik and pil represent the evaluation score of picture i for the adjective pair k and 
the degree of confidence for the location l in picture i, respectively. 

      

(a) no obstructions                     (b) obstructions on the left 

Fig. 1. Areas where evaluation scores are allocated 

2.3   Interpolations of Evaluation Scores 

After the score allocation, locations in the sample pictures had a single evaluation score 
Elk for each adjective pair. In contrast, evaluation scores were not allocated for loca-
tions that were not included in the sample pictures, although used in the experiments. It 
was however considered that these locations evoke specific impressions. This phase, 
therefore, allocated evaluation scores to those locations. Using all locations with 
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evaluation scores, Delaunay triangulation divided the plane of the map into many tri-
angles. Three vertexes of the triangles already had evaluation scores and the scores 
inside the triangles were linearly interpolated. 

2.4   Visualization of Evaluation Scores 

The visualization clarifies the distribution and intensity of the impression expressed 
by a single bipolar adjective pair. Score allocation and interpolation provided all map 
locations with an evaluation score within the range of 1–5. The score at each location 
was simply mapped to a colour. Figure 2 shows the colour mapping for the adjective 
pair modern–traditional. Red and blue colours represent locations with evaluation 
scores 1 and 5, respectively and no colour (transparent) represents locations with a 
score of 3. The assigned colours were overlaid on the map. Figure 3 shows the visu-
alization of the adjective pair modern–traditional, where red corresponds to impres-
sions of modern while blue indicates an impression of traditional. 

  

Fig. 2. Colour mapping for the evaluation scores 

    

Fig. 3. Visualization result for the adjective pair modern–traditional 

3   Implementation of the Kansei Stroll Map 

A Kansei stroll map system was implemented using the ten visualization results. The 
screen displays a map of Kyoto with an overlay of one of the visualization results and 
five icons, as shown in Fig. 4. A user can pan the map by clicking and dragging. 
Clicking the zoom in/out icons allows users to zoom in/out the map. Clicking the 
switching visualization icon, located at the far right of the series of icons, displays a 
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pop-up menu that provides a list of the adjective pairs. Users can select adjectives 
from the list to determine the impression to be visualized on the map. In addition to 
basic map navigations, the system provides several functions that assist users in walk-
ing around the city. The street picture function allows users to point to any location on 
the map and see street view pictures near the location. They can use the note function 
to mark their own points of interests or destinations on the map. 

The Kansei stroll map system runs on both desktop/laptop and tablet PCs. The au-
thors assumed that the users plan routes before visiting a city using the system on 
desktop/laptop PCs and the system on the tablet PC helps them to find places having 
unique impressions when they are walking in the field. 

 

Fig. 4. Screen configuration of the Kansei stroll map 

4   User Study of the Kansei Stroll Map 

4.1   Methods 

After implementing the Kansei stroll map, a user study conducted in Kyoto investi-
gated how the map affects user actions and decisions. Four groups (Groups 1–4), each 
consisting of two undergraduate students known to each other, participated in the 
studies. None of the participants had ever lived in Kyoto and had not visited Kyoto in 
the past three years. The participants used the map before going to Kyoto for planning 
their walking routes and during their walks in the city. 

The studies used two different areas of the city: the area surrounded by Karasuma 
St., Nijo St., Kawaramachi St. and Shijo St. (area A) and that surrounded by 
Kawaramachi St., Nijo St., Higashioji St. and Shijo St. (area B). In area A, the par-
ticipants started walking from Kawaramachi station, at the corner of Kawaramachi 
and Shijo streets, and walked toward Karasuma Oike station, at the corner of Kara-
suma and Oike streets. In area B, they walked from the Yasaka shrine at the corner of 
Higashioji and Shijo streets to the city hall at the corner of Kawaramachi and Oike 
streets. The participants walked around one area using the Kansei stroll map with 
visualized impressions of the streetscapes and the other area using the map without 
visualizations. The groups were assigned the combinations of areas and conditions 
shown in Table 2. 
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Pre-planning. Before going to Kyoto, the participants were given access to the Kan-
sei stroll map on a laptop PC and a commercially available paper-based map. An 
experimenter gave them an overview of the user studies and instructed them in the 
operation of the Kansei stroll map. Each group used the set of maps to make their 
approximate walking plans for both the areas. Meanwhile, the Kansei stroll map  
provided visualizations only for one area, according to the conditions shown in Table 
2. After making the walking plans for both the areas, the participants answered a 
questionnaire, consisting of several evaluation criteria with a Likert scale and free 
form responses. 

Walking in Kyoto. While walking in Kyoto, the participants used the Kansei stroll 
map running on a tablet PC and a paper-based map. An experimenter again instructed 
them in the use of the stroll map and they moved to the starting point. They walked 
around the area for 90 minutes using the set of maps. After the first walk, they moved 
to the next area and walked there in the same manner. The Kansei stroll map provided 
visualizations only for one area, as planned. When walking, the participants were not 
required to walk the area the way they had planned, but were allowed to freely change 
their route, depending on their interests. An experimenter accompanied each group, 
recording the group’s video and a GPS logged their route. After the walk, the partici-
pants answered a questionnaire. 

Table 2. Conditions and areas assigned for each group 

Group First walking Second walking 
Group 1 Area A with visualized impression Area B without visualization 
Group 2 Area B with visualized impression Area A without visualization 
Group 3 Area B without visualization Area A with visualized impression 
Group 4 Area A without visualization Area B with visualized impression 

4.2   Results of Pre-planning 

In their planning, most participants looked for places to visit using the maps. When 
planning without visualizations, they tended to select famous places from the map; 
however, with visualization, they used the visualized impressions on the stroll map to 
find places or streets that interested them. The participants in Group 1 checked the 
visualized impressions of the pair noisy–quiet on the Kansei stroll map, as they wanted 
to walk through quiet districts and visit small temples in area A. The participants in 
Group 2 wanted to visit temples and cultural areas; they looked for impressions of 
areas with the adjectives traditional or fantastic on the stroll map. They planned to 
visit the Gion district as well as the Enkoji and the Yoboji temples in area B. Group 3 
checked the impressions of noisy–quiet on the Kansei stroll map because they wanted 
to go shopping in area A. They found a narrow street marked with dense red colours on 
the map and decided to walk there. This is Nishiki-koji St. and it contains many small 
shops. Group 4 selected the names of chain stores to identify their locations as land-
marks; however, they did not plan any specific route or place to visit in either area, 
even though they checked the visualization of the modern–traditional impression  
for area B. 
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4.3   Results of Walking in Kyoto 

Figures 5(a) and 5(b) show the routes of all the groups in areas A and B, respectively. 
In these figures, solid lines indicate the routes of the groups using visualized impres-
sions while dashed lines indicate the routes of the groups without using the visualiza-
tions. The circle and square represent the start and destination points, respectively. The 
participants in Groups 1–3 walked toward the places or streets they checked during 
their planning before visiting Kyoto. Occasionally, they found something interesting 
and changed their route. The participants in Group 4, who did not check any specific 
route or place beforehand, chose their direction by looking at surrounding areas. In all 
groups, the participants frequently checked the maps, mostly to determine their posi-
tion and to determine the direction to their destination. In some cases, they used the 
visualizations on the Kansei stroll map to compare the streetscapes and the visualized 
impression, but not frequently. 

5   Discussions 

5.1   Frequency of Kansei Stroll Map Usage 

The participants used the visualization of the Kansei Stroll map more frequently during 
the pre-planning process than in the field. In the planning process, the information that 
participants used was limited to maps, pictures and names of tourist attractions. It is 
difficult to form impressions of the places and streets from this information and the 
visualization of the impression helped the participants get a sense of the characteristics. 
In contrast, while walking, the participants directly perceive various kinds of informa-
tion, such as scenery, confluence, sounds and smells, from their surroundings. They 
gave priority to this perceived information over that visualized on the map. Thus, the 
visualization on the Kansei stroll map proved most effective for planning the trip. 

In the questionnaire, the average score for the question ‘The visualization of the 
Kansei Stroll map was useful for the planning’ was 4.13 (standard deviation 0.64) 
where 1 represents ‘strongly disagree’ and 5 represents ‘strongly agree.’ The score for 
the question ‘The visualization of the Kansei Stroll map was useful for walking the 
city’ was 3.50 (standard deviation 0.76). The results suggest that the participants 
found the visualized impression more useful during the planning process. One partici-
pant commented: ‘The stroll map was effective for knowing the atmosphere of places 
before visiting there.’ 

5.2   Route Comparison 

In Fig. 5, there are some areas visited by two or more groups and areas visited by only 
one group. When without using the visualizations, both groups commonly visited the 
Honnoji temple in area A and walked through the riverside of Kamogawa River in 
area B. To compare the similarity of the routes between the conditions, the authors 
defined a route-overlapping rate that is expressed by 

 

overlapr =
or

dr

 (2) 
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where dr represents the total distance of the route r while or represents the total dis-
tance that route r overlaps the routes of other groups.  

Figure 6 shows the route-overlapping rate for each group and each condition. The 
rate is higher when the participants used the maps without visualization than that  
used with visualization, except for Group 4. Since the names of the Honnoji temple 
and Kamogawa Riverside are famous, participants tend to focus on them, especially  
 

 

(a) Area A 

 

  (b) Area B 

Fig. 5. Walking routes during the studies in Kyoto 
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without visualization. The participants usually tried to find effective routes that di-
rectly connect famous places or tourist attractions. This led the participants to plan 
similar walking routes when they had no visualization. On the other hand, with the 
visualized impressions, participants easily found non-famous places or streets, which 
could be difficult to find with a normal map. They planned to stray from the route 
based on their interests. These results suggest that the stroll map increases the variety 
of routes that tourists choose. 

 

Fig. 6. Route-overlapping rate for each group and each condition 

6   Conclusions 

This paper introduced a Kansei stroll map based on the visualization of impressions of 
streetscapes. User studies conducted for pre-planning and while walking the city led 
the authors to the following findings. First, the Kansei stroll map helps tourists find 
places or streets that match their personal interests. Second, the visualized impression 
is especially useful for pre-planning. Third, the stroll map increases the variety of 
walking routes that tourists choose. Although the user studies in this paper used only a 
simple map system with visualized impressions, the results show that the system pro-
vides useful cues for walking a city. Future studies will address the integration of 
impression visualizations and conventional navigation methodologies to support vari-
ous styles of travel. 
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Abstract. Last two decades have seen the development of varieties of new 
methods for visualizing multivariable data and a few attempts have been made 
to survey and compare some of these techniques. Despite valuable reviews, they 
did not systematically study the perception tasks involved in these techniques 
which affect the efficiency of their information decoding due to limited  
humans’ visual perception system. This paper serves to fill this gap through  
reviewing three well known multivariate visualization techniques apropos their 
associated perception tasks for three data exploration purposes. Advantages and 
disadvantages of each tool are discussed.  

Keywords: visual perception, data exploration, trellis display, parallel coordi-
nates, pixel-based techniques. 

1   Introduction 

Visualization is crucial to data analysis; it provides a front line of attack, revealing 
intricate structure in data that cannot be absorbed in any other way [1]. Fig. 1 shows a 
simplified conceptual model of the data visualization process. The most crucial step in 
this process is visual encoding which converts a data table into graphic G through 
mapping the variables of the data table to some visual elements (VE). Finally, users 
have to perform perception tasks to decode the visual presentation in order to extract 
data characteristics. Because the goal of data visualization is to facilitate users in  
understanding data and its message rather than the graph itself, the perception tasks 
involved are key factors to effective visual designs. Visualization mainly serves three 
types of data analysis tasks: exploration, confirmation, and presentation. This article 
focuses on the data exploration purpose of visualization.  

Last two decades have seen the development of varieties of new methods for visu-
alizing multivariable data and a few attempts have been made to survey some ap-
proaches [2,3,4]. Despite valuable reviews, they only presented summaries of the 
principles of these techniques without systematically studying the involved perception 
tasks which affect their efficiency of information decoding due to limited capacities of 
humans’ perception system. In addition, works have been done to compare some 
techniques in terms of their support to certain data exploration tasks using several 
datasets [5,6]. These comparisons, however, did not provide much insight into the 
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root causes of the pros and cons of these visualization tools. It is the nature of the in-
volved perception tasks that determines the success of exploratory purposes. In this 
research, a perception task is considered efficient if its intended data exploration task 
can be accomplished quickly and accurately. 

 

 

Fig. 1. Conceptual Model of the Data Visualization Process 

Within this context, this article aims at reviewing multivariate visualization tech-
niques apropos their associated perception tasks for data exploration purposes. Due to 
the space constraint of the article, however, only three techniques – trellis display, 
parallel coordinates, and pixel-based display – are examined here. They are chosen for 
the study because they are well recognized in the information visualization field, they 
allow each data point to be plotted in the figure, and they can be used to visualize both 
continuous and discrete data. In addition, this project focuses on three typical genres 
of data exploration purposes: identifying the dependence between variables, detecting 
outliers, and discovering classification rules of a predefined class variable in the data.  

2   Description of Datasets 

The dataset used to illustrate the discussions in following sections is adapted from the 
“auto-mpg” dataset retrieved from the UCI machine learning repository [7]. Five at-
tributes from the original auto-mpg dataset are used here, including mpg(continuous), 
cylinders(3/4/5/6/8), horsepower(continuous), weight(continuous), and origin 
(“American”, “European”, and “Japanese”). origin is considered as the class variable 
when the classification task is discussed. In the following figures shown for this data-
set except the pixel-based display, red, blue, and green data points represent the 
American, European, and Japanese cars, respectively. There are totally 392 data  
records in the dataset.  

3   Visualization Techniques 

In each of the three visualization techniques discussed in this section, its mappings of 
variables, perception tasks involved in the three chosen data exploration purposes, and 
a discussion of the implications of its merits and perception issues are presented.  

3.1   Trellis Display 

The basic idea behind Trellis display is to show any one of a large variety of 1-D, 2-D 
and 3-D statistical data view plot types in an automatically generated trellis layout of 
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panels, where each panel displays the selected plot type for a slice on one or more 
additional discrete or continuous conditioning variables [8]. Panels are laid out into 
columns, rows and pages. Fig. 2 illustrates the trellis display for the auto-mpg dataset. 

Mapping of Variables. The mapping of variable Xi depends on its role in the display 
as an axis variable, conditioning variable, or superposed variable. If Xi is an axis  
variable, then it is mapped to one of the coordinates in panels. If Xi is a conditioning 
variable, then each panel represents one of its levels (for categorical variables) or  
intervals (for continuous variables). Continuous variables have to be divided into in-
tervals (usually overlapped) in order to be used as conditioning variables in trellis 
displays. If Xi is a superposed variable, then it is mapped to colors or symbols of 
points in panels. For example, in Fig. 2, mpg and horsepower are axis variables, cyl-
inders and weight are conditioning variables, and origin is a superposed variable. As 
weight is a continuous variable, it is shingled into 5 intervals with 1/10 overlapping. 
weightE is used to represent the shingled variable. Each row in Fig. 2 represents a 
value of WeightE. The values of cylinders and weightE increase from left to right in 
columns and from bottom to top in rows, respectively.  

 

 

Fig. 2. Trellis display of the auto-mpg dataset 

Perception tasks involved in data exploration 
Dependency between Xi  and Xj. If Xi and Xj are axis variables and Xc is the set of all 
conditioning variables, then the perception tasks involved in discovering the depend-
ency between Xi and Xj conditioning on Xc are the same as those in a scatterplot. 

To examine the dependency between Xi and Xj conditioning on a subset of Xc re-
quires mentally merging panels associated with the same conditioning variables under 
study into an integrated scatterplot and then examining the dependency between Xi 

and Xj in the integrated plot. For instance, to identify the dependence between mpg 
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and horsepower among cars with 8 cylinders in Fig. 2, one needs to mentally integrate 
panels at the right-most column into a scatterplot and then examine the dependency 
between mpg and horsepower in the integrated plot. It is not difficult to perceive from 
Fig. 2 a negative correlation between mpg and horsepower for cars with 8 cylinders. 
However, more detailed information on their dependency, such as the linearity, is 
difficult to perceive due to the panel merging process. 

 
Outliers. The perception task for detecting outliers in the combination of all condi-
tioning variables and one or both of axis variables is to spot points whose positions do 
not conform to the overall patterns of the dependency between the axis variables in 
each panel. For example, in the second right-most panel at the second-top row in Fig. 
2, an outlier in the combination of mpg, weight, and cylinders, which has a relatively 
higher value of mpg, can be easily identified.  

To detect outliers in the combination of some but not all conditioning variables and 
one or both axis variables, one needs to first mentally merge panels associated with 
the same combination of the conditioning variables of interest into one scatterplot and 
then spot the outlier in the integrated plot.  

The perception task for detecting outliers in the combination of all conditioning 
variables without considering axis variables is to check whether some panels only 
have few data points. However, if some conditioning variables are shingled continu-
ous variables, then the number of points in panels is greatly affected by the shingling 
parameters of these variables.  

 
Classification. The perception task for classification based on the combination of all 
the conditioning variables (with or without axis variables) is to compare the densities 
and/or areas covered by data points with different colors in each panel. For example, 
Fig. 2 shows that all cars that have 8 cylinders and are the heaviest (the right-most 
panel at the top row) are American cars.  

However, for classification based on an individual variable or a subset of all condi-
tioning variables, one needs to first mentally integrate the associated panels for points 
at the same interval or level of the individual variable or the same combination of the 
variables of interests and then compare the densities of and/or areas covered by points 
with different colors in the integrated panel.  

Implications 
As seen from the above discussions, the efficiency of perception tasks involved in 
trellis displays are greatly affected by the assignment of variables.  The major advan-
tage of the trellis display, from the perception perspective, seems to be its effective 
demonstration of the information on the axis variables taking into consideration of all 
the conditioning variables because the associated perception tasks would become the 
same as those in our familiar scatterplots. In other cases, however, the process of 
mentally integrating panels associated with the variables of interest is necessary, 
which can make the corresponding perception tasks very inefficient. Besides, due to 
the trellis display’s shingling mechanism which categorizes continuous variables into 
several overlapping intervals, some information regarding the original continuous 
variables may not be demonstrated adequately, such as the linearity of the dependency 
between them and other variables and the their outliers.  
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3.2   Parallel Coordinates 

Parallel coordinates, pioneered by Inselberg [9], is a well-known technique for visual-
izing multivariate data. In this approach, each variable is represented by a vertical axis 
and the m variables are organized as uniformly spaced vertical lines. A data record in 
m-dimensional space manifests itself as a connected set of points, one on each axis. 
Fig. 3 shows the parallel coordinates of the auto-mpg dataset. 

 

 

Fig. 3. Parallel coordinates of auto-mpg dataset 

Mapping of variables  
Variable Xi 

is represented as the ith vertical axis in a 2D space and its values are usu-
ally scaled so that the maximum and minimum values correspond to the top and bot-
tom points on its axis, respectively. Data record Ri ={X1 = ri1, X2= ri2, …, Xm = rim} is 
represented as a set of m-1 connected line segments which connect to vertical lines at 
the corresponding variables’ values. 

Perception tasks involved in data exploration  
Dependency between Xi  and Xj. If the axes of Xi and Xj are adjacent in the plot and 
they both are continuous, then to find their dependency is to compare the directions of 
line segments between their axes. If most lines are parallel, they are positively corre-
lated. On the other hand, if most lines cross over one another, they are negatively cor-
related. However, if the lines form a figure with a hyperbolic envelop, then these  
two variables are not correlated. For instance, in Fig. 3, crossings of line segments 
between the mpg and horsepower axes whose intersection points are not close to the 
center of the space between their axes suggest a negatively nonlinear correlation be-
tween them. Besides, most line segments between the horsepower and weight axes 
seem to be parallel, which indicates a positively linear relationship between them. If 
Xi is discrete and Xj is continuous, then identifying their dependency is to compare the 
lines which connect to different regions on the axis of Xi in terms of their distributions 
on the axis of Xj.  

If the axes of Xi and Xj are nonadjacent in the plot, on the other hand, then the 
viewer has to first locate the corresponding points on the axes Xi and Xj by tracing line 
segments before examining the dependency between Xi and Xj. This line tracing proc-
ess makes the perception task of identifying the dependency between Xi and Xj, very 
inefficient because the information is processed in the manner of controlled process-
ing (as opposed to preattentive processing). Besides, it becomes almost impossible to 
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trace corresponding points on nonadjacent axes when many connection lines or points 
overlap.  

 
Outliers. To detect outliers in individual variables is to check whether there are few 
connection points on their axes that are well separated from others.  

For detecting outliers in the combination of two variables whose axes are adjacent 
in the plot, one needs to examine whether there are line segments between them 
whose directions do not agree with the overall patterns of other line segments. To 
detect outliers in the combination of two or more variables whose axes are nonadja-
cent in the plot, one has to first trace line connections to find corresponding points on 
their axes and then check whether, among connection points located at the at some 
regions on the axes of these variable, there are few points that are far away from oth-
ers. The process of line tracing makes the perception task very inefficient.  

 
Classification. Discovering classification rules based on one variable is to compare 
the densities of lines with distinctive colors that connect to the same regions on its 
axis. For example, to classify the origin of cars based on cylinders in Fig. 3, one needs 
to compare the densities of red, blue, and green lines connected to each of the five 
points on the cylinders axis. Examining the line segments between the cylinder and 
mpg axes, one can see that all cars with 8 cylinders and most cars with 6 cylinders are 
American cars and all cars with 5 cylinders and 3 cylinders are European cars and 
Japanese cars, respectively.  

Discovering classification rules based on the combination of two or more variables 
requires first tracing line connections to find lines whose connection points on the 
axes of these variables satisfy the same combination of these variables and then com-
paring the densities of lines with distinctive colors among them. If two variables are 
adjacent, then the directions of the line segments between them can help locating cor-
responding connection points.  

Implications 
The ease of implementation and interpretation makes parallel coordinates a focus of 
attention since its inception. From the above discussions we can see that in most data 
exploration tasks, the effectiveness of parallel coordinates is significantly affected by 
the severity of the overlapping of line segments and the order of the axes of variables.  

By taking advantages of humans’ capacities in comparing line directions, preatten-
tion to orientations, and Gestalt proximity theory, parallel coordinates allow one to 
effectively perceive the dependency between two continuous variables whose axes are 
adjacent and outliers in individual variables and in the combination of two variables 
whose axes are adjacent. However, because the points associated with the same data 
record on different axes are identified through connected line segments, the order of 
axes can greatly impact the efficiency of the perception tasks engaged in data explora-
tion undertakings in which locating corresponding points on different axes is required.  

3.3   Pixel-Based Visualization 

In pixel-based visualization techniques, each data point is represented with a colored 
pixel. Several pixel-based visualization approaches have been proposed depending on 
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the purpose of the visualization, how the pixels are arranged and the shape of the dis-
play window [10,11]. This paper, however, only discusses the spiral pixel-based visu-
alization technique and the perception tasks involved. Figure 4 shows the spiral pixel-
based display of the auto-mpg dataset. The top-left window is to visualize the rele-
vance factor, the inverse of the combined overall distances, of data points in all the 
five variables of the dataset. 

  

 

Fig. 4. Spiral pixel-based display of the auto-mpg dataset 

Mapping of variables and data records 
Variable Xi is represented as the ith square window in a 2D space which is filled with 
colored pixels starting from its centre. Data record Ri ={X1 = ri1, X2= ri2,…, Xm = rim} 
is represented as a set of m pixels, each in one window associated with a variable; the 
relative locations of these pixels are the same in all windows. The color of a pixel 
demonstrates its corresponding data value. The colors map, ranging from yellow over 
green, blue, and red to almost dark, indicates increasing differences between the data 
values that pixels represent and the user’s specified queries because of the seemingly 
lessening in the lightness of these colors with the same saturation [10].  

Perception tasks involved in exploratory tasks  
Dependency between Xi  and Xj. If both Xi and Xj are continuous, then to identify their 
dependency is to compare the colors of the corresponding pixels in their windows. If 
the color patterns in the two windows are similar according to the color map, then 
they are positively correlated. If the color patterns are opposite in the two windows, 
(i.e., light colors in one window correspond to dark colors in the other window), then 
they are negatively correlated. For example, Fig. 4 shows that the light pixels in the 
mpg window correspond to dark pixels in the horsepower windows, which suggests a 
negative correlation between mpg and horsepower. However, because each color in 
the color map represents an interval of values rather than a single value, the linearity 
of the dependency between Xi and Xj cannot be perceived adequately from the pixel-
based display. 

If Xi is discrete and Xj is continuous, then to identify their dependency is to com-
pare the distributions of pixels in Xj’s window whose corresponding pixels are of dif-
ferent colors in Xi’s window. For instance, to identify how the distribution of mpg 
depends on the level of cylinders, one needs to compare the distributions of pixels in 
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the mpg window whose corresponding pixels are yellow, green, blue, violet, and dark-
olive in the cylinders window. Fig. 4 shows that for yellow and green pixels in the 
cylinders window (mainly at the center or edge of the window), their corresponding 
pixels in the weight window are mostly yellow and green. This suggests all cars with 
3 or 4 cylinders have relatively low values of weight.  

 
Outliers. To detect outliers in individual variables is to spot few pixels whose colors 
are different from others in their corresponding windows. To detect outliers in the 
combination of two or more variables is to discover pixels whose colors do not agree 
with the general color patterns in the windows of these variables. One needs to  
compare the colors of the corresponding pixels in these windows in order to find the 
pattern, but matching pixels at the same relative locations in different windows is an 
inefficient operation, especially when the windows are far apart from each other. 

 
Classification. To discover classification rules based on one variable or the combina-
tion of two or more variables is to compare the areas of the pixels which have the 
same colors in its or their window(s) but correspond to different classes. The class 
labels of pixels are identified through the colors of the corresponding pixels in the 
window of the class attribute. For example, in Fig. 4, we can see from the origin win-
dow that yellow, blue, and dark-olive regions represent American, European, and 
Japanese cars, respectively. In order to classify the origin of cars based on cylinders, 
one needs to, for the yellow, green, blue, violet, and dark-olive pixels in the cylinders 
window, respectively, compare the areas of pixels that correspond to different origin 
classes. As shown in the cylinders window, all its yellow pixels, representing 3-
cylinder cars, correspond to the Japanese cars (the dark-olive pixels in the origin win-
dow), and all the dark-olive pixels in the cylinders window, representing 8-cylinder 
cars, correspond to American cars (the yellow pixels in the origin window). However, 
the green pixels in the cylinders window, representing 4-cylinder cars, correspond to 
pixels with all three colors in the origin window, which means that simply knowing a 
car has 4 cylinders cannot classify its origin adequately. However, it is very ineffi-
cient to classify the origin of cars based on mpg or the combination of mpg and weight 
because pixels with the same colors are scattered in the mpg and weight windows. 

Implications 
Using one pixel to represent a data point in the pixel-based technique allows display-
ing the maximum possible number of points in one screen without overlapping of 
points.  

Colors of pixels demonstrate the values of their corresponding data points in the 
pixel-based technique. However, because colors do not provide quantitative informa-
tion effectively, viewers may have to always refer to the color map for the actual  
values that the colored pixels correspond to, especially for continuous variables. Be-
sides, in the pixel-based display, continuous variables are literally discretized, one 
color for an interval of values; this prevents perceiving the linearity of the dependency 
between two continuous variables. How the intervals are divided also affects the  
discovery of clusters. 

In the pixel-based display, relating corresponding pixels in different windows re-
quires the viewer to mentally match their relative positions, both horizontally and 
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vertically, in these windows; this task can very inefficient when the distributions of 
the pixels do not demonstrate clear structures and/or these windows are far apart 
and/or not aligned horizontally or vertically.   

4   Conclusions and Future Research 

It is commonly believed that visualization tools can help unveiling hidden patterns 
and relationships among variables. Recently, there has been growing interest in de-
veloping tools for visualizing multivariate data in response to the needs of handling 
complex datasets in various fields. So far, most practices in evaluating visualization 
techniques involve only administering them on several datasets and examining the 
demonstrated patterns. Such an approach, however, does not provide much insight 
into the underlying perception issues which determines their effectiveness in revealing 
information to the end users. No matter how clever the choice of the information,  
and no matter how technically impressive the encoding, a visualization fails if the 
decoding fails [1]. 

This paper has examined three well recognized multivariate visualization tech-
niques with respect to their associated perception tasks for three data exploration  
purposes. Some advantages and disadvantages of each technique are discussed. 

My future work will involve conducting more rigorous formal experimentations to 
test the findings from this study. Examining the perception tasks involved in visuali-
zation techniques, both theoretically and experimentally, gives a scientific foundation 
on the evaluation of their effectiveness. Later on, research will be conducted on com-
paring the effectiveness of these techniques to help developing guidance in choosing 
appropriate tools based on the characteristics of datasets and exploration tasks.  
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Abstract. Recently, situations surrounding business organizations have been 
changing rapidly and extensively. Due to the wide availability of broadband 
Internet in many countries, international division of labor, namely offshoring, 
has become quite common, and global competition is growing intense [1]. As a 
result, business organizations must seek to produce added-values and higher  
efficiency to survive the competition. To produce added-values and higher effi-
ciency, a variety of issues have been coped with in the research area named 
Service Sciences or Service Engineering (SS in short). Since a large amount of 
data is acquired, analyzed, and utilized in SS, a scientific and engineering  
approach is important in it. This paper firstly outlines the approach and visuali-
zations for it, and then discusses good solutions for both the service provider 
and the customer. By addressing “visualization”, important points of SS activi-
ties are clarified. 

Keywords: Service Sciences, Customer Expectation Management, Persona, 
Scientific Disciplines, Productivity. 

1   Introduction 

With development of economy, the ratio of service-based industries against other 
industries such as manufacturing industries rises. These days, this change is more 
evident by industry’s aggressive business efforts such as outsourcing for more busi-
ness productivity [1]. 

However, achieving higher service productivity is not easy. While manufactured 
products have visible and tangible shapes, services doe not have such properties. They 
are not all visible. Their production and consumption happen at the same time and 
disappear instantly. They vary with situations, and so on. Hence, they are more diffi-
cult to measure and visualize than manufactured products, which poses difficulties of 
grasping service process and tends to result in lower productivity. 

SS is a research approach which applies various scientific and engineering methods 
to tacit knowledge and tactics of services and aims at higher service productivity by 
process improvement, cost cut, and so on along with higher satisfaction [2, 3, 4, 5]. 
SS approach is characterized as the following. 



232 H. Miki, N. Hosono, and S. Yamamoto 

• Massive data handling by scientific and engineering methods: In SS, Scientific and 
engineering methods are used to process massive data with reference to innovation 
theories [6, 7] and other theories in Business Administration, Psychology, and 
other human science areas.  

• Aiming at productivity improvement: Previously improvement of productivity 
highly relied on worker’s improvement of ways of work, and was hence implicit or 
unsystematized. In SS, service productivity is improved based on the notion that 
added-value divided by labor input is service productivity. 

• Coping with services, customer’s benefit, and customer’s expectation: Service 
means an activity which gives some benefit to the customer. Since customer’s 
benefits arise in customer activities, analyses of such activities, in other word  
human-centered viewpoints, are important. To bring customer some benefit, man-
agement of customer’s expectation is important. 
 

In the following, in section two, purpose of visualizations in SS is explained with 
reference to the typical scientific process named Optimal Design Loop. Then visuali-
zations related to each of the above three characteristics are explained: basic visuali-
zations of massive data in section three, visualizations of service productivity in  
section four, and visualizations of customer’s benefit (expectation) in section five.  
In section six, good solutions for both the service provider and the customer are  
discussed. 

Note that the term “visualization” is used in this research as a general term of making 
things visible. It includes descriptions of field research results in the social science area 
as well in addition to data visualization in information science and engineering areas. 

2   Optimal Design Loop and Purpose of Visualizations 

As a scientific and engineering method, Optimal Design Loop is gaining acceptance 
for its efficiency and effectiveness in the field of SS (Fig. 1) [3]. This design loop 
consists of processes with data observation and accumulation, analysis, design, and 
application. The advantage of the loop is that once the prediction model is built using 
the data relation analyzed from observation and accumulation, prediction of the entire 
data will be possible even if it is later given only partial observation data. By repeat-
ing the loop in such a process, precision enhancement and expanded prediction area 
are eventually expected. 

In Optimal Design Loop, visualization of data is important along with observation 
and accumulation of data. One reason of this is that when analyzing regularity and 
relations of a large amount of observed and accumulated data, it will be very hard  
to find such characteristics without visualization. With visualization, different view-
points can be seen easily.  

There is also a close relationship between visualization of data and observation and 
accumulation of data regarding qualitative and quantitative data. If observed and  
accumulated data is qualitative, its analyzed results will be qualitative unless it is con-
verted to quantitative data. The same is true in the opposite case. Such conversion is 
important for customer’s better understanding of the data. In the body fat monitor, raw 
qualitative data are converted to another qualitative data based on the prediction model. 
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It is also important what the visualization is for and whom it is for. Although  
Optimal Design Loop is mainly for the creation of service, it must be visualized for 
customers' easier understandings. If the visualization is useful for the customer, it will 
motivate the customer to continue to use the service and product (“service” in short 
hereafter) and will lead to continual loop of the optimal design loop. The continual 
loop will bring the service provider a better chance to improve the service and bring 
the customer a better chance to get an improved service.  

3   Visualizations Related to Massive Data Handling 

An example of SS is a scale with a body fat monitor found on the market today. In 
“Observe & Accumulate” phase of Fig. 1, information about body weights, electric 
conductivities and body fat percentages from hundreds of people are observed and 
collected in a database. Then in “Analyze” phase, the analyzed data formulate the 
relations of body information. In “Design” Phase, the manufacture designs a scale 
with a body fat monitor using the formula. In “Apply” phase, the formula is applied 
when the scale is used to calculate body fat percentages, the skeletal muscle rate, and 
the basal metabolism based on the weight and the electric conductivities. At the same 
time, the observation data uploads to accumulate by means of the Internet in “Observe 
& Accumulate” phase. Then the analyzed data contribute to the next generation ser-
vice with enhanced precision and expanded functions.  

When accumulation and analysis of quantitative mass data clarify actual human ac-
tivities, and prediction precision is improved by rotating the cyclic loop, creation of 
new added-values and efficiency improvement can be expected. 

In each phase, various visualizations are used to understand and utilize tendencies 
of information for both the service provider and the customer. 

4   Visualizations Related to Service Productivity 

Service productivity which SS aims at is approximately defined by the following 
formula. Service productivity is added-value divided by labor input [3]. 

 

 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Optimal Design Loop in Service Sciences. (This is created based on Motomura [3]. The 
emphasized steps will be different depending on the types of objects and innovations.) 

Observe 
& Accumulate

Analyze Apply 

Design 
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Service productivity = Added-value / Labor input                   (1) 
 
Following the formula in (1), the improvement of service productivity requires im-

provement in the denominator, the numerator or both conditions. SS is expected as a 
way to bring significant progress by improving both the denominator and the numera-
tor. Namely, service productivity will rise through less labor input by way of process 
improvement and cost cutting as well as higher added-values such as higher customer 
satisfaction. 

Since formula (1) is an approximate formula and each element of it can be different 
measurement and scale, effective visualization is requisite for easier understanding of 
the relations [4]. Once such relations are explicit, improvement of service productivity 
can be pursued more easily. In other word, SS is a research effort that seeks for an 
explicit form of formula (1) and pursues improvement of service productivity based 
on it. By addressing “visualization”, important points of SS activities are clarified.  

There are various visualizations related to Service Productivity. For example, for 
the service provider, they include less labor input to provide a service, more services 
per hour, higher customer satisfaction with the same labor input, and invested money 
versus cost cut. On the other hand, for the customer, they include less labor input to 
receive a service, higher satisfaction with the same labor input, and so on.  

As an example, energy consumption monitoring system for IT equipment energy 
saving, is shown in Fig. 2, 3, and 4 [8]. It is basically installed on an energy adminis-
trator’s PC and on a user PC, and runs all the time. It monitors energy consumption of 
user’s PC such as power consumption and printed pages, and shows them to the user 
in a user-friendly manner (Fig. 2). It also judges a total energy saved level based on 
the monitored data and shows the level as a colored clover ICON, top-left of Fig. 2, 
for the user’s quick understanding of the whole. Energy save ranking can be checked 
on the website by the user and the energy administrator (Fig. 3).  

 

 

Fig. 3. Website to Show Energy Save Ranking 
for User and Energy Administrator [9] 

 

Fig. 2. Summarized Energy Con-
sumption Data for User [9] 
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Fig. 4. Chronological Power Consumption Data for Energy Administrator [9] 

About visualization, firstly different viewpoints are provided: Fig. 2 for the user, 
Fig. 3 for the user and the energy administrator, and Fig. 4 for the energy administra-
tor. Secondly, quantitative energy consumption data are visualized in Fig. 2 and 5 
from raw quantitative data accompanied by some qualitative representations such as 
the colored clover ICON in Fig. 2. Thirdly, the user is motivated by summarized 
snapshot data of Fig. 2 and the energy saving ranking in Fig. 3. The energy adminis-
trator and the user are related with each other thru different visualizations of massive 
data and such differences are important for the service, namely energy saving. Com-
pared with energy saving without the system, energy can be saved more with smaller 
amount of labor input. In this sense, service productivity is higher with the system. 

5   Visualizations Related to Customer’s Benefit (Expectation) 

As stated in section one, “Service” is an activity which gives some benefit to the cus-
tomer. And such a benefit is one instance of added-value of formula (1) in section 
four. Thus, it is fundamentally important for SS.  

Since benefit is a subjective matter and varies according to the customer, it is very 
important to manage customer’s expectation with which the customer finds a benefit 
from a given service. If provided service meets customer’s expectation, the customer 
will find some benefit from the service. Otherwise, since the customer will not find a 
benefit from the service, it can not be a service for the customer in the first place. 

To meet customer’s expectation, Persona which represents a detailed story and a 
profile of a group of targeted customers is often used for the design of service  
(Fig. 5). Thanks to detailed descriptions of Persona, service designer can imagine 
what is good or not for the Persona and can design details of the service properly [9].  

Although visualization plays an important role for this purpose, as the example  
of energy-saving showed, providing consistent visualizations which meet customer’s 
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context-of-use well are not easy. Thus, when creating Persona, it is recommended that 
before use, in-use, and after use are all clarified as a consistent story and are based on 
massive data. It is especially so when base technologies for the service are immature 
and there are big gaps between the story and the supporting technologies. In such a 
case, Persona’s story should be modified again and again until the gaps are minimized 
enough. After these efforts, balances among service productivity, added-value, labor 
input, and so on should be considered followed by concentration on productivity. 

Once service is established, some evaluation method based on questionnaire such 
as CSI (Customer Satisfaction Index) (Fig. 6) can be used to evaluate service before, 
during, and after the use [10]. For example, in CSI, about 20 questions are categorized 
into six groups: customer’s expectations before use, perceived quality, perceived 
value, and customer satisfaction during use, and customer complaints and customer 
royalty after use.  

Persona and evaluation by questionnaire are both visualized for better understand-
ing of what they should show. 

6   Discussion: Toward Good Solutions for Both the Service 
Provider and the Customer 

Most desirable outcome of SS activities should be that both the service provider and 
the customer are happy thanks to good solutions for both the service provider and the 
customer. For this, before use, in-use, and after use for each party should be clarified 
and addressed properly as marketing theories [11] and the notion of User Experience 
[9] in usability area have pointed out.  

However, it is not easy to distinguish what are about the service provider from 
what are about the customer. Since both added-vale and labor input can be either the 
service provider or the customer in the formula (1), confusion of the service provider 
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Fig. 8. Customer expectation management and services 

and the customer will easily occur. You may think added-value as value for the cus-
tomer and labor input as service provider’s labor input. However, you may also think 
added-value as value for the service provider and labor input as customer’s labor 
input, and so on. There are four combinations as shown in Fig. 7.  

There is another thing to care about. When a service does not meet customer’s ex-
pectation, there are several ways to fix it. For example, as shown in Fig. 8, you can 
change either promotion or service. When customer’s expectation is too high and the 
customer is dissatisfied, you will be required to reduce promotion to lower customer’s 
expectation or you will be required to enhance service, among others.  

Since visualizations described in this paper constitute basis to handle these issues, 
appropriate visualizations are important for the success of service.  

7   Concluding Remarks 

This paper firstly outlines the approach and visualizations for it, and then discusses 
good solutions for both the service provider and the customer. By addressing “visuali-
zation”, important points of SS activities are clarified. Further efforts are expected in 
this research area. 
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Abstract. Semantically annotated data gain more and more importance in fu-
ture information acquiring processes. Especially the Linked Open Data (LOD) 
format has already experienced a great growth. However, the user-interfaces  
of web-applications mostly do not reflect the added value of semantics data. 
The following paper describes a new approach of user-centered data-adaptive 
semantics visualization, which makes use of the advantages of semantics data 
combined with an adaptive composition of information visualization tech-
niques. It starts with a related work section, where existing LOD systems and 
information visualization techniques are described. After that, the new approach 
will bridge the gap between semantically annotated data (LOD) and information 
visualization and introduces a visualization system that adapts the composition 
of visualizations based on the underlying data structure. A case study of an  
example case will conclude this paper.  

Keywords: linked open data, semantic visualization, semantic web. 

1   Introduction 

Semantic-Web and semantically annotated knowledge and information gain more and 
more importance in future information and knowledge acquiring processes. While 
formal descriptions of information, e.g. Ontology or Topic Map are still under  
the investigation of research institutions and enterprises, semantic structures based on 
the collective intelligence of web-users became silently an inherent part of the web. 
Especially the Linked Open Data (LOD) format has experienced a great growth in the 
open internet and became an established data model for conceptualizing knowledge 
entities and describing semantic relationships between knowledge entities and do-
mains. The Linked Data format is not only used to model a specific domain by a small 
set of knowledge engineers, it is more a reflection of the knowledge interpretation of a 
whole community, which models domain-comprehensive knowledge for structure and 
disseminate it to a diversified audience. A single Linked Data database gains millions 
of knowledge entities per day and grows faster than expected.  

Although the data in the LOD databases are semantically well-defined, the amount 
of data is more than sufficient and their structure provides the opportunity for the 
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usage of alternative knowledge-acquisition and interaction with semantics, today’s 
user interfaces of Linked Open Data do not really evince an added value to existing 
search-result user interfaces. The presentation of the information is often categorized 
in a concept hierarchy, but the presentation of information is principally text-based. 

The already existing trend of alternative interaction ways with computer and in-
formation systems is not considered sufficiently in the presentation process of the 
underlying information. To provide a more natural interaction with the semantic 
knowledge in the structured LOD databases a graphical representation of the knowl-
edge is valuable. Graphical objects are more similar to the objects of the real world 
and therefore provide a more intuitive interaction with the semantics structures. 

Existing semantics visualization techniques do not consider the surpluses of the 
Linked Open Data structures, where the semantics structure has to be built-up with a 
routine of query requests. They focus on various but specific ontology characteristics, 
e.g. displaying the hierarchical inheritance structure, multiple inheritance or semantic 
relations between ontology entities. The complex structure of the Linked Data varies, 
based on the users’ query on the data. The heterogeneity of the requested data should 
be exploited for the visualization and hence enable a more efficient interaction with 
the underlying semantics.  

In this paper we describe a new approach of user-centred data-adaptive semantics 
visualization for Linked Open Data. The main innovation of our approach is the 
autonomous selection of different and various visualization types for the results of 
users’ queries. Therefore the results of a user query are analyzed based on different 
criterions of the data characteristics, e.g. amount of result entities, amount of related 
entities, amount of related classes and domains or hierarchical structure of the under-
lying domains. We will show that each result of a semantic user query requires differ-
ent types of visualization. Complementing our previous work the composition of 
different visualization types for the visualization of Linked Open Data will be intro-
duced. A classification of the semantic search-result-types will open new possibilities 
for visualizing and interacting with semantics data. Based on the introduced classifi-
cation different visualization types and their combination and composition respec-
tively will be introduced. A main aspect of our approach is the interaction with 
graphical representation of the semantic entities and their structure, which supports 
the explorative information acquisition process of users and the interaction with alter-
native devices, especially gesture-based interaction systems.  

The paper begins with a related work section, where existing Linked Open Data 
systems, the amount of their data and their interaction possibilities are analyzed.  
Supplementary existing semantics visualization techniques are introduced and the 
interaction possibilities and information acquisition processes are analyzed. In the 
following section a systematic classification of possible semantic search results will 
be proceed, where the different characteristics of Linked Open Data are classified 
especially for their visualization. In comparison to the classification of the semantic 
attributes the characteristics of information visualization techniques will be intro-
duced and classified. The main section of this paper will bring the Linked Open Data 
and the visualization characteristics together and introduces a visualization system 
that adapts the visualization and user interface respectively based on the data under 
the consideration of users’ information acquisition abilities. The paper concludes with 
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an exemplary case study, where different semantic search queries and their visualiza-
tion will argue the surpluses of our approach. 

2   Related Work 

The fast growth of the Linked Open Data community has led to a massive amount of 
interlinked, semantic annotated data on the web, which is called the Web of Data [1]. 
According to the ‘Linked Data Principles’ by Berners-Lee [2] a lot of open datasets 
developed and joined the LOD-Community. To use this available massive amount of 
semantic data, new powerful ways are needed to visualize the semantic information 
included in the Web of Data and to access the full potential of this new, machine 
readable data sources. To address this issue, we first give an overview of existing 
LOD-Systems and in the following introduce two existing semantics visualization 
systems and their capability to deal with the semantic information in LOD-Systems. 

2.1   LOD Databases  

This sections describes and analyze two of the most important community based 
LOD-Databases in the Linking Open Data Cloud1. First we will introduce DBpedia2, a 
database which was generated using the open data from the web encyclopedia 
Wikipedia3 and evolves into a central hub in the LOD-Cloud. In the following we will 
describe and analyze Freebase4, a collaborative open database created as a wiki of 
structured data. To present an overview of existing LOD-Systems, we conclude with a 
table of common open Datasets, their amount of data and interlinking capability.  

DBpedia. DBpedia is one of the most important and fastest growing LOD-Systems in 
the web of data. It is a community project to extract data from Wikipedia, structure it 
and make it accessible and interlinked with other datasets. Its great variety of topics 
led to intersects with many of the available open Datasets, so that it evolves to an 
excellent interlinking hub in the LOD-Cloud [3]. 

This fast growing is due to the close bonds between DBpedia and Wikipedia. 
While Wikipedia grows fast through the effort of its large community, DBpedia also 
benefits from this new data. Every new or updated article in Wikipedia can be used to 
extract structured data for the semantic database with help of the DBpedia knowledge 
extraction framework [4]. In January 2011 the DBpedia datasets consist of over 3.5 
million entities which are connected by over 672 million RDF-Triples [5]. 

While the search-capability of Wikipedia is limited to full-text search, the semantic 
database DBpedia offers new ways to find useful information. The Faceted Wikipedia 
Search5 Application, which builds upon the DBpedia database, can handle semantic 
search queries like: ‘Actor of the movie The Lord of the Rings born in Berlin’, by 
using the semantic structure of the data. This enables the user to specify his search 

                                                           
1 http://esw.w3.org/SweoIG/TaskForces/CommunityProjects/LinkingOpenData 
2 http://dbpedia.org 
3 http://www.wikipedia.org 
4 http://www.freebase.com 
5 http://dbpedia.neofonie.de/browse 
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query to find exactly the information he is looking for without browsing through 
hundreds of search results. 

Freebase is a collaboratively created open database, to structure information from 
general human knowledge collected by a large community. Unlike DBpedia, users 
can directly edit and change the data and the structuring schema [6]. This means users 
by themselves can develop new types, categories and overall domains to structure the 
data they supply. This freedom led to a large community and accordingly to an enor-
mous grows of thousands of new facts a week. Freebase was founded by Metaweb 
Technologies, Inc. in 2007 and consists already of over 20 million entities6. 2010 
Google acquired Metaweb and the Freebase-Project to improve Google-Search with 
better support of semantic user queries by taking advantage of the freebase semantic 
dataset [7].  

Overview of LOD-Datasets. In the following table we show an overview of well-
known semantic datasets in the LOD-Cloud. The data shows a comparison in amount 
of data as RDF-Triples, the interlinking (both in and out coming links) and the do-
main of the datasets. Even though DBpedia does not include the most data, you can 
clearly see that it takes the major role in the interlinking process. This table also 
shows how important LOD became and how much data has been collected already.  

Table 1. Overview of LOD-Databases (2009-2010) [8, 9]. Interlinking: low >10.000, medium 
>1 million, central >1 billion extern RDF-links. 

Databases Amount of Data Interlinking Domain 
LinkedGeoData > 3000 million low geographic 
DBpedia > 400 million central multi-domain 
GeneID > 170 million medium bioinformatics 
Freebase > 100 million medium multi-domain 
RDF Book Mashup > 100 million low literature 
Geonames > 90 million medium geographic 
Musicbrainz > 60 million medium music 

2.2   Semantics Visualization 

Semantic visualization is not a new field, but dealing with the massive amount of 
semantic structure on the Web of Data raises new demands for visualizing the struc-
ture of the data, while facing the problems of information overload. In this section  
we introduce two semantic visualization systems, which both use the approach of 
combining different visualization techniques to improve overview of structure, rela-
tions and detail of the data and give a short introduction in our previous work of the 
combination of visualizations in a knowledge Cockpit [10, 11]. 

Knoocks: (Knowledge Blocks) [12, 13, 14] is a desktop-application for the visualiza-
tion of ontologies, which combines several visualization techniques for semantic  
data. To display concepts of a specific ontology, Knoocks uses the so called ‘Knowl-
edge Block’ approach. A block is used to visualize a concept and includes all of its  
 

                                                           
6 According to the Freebase Explore-Page: http://www.freebase.com accessed: 01/2011. 
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subconcepts within the block-boundaries. Besides the block-visualization of the struc-
ture, you can also use the outlook-window and a node-linked visualization component 
to view the semantic relation of the data. 

Thinkbase: [15, 16] is a visualization and exploration tool for the Freebase database, 
which uses the Freebase UI as part of its interface. It consists of two combined views 
of the same data, a graph-visualization of the relational structure and the text-based 
Freebase interface, which shows detailed properties of the topic of interest. As can be 
seen in figure 1, the graph-visualization window shows all instances, which are di-
rectly related to the topic of interest and combines all relations with the same role into 
so called ‘aggregation nodes’ [15] to provide a better overview. The second part of 
the interface is the Freebase-UI, which contains textual information, images and other 
properties and relations of the selected topic.  

Also this combined visualization has some advantages in giving the user the possi-
bility to understand the neighboring structure of the instance in focus and simultane-
ously provide information about its properties, the systems deals with problems in 
adaptability and lucidity. The user cannot choose to see more than the direct 
neighbors of the instance in focus and every time he navigates through the graph,  
it changes completely, so he has to adapt to the new structure in every step. Also  
the Freebase-UI is not designed to be a part of a combined visualization, so it  
shows too much data, needs a lot of scrolling and is not interacting well with the 
graph visualization. 

Visualization Cockpit. As described in our previous work, the visualization Cockpit 
[10, 11] is a user-adaptable approach of visualization combination. It lets the user 
combine different visualization techniques and representation details (like color, 
icons, depth of relational structure) into a personal ‘knowledge Cockpit’. Thus he  
can display the same data in different visualization techniques, which focus on differ-
ent aspects of the data to improve a deeper understanding of the whole semantics 
structure. The user may for example combine the SeMap-Visualization [17] with a 
graph-like visualization to combine the advantages of the quick and easy overview 
capability of SeMap with the more detailed, but complex visualization of the graph. 

 

 

Fig. 1. Thinkbase visualization of the topic ‘The Lords of the Rings’ 
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3   Conceptual Model 

After introducing related work on visualization of LOD, we will describe our  
approach to overcome some of the disadvantages of these technologies. First we  
will describe our approach to systematic classify search results in LOD-Databases. 
Supplementary we will point out the weak points of common visualization techniques 
and finally introduce the idea of combining visualizations according to the underlying 
data, which varies with the results of user queries.  

3.1   Extraction and Organization of Linked Open Data  

The semantic structure of linked open data is that of an ontology, which consist of 
concepts, sub-concepts and instances, commonly available through RDF-Triples. This 
structure provides useful information in grouping the data into categories and sub-
categories. Our approach includes the improvement of user search by making use of 
this preexisting categorization, to help users define their search query more precisely.  

When a user defines a search query, most of the time he uses only one or a few 
words. The result commonly consists of a large set of instances, which correspond to 
the users search query with different relevance. The common view of the user is a list 
of results sorted by relevance, visualized by their names, maybe a short description or 
picture. With help of semantics data, we can improve the visualization of search re-
sults to help the user to further specialize his query. The existing categorization of the 
data can be used to structure the search results within these categories, so that the user 
can choose high order categories to decrease the number of relevant search results. 

To make use of the semantic categorization, the system has to perform a number of 
queries against the database, which are sketched out in Figure 2. First the user query 
is passed to the LOD-Database to get a number of relevant instances (likely this num-
ber will be very large due to the massive amount of data). If the number of instances 
is too big to show in a list, the system performs a query to get ancestor-concepts of 
these instances. This procedure can be repeated until a reasonable number of catego-
ries are found, a breakpoint is reached or the hierarchical structure ends. We will end 
up having a set of categories which cluster the search results in reasonable sized 
groups and support the user in finding the information he is looking for. 

3.2   Visualization of Semantics Data  

Semantics data consist of a set of different and varying components. We have a hier-
archical structure, which we used in the previous section to generate a categorization 
of search results. The instances have relations between each other and contain addi-
tional information in form of properties. These properties consist of varying data 
types, which includes number, date, time, geological features, text and so on. Know-
ing this, it becomes clear that a visualization of all these different features will be a 
different task to perform.  

Most visualization techniques specialize upon one feature of the above. This is be-
cause the visualization methods they use have advantages for a special feature, but 
disadvantages for others. We can easily show the relations between instances in  
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Fig. 2. Extraction of semantic data classification for search results 

a graph-visualization, which provides interaction methods for expanding or collapsing 
a node to gain a better overview, but we can hardly display an article text, a picture or 
properties like geological or time related data. On the other hand can a map-based 
visualization be very comfortable to compare geological features of semantic data, but 
you cannot show the hierarchical structure of the data.  

This raises the idea of combining different visualization techniques, as we pointed 
out in our previous work [10, 11]. To show all components of semantics data, a com-
bination of visualizations is used to overcome the disadvantages of the individual 
systems by letting the user choose to look at the most suitable visualization for his 
means. Thinkbase also uses this promising approach by combining a graph-like view 
to show the structure of the data side by side with the Freebase-UI, to bring up the 
textual components. But there is still room for improvement. The graph-based view 
shows only the relations between instances, but cannot display the concept-hierarchy 
of the data, which can provide useful information in clustering and categorizing data. 
Also the animation of the graph is not suitable to let the user follow his navigation. As 
we mentioned before, the graph shows only the direct neighbors of an object and 
cannot vary the depth as the user likes. It also does not have additional visualization 
methods the user could choose from and the Freebase-UI is much too crowded to be 
one part of a combined visualization tool. 

3.3   User Centered Adaption Based on Semantics Data   

Our main approach is to combine the ideas of categorizing search results and com-
bined visualizations for a more suitable representation of semantics data. As we 
pointed out in the previous sections, Thinkbase and Knoocks both follow the  
approach of having different visualizations combined. But both only provide static, 
predefined visualizations, which should cover the most common datasets. In our  
previous work we described the idea of letting the user select his combination of visu-
alizations directly by himself [10, 11]. This approach requires a certain kind of under-
standing in the underlying data and may not be suitable for inexperienced users. The 
main improvement of our approach is the automatic, dynamic selection and combina-
tion of visualizations, which are most suitable for the dataset currently in focus. This 
means the system has to analyze the data, structure it and choose a promising set of 
visualization techniques, which present the elements of the data they are adapted to.  
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The first step to do this is structure the data which returns as result from a user 
query. In the previous section we showed a method of categorizing this data into their 
concepts and sub-concepts to provide a better overview of the returned results. But 
semantics data contain more than only hierarchical order. Semantic relations and 
properties of the instance in focus can easily be queried on demand. 

After the data is structured, the system has to decide on the visualization composition. 
Following the processing of the user query, we give an overview of the returned in-
stances. The visualization of the search results is dependent on the number of instances, 
the number of categories and the number of instances grouped in these categories. Com-
monly there will be a lot of instances which respond to the search query. In this case, an 
unstructured list of all results would be a poor choice. The system will instead choose to 
categorize the instances as we described above  and add a simple hierarchical visualiza-
tion like SeMap [17], which will provide easy to use and understand access to the catego-
rized search results. In contrary if there are only a few instances, there is no need to  
further categorize the data and it can be shown as an ordered list. 

The next step is to visualize the instance in focus. Before any user interaction, this 
will be the most relevant instance from the search results, which in many cases is the 
one the user is looking for. The system first has to analyze the information contained 
in the instance of focus, which could be number of semantic relations or the type of 
properties it contains. As an example the instance could be a famous person, so it may 
contain properties like age or weight, which will be displayed using a tabular struc-
ture. It may also contain textual descriptions, pictures or links to the Wikipedia entry, 
visualized in a textual content window. Time dependent data like birthday or death 
will be displayed in a timeline-view and any geographical data in a map-based visu-
alization. The system will analyze all this information and combines the different 
visualization techniques into one (further adaptable) knowledge cockpit. According to 
the number of different visualizations the system may choose to display only the most 
relevant views and hide the others, giving the user the possibility to expand the visu-
alization he needs. 

4   Case Study 

In this section, we will present a comparative view of an example search query and 
user interaction in Thinkbase and our data-adaptive system. We will show the advan-
tages of our approach analyze the differences between the two systems and discuss 
the choices our system made to display data returned from the search query.  

We start with the search query: ‘Moon’ with the intention to find out something 
about the novel ‘New Moon’ (assuming the user doesn’t know the correct title). Think-
base first shows a list of the first 10 instances which correspond to the search query, 
ordered by relevance and displayed with their names and domain. The user has to scan 
through the list and expand it two times to find ‘New Moon (Book)’. In our system, the 
search results are categorized into not more than 10 domains, from which one is Litera-
ture and displayed using SeMap [17]. If the user expands Literature, he finds the in-
stance ‘New Moon’ within a short list of books with moon in title (sorted by relevance).  

The next step is the selection of the instance ‘New Moon’. Thinkbase builds  
up a graph-view of directly related instances and shows the ‘aggregation nodes’: 
Characters, Genres, Editions, Subjects and Webpage. You can also extract the 
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Fig. 3. Adaptive Visualization of Search Result 

author, publication date and series the book belongs to. The Freebase-UI shows a 
short text and picture and contains as well all information, which is also part of the 
graph visualization (e.g. author, characters, editions …).  Our data-adaptive system 
displays a similar graph-visualization to show the related objects, but offers the user 
the possibility to adjust the depth of the graph. It also adds a timeline-visualization, 
to show the publication date of the book alongside with the publication dates of the 
related books and release dates of the related films. Additionally, a text-based visu-
alization shows an article text, a picture and links to Wikipedia.  

In this step, you can clearly see the main difference between the two systems. 
While Thinkbase displays the same information in two different views, duplicating 
the majority of the data, our system clearly separates the information, displaying only 
the data the specific visualization is adapted to and combines them to an overall view 
of the semantic information.  

5   Conclusion 

Considering the fast development of the Web of Data it is clear that semantic anno-
tated data is already an important part of the internet. While the amount of open  
data is steadily growing, the user interfaces still cannot reflect the whole power of 
semantics data. New visualization techniques are needed, to take advantage of the 
information, contained in semantic relations and structure.  

In this paper we improved our previous work on user-centered combination of  
different visualization techniques to a new visualization system, which analyses, 
structures and visualizes semantic data automatically, according to the structure of the 
underlying data. We pointed out how search results can be categorized according to 
the preexisting hierarchical structure in Linked Open Data and how this could im-
prove the information acquiring process of common users. To reduce the amount of 
information in a single visualization, the data is clearly separated into pieces and 
visualized by a combination of data-adaptive selected visualization methods.  

To improve the user-centered design, further work should include user models, to 
adapt the combination of visualizations to users liking.  
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Abstract. Riding the technology wave, we are awash in data. Attempts to stem 
the tide, or at least to manage its flow, have led to a proliferation of dashboards. 
With data dashboards, organizations consolidate important data in a single 
place, typically accessed via web browser. Dashboard contents may be tables, 
graphics, or visual key performance indicators (KPIs). While dashboards prolif-
erate, displaying actionable data to support decisions, they are often developed 
by technical professionals inexperienced in human-computer interaction design. 
Research abounds on visual perception, but typically this is in the context of in-
dividual entities rather than composites. This research will survey corporate and 
institutional dashboards and their use of particular methods of data visualiza-
tion. Building on existing research into effectiveness of interactivity in dia-
grams, the authors seek to identify which types of data are best represented in 
what types of visualizations and best practices for displaying multiple visualiza-
tions in a single view. 

1   Introduction to Data Dashboards for Business Guidance 

With ever-increasing data volumes and technology accelerating the speed of com-
merce, business leaders struggle to distill information into actionable intelligence. To 
make fact-based decisions, they need the right data, delivered reliably, in an easily 
accessed and perceivable form. The most typical form for this is the dashboard, a 
metaphor adopted from automobile or aircraft designs. But this metaphor – itself 
based on current situational data, such as speed and miles traveled – is limited to a 
snapshot of separate measures.  

Although current status is important, particularly for operational data, decision mak-
ers require data in context to truly manage performance over time,. They require com-
parisons of current values to past performance and to future objectives. Time horizon 
and scope of data needed differ significantly based on roles in the organization. An 
executive, focused on achieving enterprise-wide strategic goals, requires a high-level 
view across lines of business and covering months or years. Line-of-business manag-
ers, tasked with meeting tangible daily or weekly performance goals, require not only a 
narrower timeframe and band of data, but also, if current rates are off-target, the ability 
to quickly dig beneath the surface to investigate the amount and cause of variance. 
Business analysts have a much broader set of needs. Rather than knowing what they 
are looking for, they often approach performance data with as yet unformed questions. 
With an understanding of corporate strategy, business analysts may combine the firm’s 
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operational and transactional data with external data sources, such as market demo-
graphics. 

In addition to time and purpose limitations, traditional data dashboards fail to lev-
erage human perception capability to facilitate swift understanding of status and intui-
tive guided analysis. Factors such as placement, attention cues, cognitive load, and 
interactivity contribute greatly to the effectiveness of a dashboard and the ultimate 
value it provides to its consumers.  

In this paper, we identify three categories of business data dashboards and describe 
their dimensions and user base. Then, we discuss elements of dashboard design, in-
cluding types of visuals and interactions available, and provide guidance on their 
situational utility. We conclude with a discussion of further research needed, particu-
larly driven by the rapid spread of mobile devices as a physical platform for decision 
support. 

2   Data Dashboard Categories 

To be a successful business tool, a dashboard must “have a direct relevance to critical 
business activities” [1]. It must present data efficiently and provide a means for the 
user to take action based on the data presented. However, critical business activities 
and possible actions to take vary by user role in an organization. To determine what 
makes dashboard visuals effective, we must understand who is using them and for 
what purpose. Determining the intended recipient, we can surmise the level of cur-
rency required and the types of measures or categories relevant for the role. From the 
purpose, we can derive the data type, quantitative or qualitative, and scope, enterprise 
or departmental, most likely to be presented. Among other sources, Stephen Few’s 
Information Dashboard Design [2] provides guidance for a useful taxonomy, propos-
ing three high level categories: strategic, operational, and  analytical. 

2.1   Strategic 

The most widely recognized use of digital dashboards is that of the executive 
dashboard. Its purpose is to communicate to management the organization’s perform-
ance relative to corporate objectives. Its nature invites comparative data, contrasting 
current with past performance or current to target levels. 

 
The strategic dashboard allows for a quick overview of an organization’s 
‘health,’ so to speak; assisting with executive decisions such as the formation of 
long-term goals. The strategic dashboard, therefore, doesn’t require real-time 
data: what is going on right now is not important, what is pressing is what has 
been going on. [3] 

 
Strategic dashboard data may be quantitative or qualitative. Consider the concerns 

of an airline executive, with the dashboard shown in Figure 1. Quantitatively, the 
executive wants trend data on revenues, expenses, and profits. Qualitatively, s/he 
wants top 10 best and worst routes (based on cancellations and delays) and informa-
tion that highlights successes and problem areas. 
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Because of their broad time horizon yet specific targets, strategic dashboards 
should have an uncluttered interface, to quickly guide consumers to the answers they 
seek. Simply put, “Are we on track?” While such dashboards are primarily provided 
for senior management, they are increasingly shared to a wider audience. Providing 
insights on performance across the enterprise can promote alignment through lines of 
business toward the corporate goals. 

 

Fig. 1. Strategic Dashboard Example – Commercial Airline1 

2.2   Operational 

Monitoring operations requires more timely data, tracking constantly changing activi-
ties that could require immediate attention. Like strategic dashboards, effective opera-
tional dashboards require an uncomplicated view to enable rapid visual parsing to 
identify measures that are off-target and require intervention. 

As with strategic dashboards, the display media on operational dashboards must be 
very simple. In the stressful event of an emergency that requires an immediate re-
sponse, the meaning of the situation and the appropriate responses must be extremely 
clear and simple, or mistakes will be made [2]. 

Demand for currency of operational data can vary. As long as things are on track, 
periodic snap-shots may be sufficient. However, if a measure goes out-of-band, op-
erational managers may want real-time data to see if the variance is an anomaly or  
a trend. In addition to a high level view, the operational dashboard must enable a 

                                                           
1 Source: Used with permission of Robert Allison. 



252 L. Pappas and L. Whitman 

deep-dive, so that the business user can examine why a measure is off-target and take 
appropriate action. For example, the facilities department for a university might moni-
tor volume of water usage, as a sudden spike could suggest a leak. By drilling down 
on a metering graph, facilities could isolate the usage anomaly geographically. 

2.3   Analytical 

Analytical dashboards share attributes of both strategic and operational dashboards. 
Like the strategic dashboards, the timeframes may be wider. Like the operational 
dashboards, drill-down and visual exploration are essential for discovering patterns 
and trends in the data.  

 
More sophisticated display media are often useful for the analyst who must exam-
ine complex data and relationships….Analytical dashboards should support inter-
actions with the data, such as drilling down into the underlying details, to enable 
the exploration needed to make sense of it – that is, not just to see what is going on 
but to examine the causes [2]. 
 
In this regard, an analytical dashboard may exist at the intersection of strategic and 

operational data. For example, consider an organization conducting clinical trials for  
a new drug to treat diabetes. Healthcare providers at a number of sites around a met-
ropolitan area record health statistics of trial participants at regular intervals, the  
operational data. But suppose that the trial sponsor, from the over-arching strategic 
dashboard, notices less favorable results in one particular region. The sponsor might 
then request a business analyst to examine the data to uncover the source of the vari-
ance. The analyst starts with regional data, but then slices the data by age, reported 
diet, or other variables to uncover relations between the data. For example, are par-
ticipants in one region older than another, or are they more likely to smoke? 

Besides looking back to examine root cause, analytical dashboards can be forward 
looking as well, helping to forecast outcomes. By examining current trends, business 
analysts can model outcomes by adjusting variables to recommend actions to optimize 
results. 

Table 1. Summary of Dashboard Categories and Attributes 

Category Purpose 

Timeframe 
for
Insights Data Scope 

Update 
Frequency 

Interactiv
ity

Strategic See and decide
or question

Months or
years

Enterprise-wide,
cross-business
unit

Moderate Low

Operational See and act Minutes or
days

Business-unit
specific

High Moderate

Analytical See and
question,
explore what-if
scenarios

Minutes to
years

Enterprise-wide,
cross-business
unit, or isolated

Low High
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2.4   Summary 

Table 1 summarizes the purpose and properties of the three different categories of 
dashboards discussed. With an understanding of the categories of dashboards, we now 
explore techniques for choosing appropriate dashboard contents for the different 
dashboard categories and best practices for designing dashboards that are usable and 
effective for various types of users based on their objectives. 

3 Data Dashboard Contents and Design  

A wide variety of visuals and interactions are available for use in computer-based 
dashboards. In order to design a dashboard that effectively meets the needs of its 
audience, one must take care to choose the right visuals and interactions based on 
their situational utility. A dashboard is meant to be viewed at-a-glance, so once the 
visuals have been selected, they must be arranged in a display that can be viewed all 
at once, such as a computer screen, without having to scroll or navigate to multiple 
pages. Information is effectively integrated, risk is quickly noticed, and decisions are 
most easily obtained when information is displayed using visuals that are arranged 
together so they can be seen simultaneously on one screen. This allows for processing 
the information with minimal effort [4]. In the summary table above, the first purpose 
for each of the three categories of dashboards is to “see”; therefore, it is crucial to 
design dashboards so that all important information is noticed quickly. 

The audience and the data should guide your design. It is important to know who 
will be the users of the dashboard you are designing and what their goals are, so you 
understand which category of dashboard you will be designing. After obtaining this 
information through user interviews or requirements, you can determine what story 
the data need to tell on the dashboard, which messages are the highest priority (i.e., 
data that are monitored frequently or have the most critical consequences), how the 
data will be presented, and what actions the users should be able to take (i.e., interac-
tivity with the dashboard, drill-down capabilities to obtain details, hyperlinks to  
additional or relevant information, and communication systems like commenting). To 
make these decisions you will need to communicate with the users of the dashboard. 
They need to know what you are capable of providing so that they can understand 
how much data are available to them, what different ways the data can be presented 
and technologies that can be used, and how data can help them make decisions and 
accomplish their goals. They need to communicate to you what information they need 
to know regularly and whether they monitor particular information frequently, where 
they go to view data (for example, a private computer, a shared computer monitor, or 
a mobile device), how they will want to view the data (for example, do they prefer 
quickly interpreted graphics or detailed tables), and what actions they will need to 
take (such as, making comparisons or drilling down for details). It is also useful to 
understand how your audience is accustomed to viewing data and with what visuals 
they are already familiar in order to choose visuals on your dashboard that will be 
easy for them to interpret. 
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3.1   Choosing the Right Visualizations for Your Dashboard 

To design a dashboard that is effective and usable for your audience, you need  
to choose data visualizations that convey the message of the data clearly, are easy  
to interpret, avoid excessive use of space, are attractive and legible, guide the user to 
next steps (decide, question, or act), and allow the user to accomplish tasks to achieve 
their purpose (such as making comparisons or monitoring performance).  

Choose visualizations that display data in a way that clearly and quickly enable  
users to achieve their purpose. For example, dashboards may provide the user with 
visualizations that compare data. Line graphs, bar charts, and bullet bars are effective 
visuals to use for quick comparisons. Strategic and analytical dashboards may provide 
interactivity, such as filtering or drill-down exploration, letting users further explore 
the causes of data variations noticed in the comparison. A scatter plot is another 
means to provide more detail behind comparisons by showing patterns created by 
individual data points, and bubble plots add an additional dimension in order to see 
what other variables might be causing variance. However, if the goal is to design an 
operational dashboard, then visuals showing comparisons should display any varia-
tions that would require action in a way that is quickly and easily noticeable. Making 
the visual a key performance indicator (KPI) is an effective way to show the compari-
son and also draw attention to data points that may require action. A KPI is set up to 
show where data falls within a specified range, so if a value falls below or above a 
threshold the visual utilizes color coding to draw attention to that value. Typically red 
is used to show when performance has fallen below a target, green indicates good 
performance, and yellow can be used to show that no action is required. If the audi-
ence of a dashboard is mixed or unknown, then it can be optimal to provide visuals 
that allow quick comparison of values while also using KPI color coding, such as the 
examples in Figures 2 and 3. Figure 2 combines a bar chart (which allows a user to 
easily compare values) with performance thresholds that reveal which categories may 
need action or further exploration. Figure 3 shows bullet bars, which are KPIs that 
allow a user to quickly compare values, alongside text that provides additional detail. 
If multiple KPIs are used in a dashboard, make sure that color coding is used consis-
tently for the different KPIs, so a user does not have to go through the extra work of 
deciphering different color codes for KPIs that have the same meaning. For example, 
use the same shade of red for all KPIs on your dashboard that show if a measure is 
performing below a threshold [5]. The bullet bars in this example are a form of spar-
kline. Sparklines are visuals that, while small enough to fit alongside text, have a 
resolution high enough and design simple enough to help convey a message quickly 
[4]. Sparklines use space efficiently and can be shown next to labels or in tables. Ex-
amples of effective sparklines include bullet bars (which are effective for making 
comparisons when aligned in the same orientation), line charts (which, even when 
small, can reveal trends), and icons (such as red down arrows and green up arrows). 
Keeping the graphics in close proximity to relevant text helps the user to see them as 
related [5]. 

Less efficient data visualizations include pie charts, speedometers, and dials. Be-
cause these visualizations are round, they take up a lot of space relative to the amount 
of information that they deliver. This is an inefficient use of space when all of the 
visuals on a dashboard need to be on one screen. However, use of these visualizations 
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may be appropriate if they are meant to draw attention to an important measure that 
could require immediate action or have a significant consequence. Besides being 
large, pie charts are also inefficient because people have difficulty comparing angles. 
For example, a user can scan left to right along a bar chart and compare bar heights 
more easily than that person could notice angle variations in pie slices. For compari-
sons, it is most effective to use visuals that require the user to compare line lengths 
with a common baseline (such as a bar chart or bullet bar) and less effective to use 
visuals that show comparisons with angles, area, volume or color [5]. This should be 
taken into consideration when choosing KPIs (such as those shown in Figure 4) for 
your dashboard. 

 

 

Fig. 2. A bar chart with reference lines and KPI color coding2 

 

Fig. 3. Bullet bars2 

You should use your dashboard real estate as efficiently as possible. If display 
space is limited, use efficient visuals like bar graphs or line graphs. If a lot of space is 
available, you can use less efficient visuals (like dials or speedometers). Pictures 
should be avoided, as they do not add as much value as a data visualization, and  
photographs of people are distracting since people tend to fixate on any faces present 
on a visual display. It is best to focus on the data and avoid any visual distractions. 
Background images should especially be avoided, since reading text laid over them is 
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difficult. Motion attracts attention, so avoid using extraneous or looping animations, 
such as tickers. Using too many colors, or colors that are too bright, is also distracting 
[6]. Since some users may be color blind, color alone should not be used to convey 
meaning. Instead, combine color with intensity or border thickness. Use labels to 
show values. If colors are used to show comparisons in data, their shades should vary. 
Printing your dashboard with a black and white printer is a good way to test if the 
colors vary enough to be distinguishable even as different shades of grey [6]. When 
used appropriately, color can be effective for alerting the user of any “red flags.” No 
other colors or graphics on the dashboard should distract from alerts or color coding. 
Extraneous text should also be avoided. A visualization should be easy to interpret 
without an explanation, so only important text (like graph titles, category labels, or 
data values) should be on the dashboard. While a dashboard may have a small area, 
text should not be made so small that it is difficult to read. Ask your user to view the 
dashboard where it will be displayed in order to test it. This will make you aware of 
any adjustments that need to be made to visualizations, terminology, fonts, or color. 
The user should see organized groups of relevant information. Visuals that are related 
to each other should be close to each other, with white space around the group. The 
users should be able to easily find important information. Since people read left to 
right, put the most important information in the top-left corner, or the information that 
a user will want to look at first. If an object is in the center of the display, it will be 
noticed first, so if anything is placed directly in the center of the display, it should be 
important [5]. 

 

 

Fig. 4. Various types of KPIs – a dial, a speedometer, a slider, and a bullet bar2 

Interactions can help to show the user all the information they need, even in a lim-
ited amount of space. Tooltips that appear when a user hovers the mouse pointer over 
a graph can provide details and even links to more information. The ability to expand 
or collapse visuals can be useful when many visuals crowd a small display area, al-
lowing users to focus on the information most relevant to them. Interactions like data 
brushing, or interactive highlighting, can also help a user to focus their attention on 
important data. Data brushing is a technique where, as the user changes data selection 
in one view, “corresponding linked data in one or more other views is highlighted” 
[7]. For example, they can click on a row in a table or move a slider along a line chart 
(as shown in Figure 5) to reveal a bar graph showing detailed information for the date 
or category selected. In this way, the user can choose what is displayed on their 
dashboard, so that space is utilized in a way that is most beneficial to them. 
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Fig. 5. An effective use of interaction for choosing information to be displayed2 

4   Conclusions and Implications for Further Research  

As described in previous sections, dashboard designers have many options when 
choosing methods to visualize data. But as with all effective design, they must let 
their design be guided by the users’ goals, the context of use, and constraints – or lack 
thereof – of the underlying data. Availability of and reliance upon current, business 
critical data demands a broader skill set of designers. Rather than merely designing a 
visual display and specifying interactive behavior, the very task of designing is 
morphing and broadening. In About Face 3, Cooper, et al., propose that interface 
design is becoming the process of defining the product itself.  

 
Properly deployed [design]…both identifies user requirements and defines a de-
tailed plan for the behavior and appearance of products. In other words, design 
provides true product definition, based on goals of users, needs of business, and 
constraints of technology.[8] 
 

The authors’ supposition is particularly relevant for dashboard design, especially as 
business users demand access to their data on a wider variety of devices with very 
different form factors. The dashboard landscape now encompasses everything from 
mouse-driven traditional desktop monitors to smaller-screened laptops with touch pad 
navigation. The real estate constraints of tablet computers and smartphones are offset 
with gestures for direct manipulation of data visuals. Returning to our dashboard 
categories, we suggest:  
• For an executive management strategic dashboard, use efficient visuals that com-

bine multiple indicators in one space and provide some interactivity, such as data 
brushing, for limited exploration of trends and data relationships. These may be  
effectively included on a range of devices. 

                                                           
2 Source of Figures 2-5: SAS BI Dashboard, http://www.sas.com/technologies/bi/entbiserver 
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• For line-of-business managers who focus on a few truly key measures, a smart-
phone deployment may be feasible. The near-real-time currency of the data, persis-
tent connection, and alert-and-notify capability can be achieved in the small mobile 
devices.  

• The exploratory nature of analytical or forecasting dashboards requires greater real 
estate, although an effective dashboard could be delivered to a tablet, provided the 
data throughput and supporting infrastructure were sufficient. Consider a market 
analyst exploring stock price fluctuations timed the release of labor or pricing sta-
tistics; he is not certain where the data will take him, so providing optional views 
of data can be a helpful heuristic. For example, he could view a scatterplot, and 
noting a cluster of points, select and zoom to the cluster; then, he may want to view 
just the selected range in a table or bullet chart for alternative comparisons. 

Designers of business interfaces face both new challenges and opportunities. Techni-
cal capability and choices are ever-expanding, as are expectations of business data 
consumers who want the information they need, when they need it, in an easy-to-
perceive format, wherever they are. However, the opportunity thoroughly to research 
the need, use, and context to define a product makes the challenge worthwhile. Our 
understanding of human perception and learning can promote data dashboards whose 
elegant visuals are readily used and valued. 
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Abstract. In this research, we have built a system for network administrators 
that visualize the Peer-to-Peer (P2P) file sharing activities of network users. 
This system monitors network traffic and discerns traffic features using traffic 
mining. This system visualizes the P2P file sharing traffic activities of an or-
ganization by making the processing object not an individual user but a user 
group. The network administrator can comprehend the P2P sharing activities of 
the organization by referring to the map. This system extracts traffic features 
from captured IP packets that the users communicated. And this system extracts 
the appearance ratio of DNS host query. These extracts data are processed by 
MapReduce method for high-speed sorting and calculation. Afterwards this sys-
tem creates traffic model. These features of the traffic model are emphasized by 
weighting. After that, the traffic model is visualized by High Speed Spherical 
Self-Organizing Map. This feature map shows network traffic behavior related 
with P2P file sharing communication like a birds-eye view. As a result, we 
think we can assist the monitoring operation and network administration. 

Keywords: Traffic Mining, Traffic Visualization, Administrator Assistance, 
Peer-to-Peer communication Detection, Spherical SOM. 

1   Introduction 

Today, Peer-to-Peer (P2P) applications have become on the Internet. It is applied  
in the field of file sharing, voice over ip (VoIP) and some groupware application  
software. Especially, a lot of file sharing software has been designed on the P2P 
communication model. If Internet users want to get various kinds of data, the users 
can easily obtain various files and data using P2P file sharing application software. 
The file content often includes music CDs and video DVDs protected by copyright 
low, it is not appropriate to exchange these files. Moreover, popular P2P file sharing 
application software in Japan, such as Winny[1] and Share need a huge bandwidth 
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because these applications send and receive large amounts of data. As a result, regular 
communication such as E-mail, Web browsing is obstructed by P2P applications 
traffic. Additionally, new P2P file sharing application software that is called Perfect-
Dark is released for several years. 

In Addition, a virus that causes data compromise has been generated for the P2P 
file sharing network. There are many cases of classified information being compro-
mised because of these viruses. For example, it is called Antinny, these viruses and 
their varieties posed a lot of cases of data compromise problem. These viruses give 
out sensitive information stored in the user's computer using the publication function 
on the P2P file sharing application software. When an organization's member uses a 
P2P file sharing application, there is a risk that the organization's security will be 
compromised. If certain classified information leaks, the data will pass along from 
place to place in the P2P network. 

For example. many data compromise accidents occurred in Japan between 2004 
and now. In 2004, an investigation content of one prefectural police department was 
leaked by viruses. In 2005 and 2006, a large amount of military intelligence and in-
vestigate information were leaked from Japan Self-Defense Force's departments.  
In 2010, a large number of prescription and medication history with customer infor-
mation were leaked from one pharmacy company. In addition, a lot of companies 
customers were leaked them private information, and these are continuing compro-
mise incident today. These accidents are extremely serious situation. And, these com-
pany and organizations are easy to lose customer's trust. 

There are limitation techniques which use packet filters to limit illegal traffic that 
deviates from the policy established by the company or university. Filter technology, 
which synchronizes with the packet filter definition, is installed on the boundary de-
fense devices such as firewall. And, illegal traffic that does not conform to the site 
policy is not forwarded to users. However, it is difficult to keep the filter definition 
perfectly set because the default destination port of each P2P application is different. 
Moreover, P2P application such as Winny and Share select the destination port num-
ber dynamically. This P2P application's traffic limitation can be impossibly strict. 
Therefore, P2P traffic cannot be limited only packet filter technology based on packet 
filter definitions. 

On the other hand, the network administrator can use a specialized firewall system 
to limit P2P traffic such as One Point Wall[3]. These P2P traffic limitation techniques 
are based on the signature information that is extracted from illegal traffic. It is com-
pletely blocked when a signature matches a traffic pattern. However, when a signature 
does not match the traffic, illegal traffic is not restricted. Accordingly, the network 
administrator has to understand the P2P application's behavior in the organization's 
network traffic. If the administrator can understand the P2P application's behavior, the 
administrator can usually ascertain problem at an early stage. 

At the present time, if an administrator wants to understand P2P application activi-
ties, protocol analysis such as sniffer tools can be used. However, this method is very 
labor intensive, and these methods only provide basic information like as IP address 
and port number level classification summary. The network administrator really wants 
a result that shows where the P2P file sharing application is used? 

For these reasons, we have developed a traffic visualization system for P2P commu-
nication detection and administrator assistance. This system provides a feature map of 
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traffic behavior made up from results of network traffic mining. This system assists the 
monitoring operation of the administrator by showing the feature map that this system 
presents. As a result, we can assist the monitoring operation of the administrator. 

We pay attention to the traffic that the organization users send and receive. These 
features are extracted from this traffic using traffic mining. The features are the 
source/destination IP addresses, and source/destination TCP (or UDP) port number 
and TCP flags condition. In addition, we pay attention to the results of DNS query 
from internal clients. We found that when the P2P nodes try to find other nodes, the 
DNS query amounts are less than normal DNS queries such as Web browsing. We use 
these DNS query features for discerning P2P application behavior. Moreover, this 
system acquires the packet occurrence frequency and yield. Consequently, a traffic 
model is generated from the feature and packet occurrence frequency and a result of 
the DNS query. And, these traffic mining processes are accelerated by MapReduce 
algorithm based on distributed computing infrastructure. 

The method of generating the model is the Vector Space Model (VSM). The simi-
larity problem between traffic features is replaced with a cosine measure between 
vectors. Weighting is added to the obtained traffic model to emphasize feature  
quantity. Afterwards, a feature map is generated by using High Speed Spherical Self-
Organizing Map (HSS-SOM) from the traffic model. This method enables to make 
accurate clustering results, because HSS-SOM does not have the problem of ‘Border 
Effect’ compared to Flat SOM. 

This map shows an administrator which computer communicated to other com-
puters and the volume of the communication. It expresses not only the summarized 
traffic amount but also each traffic type and behavior. It can be said that the feature 
map is a result of traffic mining from the users’ traffic, and the administrator is  
assisted in understanding organization’s traffic behavior by this map. 

In this paper, we proposed a system framework of traffic visualization for P2P 
communication detection, and we show a configuration of the prototype system. Next, 
we show the results of experimental use and examine these results. Finally, we  
describe future study, and we show conclusions. 

2   Assisting the Detection of P2P File Sharing Traffic 

In this section, we describe the framework of P2P file sharing detection, and we show 
the result of exploratory experimental and results for traffic feature extraction. 

2.1   Framework of P2P File Sharing Detection 

Fig.1 shows a framework of administrator assistance of P2P file sharing traffic detec-
tion. We assist the monitoring and detecting operation of the network administrator by 
providing the traffic behavior of the organization users. 

We paid attention to traffic between internal side and the Internet. All users’ traffic 
passes a gateway in the internal site. We collect all IP packets that pass the gateway. In 
addition, traffic features are extracted from collected IP packets. Moreover, we paid 
attention to the results of DNS host queries from internal DNS resolver to destination’s 
DNS servers. In most cases, P2P nodes information is distributed without hostname 
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Fig. 1. Framework of administrator assistance 

including FQDN (Fully Qualified Domain Name). In the result, the DNS host query 
amounts of the internal P2P nodes are less than normal applications. If the traffic  
feature of one host had different from other hosts, and that host’s DNS host query 
amount was less than other hosts, that host has high probability of the P2P node. 

Consequently, a traffic model is generated from extracted features that the users 
communicated and the results of DNS host queries. The method of generating the 
traffic model is Vector Space Model. As a result, the similarity problem between 
source IP addresses is replaced with a cosine measure between feature vectors. More-
over, weighting is added to the obtained traffic model to emphasize feature quantity. 

A series of processing described here are traffic mining. Because the feature related 
to P2P file sharing communication is extracted from all captured traffic by the series 
of processing. Moreover, extracted and emphasized features are stored to the traffic 
model. This model adapt to traffic feature visualization. 

Afterwards, a feature map is generated by High Speed Spherical Self-Organizing 
Map (HSS-SOM). HSS-SOM is an algorithm to map multi-dimensional vectors on a 
spherical space map. As a result, this map expresses the typical source IP addresses 
that the users communicated. The administrator gets birds-eye view of the organiza-
tion communication activities by referring to the map. Therefore, the administrator is 
assisted in understanding P2P traffic behavior by this feature map. 

2.2   Exploratory Experiment and Results for Traffic Feature Extraction 

We made an exploratory experiment to clarify a feature of DNS host query by the P2P 
node. Especially, we want to clarify a DNS host query feature of the pure P2P nodes. 
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The P2P file sharing application was installed to experimental computer, and the 
experimental computer was used for 20 minutes with P2P application. After that, we 
generated general Web browsing traffic with other computers. Then both traffic was 
monitored and compared for this exploratory experiment. 

Table 1 and Table 2 show the measuring results of the exploratory experiment. 
First of all, we can find a difference of the amount of sending IP packets. The case of 
pure P2P communication model much than Web browsing case per same measure-
ment time. It is about 3.5 times larger than Web browsing case. That mean is P2P 
communication model makes a lot of a lot of connections between internal node and 
P2P nodes on the Internet. 

Table 1. Measuring Results of pure P2P communication 

Amount of sending IP packets 22,235 
Amount of destination IP addresses 415 
Appearance Ratio of TCP PUSH flag 35.2% 
Appearance Ratio of DNS host query Less than 0.1% 

Table 2. Measuring Results of general Web browsing communication 

Amount of sending IP packets 6,416 
Amount of destination IP addresses 42 
Appearance Ratio of TCP PUSH flag 9.2% 
Appearance Ratio of DNS host query 91.8% 

 
And, it is understood that appearance ratio of DNS host queries by P2P communica-

tion is remarkably low. In most situations, P2P nodes information is provided without 
hostname including FQDN (Fully Qualified Domain Name). As a result, it is provided 
only IP addresses. Therefore, DNS hostname resolution is not required to make con-
nections between both P2P nodes. When the connection between P2P nodes is gener-
ated, the DNS host query is not appeared. Therefore, we can find striking difference of 
an appearance ratio of DNS host query between both communication models. 

We can find small display of an appearance ratio of TCP PUSH flag between both 
communications. And this feature is variable in amount. When we use appearance ratio 
of TCP PUSH flag, we have fear of erroneous decision for detecting P2P communica-
tions. As a result, we think important features for detecting P2P communication are the 
appearance ratio of DNS host query and the amount of sending IP packets. 

3   System Configuration 

We show the configuration of proposed system in Fig.2. This system has 5 modules 
that include a "Traffic Collection Module", "Traffic Analysis Module", "DNS Query 
Analysis Module", "Modeling Module" and "Visualization Module". Especially, 
Modeling Module has a high-speed sorting and calculating function with MapReduce 
Algorithm, that works based on distributed computer system. 
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IP packets that users of organization sent and received are redirected via Layer2 
switch with port mirroring function. Traffic Collection Module accepts the redirected 
IP packets from L2 switch. In addition, an Ethernet adapter configuration of this sys-
tem is set to promiscuous mode. Because, this module have to accept all related IP 
packets. The accepted IP packets include normal traffic and illegal traffic, and all 
accepted IP packets are passed to the Traffic Analysis Module. 

 

Fig. 2. System Configuration 

Traffic Analysis Module attempts selection for all accepted IP packets. First of all, 
an administrator gives the IP address information of internal site servers to this mod-
ule. And source traffic of the internal servers is dropped from all accepted traffic by 
using the given IP address information. Next, this module attempts to select traffic 
features from selected IP packets. 

This module analyzes a packet field of selected IP packets, and some feature ex-
tracted from selected packets. The features are the source/destination IP address, and 
the source/destination TCP PORT number and TCP flags status. At the same time, 
each packets occurrence rate is calculated and stored. All extracted and calculated 
features are passed to the Modeling Module with other features generated from DNS 
Query Analysis Module. 

The DNS resolver processes a DNS host resolution requests that was required from 
internal users. This module collects the results of DNS host resolution and requested 
client information from DNS resolver’s log. It is selected excluding the incomplete 
results of DNS request. All extracted complete results of DNS hostname resolution 
are passed to the Modeling Module. 

Modeling Module generates a traffic model which is defined by Vector Space 
Model. This module has MapReduce function that is pre-processing for generating a 
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traffic model. An extracted feature data has a lot of same key-store value. This pre-
process function makes a summarized data from a lot of same key-store value. After 
that, one source IP address corresponds to one multi-dimensionally composed vector, 
and each element of the multi-dimensional vector stores are number of destination IP 
address and the destination PORT number. We call this multi-dimensional vector a 
“feature vector”. The number of feature vectors is the same as the total amount of 
extracted source IP addresses. The set of these feature vectors becomes the traffic 
model.  

The weighting process done to the feature vectors emphasizes the characteristics of 
the traffic model according to the occurrence rate with which the source IP address 
and DNS host query ratio. As a result, if the module discovers frequency appearing 
source IP address, it is possible to find the P2P packet spreader host. 

Visualization Module visualizes and making the feature map from obtained traffic 
model. The High Speed Spherical Self-Organizing Map is used as a visualization 
method in this module. The source IP addresses of the processing object are self-
organized by HSS-SOM algorithm. This results in a well-consolidated visual output 
that allows the administrator to get birds-eye view of internal users' P2P communica-
tion activities. 

4   Experimental Use and Result 

This system was tested to confirm its effectiveness. We collected traffic from users 
belonging to one organization at December 2010. The amount of observed data  
extracted from collected IP packets and generated feature vectors are presented in 
Table 3. And, Table 4 shows the computer's specification of experimental use. 

Table 3. Amount of Observed Data 

Data Type Amounts 
Observed Data 4,330,490 
Generated Feature Vectors 39,632 

Table 4. Specification of the Experimental Use 

CPU Intel Core 2 Quad Q9550 
System Memory Capacity 8.0Gbytes 

HDD Capacity 2.0Tbytes 
Operating System Microsoft Windows 7 64bit ed. 

 
Feature maps were generated once a 25 minutes in the experimental period. The 

traffic data was put into the system. The input packet amount was about 9 million 
packets and the source IP address count that the system extracted was about 800. The 
feature map that the system generated had 80 elements, and each element corresponded 
to a summarized source IP addresses. Therefore, the source IP addresses appearing in 
the map where communicated a lot of times related with P2P communication. 
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Fig. 3. Feature Map 

We show generated feature map in Fig.3. We can find two large clusters on this 
map. One large and dark cluster declared the host of P2P file sharing communication.  

At a later date, we checked traffic data deeply related to these cluster, we con-
firmed each host processed file sharing communication. As a result, we think that we 
can make complete to detect that file sharing communication. The network adminis-
trator assisted to detect the P2P file sharing traffic using this feature map and traffic 
mining method. 

5   Conclusion 

In this paper, we proposed a traffic mining system for P2P communication detection. 
And we explained a configuration of this prototype system. And, we shown the results 
of experimental use and examine. 

This system extracts records of P2P communication activities from the collected IP 
packets and the collected DNS query results. In addition, this system provides a fea-
ture map for the administrator. We developed a prototype system and experimented to 
confirm its effectiveness. It was shown that an administrator could inspect the results 
of feature maps. 
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Abstract. Software development is a cooperative work by stakeholders.  It is 
important for project managers and analysts to understand stakeholder concerns 
and to identify potential problems such as imbalance of stakeholders or lack of 
stakeholders. This paper presents a tool which visualizes the strength of stake-
holders' interest of concern on two dimensional screens. The proposed tool gen-
erates an anchored map from an attributed goal graph by AGORA, which is an 
extended version of goal-oriented analysis methods. It has information on 
stakeholders' interest to concerns and its degree as the attributes of goals. Re-
sults from the case study are that (1) some concerns are not connected to any 
stakeholders and (2) a type of stakeholders is interested in different concerns 
each other. The results suggest that lack of stakeholders for the unconnected 
concerns and need that a type of stakeholders had better to unify their require-
ments. And a preliminary evaluation suggests that the tool enables users to 
identify imbalance of stakeholders or lack of stakeholders faster and more cor-
rectly than a matrix of stakeholders and concerns. 

Keywords: Stakeholder management, Anchored map, visualization. 

1   Introduction 

Software development is a cooperative work by stakeholders. Because software is 
developed to be successful, it is extremely important to accurately understand user 
requirements. It is essential that the mutual agreement be handled efficiently and 
appropriately. However, if the stakeholders are missing, high-quality requirement 
specifications cannot be made, because knowledge is stakeholder-dependent. The case 
of the London ambulance service [7] is a typical case of missing stakeholders. It is 
important for project managers and analysts to understand stakeholder concerns and 
to identify potential problems such as imbalance of stakeholders or lack of stake-
holders. Sharp at el [19] propose a technique to discovering all relevant stakeholders 
of a specific system. 

This paper presents a tool which visualizes the relationships between stakeholders 
and their interest of concerns using an anchored map [14, 20] to detect the problems. 

Anchored map is a technique to draw a bipartite graph whose nodes have two types 
of attributes. Anchored map fixes the nodes with one of the attributes on a concentric 
circle as anchor nodes and locates other nodes with a spring layout [6] as free nodes. 
The proposed tool generates an anchored map from an attributed goal graph by AGORA 
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(Attributed Goal-Oriented Requirements Analysis) [10, 11]. AGORA is a family of 
goal-oriented requirements analysis [12] and Goal-oriented requirement analysis 
(GORA) is supposed to be one of the most promising methods for supporting the elicita-
tion of requirements. GORA methods such as i* [3] and KAOS [5] are top-down meth-
ods for decomposing and refining customer needs into concrete goals to be achieved in 
order to satisfy customer needs. As a result, an AND/OR graph is generated whose 
nodes represent identified goals. There are a number of case studies and assessments of 
this method [2]. 

An AGORA goal graph is attributed AND-OR goal graph.  A semantic tag is one 
of the attributes and abstracts of the meaning of the goal, such as a stereotype of 
UML. Stakeholder concerns are represented by semantic tags on the goals. 

This tool will enable to support the Sharp's technique if the model of the technique 
is applied instead of the semantic tags of AGORA goals. 

This paper is organized as follows. At first, AGORA and anchored map is de-
scribed as basic technologies. And the way how to generate an anchored map from a 
goal graph is described. Then an integrated implementation of anchored map and 
AGORA editor is shown with a case study and a preliminary evaluation. At last, after 
discussion of related works, summery and future works are described. 

2   Preliminaries 

2.1   AGORA 

AGORA [10, 11] is a part of the GORA family of analysis methods. To make up for 
the support functions that the existing GORA method does not have, AGORA uses an 
extended version of AND-OR goal graph called attributed goal graph. In AGORA, 
requirements analysts and stakeholders can attach attributes to nodes and edges of a 
graph. Fig.1 shows an excerpt example of the attributed goal graph. And Fig.2 shows  
 

 

Fig. 1. An Attributed goal graph (excerpt) 
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snapshots of AGORA tool, including In these examples, the requirements of a seat 
reservation system for trains are analyzed. Although AGORA can deal with many 
types of attributes, we only use and explain the following two types of attributes in 
this paper: 
 
• Semantic tags: Abstractions of the meaning of the goals, like stereotypes of UML. 

In the example above, the facilitator puts a semantic tag ``Security'' to a goal N9 
“Cost for trouble handling reduced” on a sub-window shown in Fig.2(a), represent-
ing that N9 is related to security. We have extracted the possible candidates of  
semantic tags from, e.g., quality attributes enumerated in IEC/ISO 9126-1 [9] or 
NFR catalogs [4]. Requirements analysts can use additional semantic tags, e.g., 
domain-specific ones, if necessary. 

• Preference matrix: Attached to a node, i.e. a goal, and represents the degree of 
preference or satisfaction of the goal for each stakeholder. Each preference is pre-
sented as a number from -10 to 10, and the higher value denotes that the goal is 
more preferable for a stakeholder. When the number is zero, he/she is not inter-
ested in the goal. Fig.2(b) is an example of the preference matrix, attached with the 
goal N9: “Cost for trouble handling reduced”. The columns, each of which is for 
the user (User), the administrator (Administrator), and the developer (Developer) 
are respectively to grade their own preference and preferences of other stake-
holders. In this example, the values on the diagonal are -5, 9, and 0, and the analyst 
can understand that the user and the administrator have a conflict of interest at the 
goal N20. The large variance of these preference values in a goal can suggest the 
conflicts of stakeholders' interests and the discordance of its understanding [11]. In 
this paper, we only use diagonal elements of the matrix, i.e., stakeholders' prefer-
ences by themselves. 

 

Fig. 2. Screenshots of AGORA tool: Left(a): Putting semantic tags for N9, Right(b): Preference 
matrix for N9 

2.2   Anchored Map 

This section presents the method to calculate the position of nodes in an anchored 
map for a bipartite graph. A bipartite graph consists of two sets of nodes and there are 
edges between nodes of different sets but there is no edge between nodes within a set. 
Anchored map is a layout technique for a bipartite graph. 

Suppose set A consists of 9 nodes representing stakeholders which are User1, .., 
User3, Admin1, .., Admin3 and Dev1, .., Dev3 and set B consists of 8 nodes  
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Fig. 3. Two-way layout for a biparate graph 

representing concerns which are Maintainability, Portability, Usability, Reliability, 
Efficiency, Cost, Security and Functionality. Fig.3 shows a two-layer graphical repre-
sentation of the same bipartite graph. Fig.4 shows the same bipartite graph shown in 
Fig.3 as an anchored map. On an anchored map of the bipartite graph, the nodes in A, 
called “anchor nodes”, are arranged on the circumference and the nodes in B, called 
“free nodes”, are arranged at suitable positions in relations to the adjacent anchor 
nodes. The strength of edge as a spring is in proportional to the value attached the 
edge. This means an anchor node and a free node are located closer to each other if 
the stakeholder is strongly interested in the concern. The distinction of the nodes is 
clearer than in Fig.3, and it is easy to see the relationships between free nodes. 

In the case that supposing the elements in B as anchor nodes and the elements in A 
as free nodes, a anchored map is generated with the same way. This means two type 
of anchored maps are generated from a bipartite graph. 

The printing area is 122 mm × 193 mm. The text should be justified to occupy the 
full line width, so that the right margin is not ragged, with words hyphenated as appro-
priate. Please fill pages so that the length of the text is no less than 180 mm, if possible.  

3   Generating Anchored Map from a Goal Graph 

Selected concerns are based on ISO/IEC9126-1 [9]. ISO/IEC9126-1 represents  
the latest research into characterizing software for the purposes of software quality 
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control, software quality assurance and software process improvement. The ISO 
9126-1 software quality model identifies 6 main quality characteristics, namely: Func-
tionality, Reliability, Usability, Efficiency, Maintainability and Portability. 

Cost is not one of the software quality factors in ISO/IEC9126-1 but is identified 
on many goals. 

All goals are aggregated by the concerns represented by the semantics tags. The 
strength of the edge between a stakeholder and a concern is the average of the abso-
lute value of the stakeholder's preferences of the aggregated goals by the concern.  
This means a stakeholder and a concern are located closer to each other if the stake-
holder is strongly interested in the concern. 

Because of this data representation, this tool enables the users to notice lacks of 
stakeholders to concerns. Anchor nodes are located on the circumference at equal 
intervals, and the positions of anchor nodes are decided as the number of crosses of 
edges is reduced as far as possible. Using this positioning algorithm, the free nodes 
that have a similar relationship with anchor nodes are located closer to each other. 
Because of this positioning algorithm, this tool enables the users to notice imbalance 
of stakeholders. 

4   Implementation and Preliminary Experiments 

4.1   Implementation 

The tool is implemented as a plug-in of eclipse The input is produced through AG-
ORA tool, and the tool extracts goals with attached preference matrix and semantic 
tags. The layout of an anchored map is implemented based on the algorithm shown  
in [14]. 

The tool is implemented as an integrated tool of anchored map and AGORA but 
the idea of visualizing relationships between stakeholders and their concerns does not 
depend on AGORA. User Requirements Notation (URN) [1] is a possible notation. 
Relationships between a URL model and actors can be an input of the tool. 

4.2   Preliminary Experiments: A Case Study 

Nine stakeholders put their preferences and the tags. These stakeholders consist of 
three end-users (User1, User2, User3), three developers (Dev1, Dev2, Dev3) and 
three system administrators (Admin1, Admin2, Admin3). In Fig.4, squares represent 
stakeholders and small circles represent concerns. Squares are color-coded according 
to stakeholder roles such as end-user, developer and administrator. 

In Fig.5, stakeholders are located on a circle as anchors and concerns are arranged 
as free nodes. From the figure, we can see that, 

• Most of stakeholders are strongly interested in security and functions because they 
are located in the center of the circle. 

• Developers, Admin1 and Admin3 are interested in cost but users are not. 
• Users and Admin2 are interested in usability but developers are not. 
• Only Admin2 is interested in maintainability. 
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Fig. 4. Example of Anchored Map (Anchor nodes: stakeholders, Free nodes: concerns) 

In Fig.5, concerns are located on a circle as anchors and stakeholders are arranged 
as free nodes. From the figure, we can see that 

• All users are interested in similar concerns, and Admin2 is also the same as the 
users. 

• Dev2 and Dev3 are interested in similar concerns but Dev1 is slightly different 
from Dev2 and Dev3. 

• All administrators are interested in different concerns. 
• Nobody is interested in portability, reliability and efficiency. This is because the goal 

graph describes business domains and does not describe the system infrastructure. 

The findings suggest that (1) stakeholders who know much about the system infra-
structure should be involved in the project and (2) differences of administrators 
should be consolidated.  

The case study shows the system visualizes imbalance of stakeholders, lack of 
stakeholders, and some other potential useful information to manage stakeholders.  

4.3   Preliminary Evaluation 

We conducted experimentation whether the tool enables users to identify imbalance 
of stakeholders or lack of stakeholders faster and more correctly than an existing 
technique. 
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Fig. 5. Example of Anchored Map (Anchor nodes: concerns, Free nodes: stakeholders) 

Table 1. Goal Graphs 

System RSS Reader Reception 
# of nodes 29 36 
# of concerns 4 5 
# of stakeholders 9 9 

Preparation 

• Goal graph: for a system of RSS feed reader and a system of reception supporting 
system for a hospital. The sizes of graphs are shown in Table1. RSS Reader has tags 
labeled Efficiency, Functionality, Security and Usability, and Reception system has 
tags labeled Functionality, Maintainability, Reliability, Security and Usability. 

• Target for comparison: matrix of stakeholders and concerns. Fig.6 is a matrix for 
the RSS Reader. They are provided as Excel sheets. The columns are ID for goal, 
goal description, semantic tags, and preferences of stakeholders. 

• Task: Subjects are asked to answer 17 questions. They can spend two minutes for 
each and twenty five minutes in total. Twelve questions are expected to be an-
swered in the worst case. Questions are such as follows: 

 Which concerns is nobody interested in? 
 Which concerns is only one stakeholder interested in? 



 Visualizing Stakeholder Concerns with Anchored Map 275 

 Which concerns is everybody interested in? 
 Which concerns are all developers interested in? 

The questions are designed to lead the findings shown in section 4.2. 

• Subjects: two students, one researcher, and one software engineer. Each subject 
answers for two goal graphs. The subject does the task with the tool for one graph 
and with Excel sheet for another graph. They are assigned tasks as Table2. 

 

Fig. 6. Matrix of stakeholders and concerns 

Results. The fourth column in Table2 shows the number of answered questions, the 
fifth column shows the number of correct answers and the last column shows the time 
period to finish the task. 

Table 2. Task assignment and Results 

Subject Graph Tool or Table Completed Correct Time 
Student1 FeedReader Tool 17 17 7m10s 
 Reception Table 17 17 8m36s 
Student2 FeedReader Table 17 15 13m37s 
 Reception Tool 17 17 5m58s 
Researcher FeedReader Tool 17 17 6m19s 
 Reception Table 17 17 17m53s 
Engineer FeedReader Table 17 17 13m11s 

 Reception Tool 17 17 10m35s 

 
One subject got two wrong answers with table and the others got correct answers 

for all questions. All subjects have completed the task in short period with the tool 
than with table. The total time for FeedReader with tool is 13 minutes and 29 seconds 
and the total time with table is 26m47s. The total time for Reception with tool is 
16m33s and the total time with table is 26m29s. 

The number of subjects is very small, but the result suggest the tool enables users 
to identify imbalance of stakeholders or lack of stakeholders faster and more correctly 
than a matrix of stakeholders and concerns. 
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5   Related Works 

Schneider [18] proposes a technique used to visualize informal communications in a 
project. Heim [8] proposes a technique how the relationships between requirements 
are visualized using graph structures. Rohleder [17] proposes a graphical representa-
tion on non-functional requirements impact by eight composite rules and seven types 
of links. 

Stakeholder management has a long history [16] but there is no graph representation 
of relationships between stakeholders and their concerns. Pouloudi and Whitley [15] 
suggest four principles of stakeholder identification, and describe and approach which 
is based on these principles, and which they used to identify stakeholders in the drug 
use management domain. Lyytinen and Hirschheim [13] also provides some guidance 
for stakeholder identifications for IS, while acknowledge in that the identification of 
the set of all stakeholders is far from trivial. Sharp at el [19] propose a technique to 
discovering all relevant stakeholders of a specific system. Our proposing tool will be 
able to support the Sharp's technique if the model of the technique is applied instead of 
the semantic tags of AGORA goals. However the Sharp's technique must be done 
separately in requirements analysis. Our tool is combined with goal graph editor and 
missing stakeholders will be identified in the middle of requirements analysis. 

6   Summary and Future Works 

This study presented a technique for visualizing stakeholders concerns in a project 
using an anchored map. The tool produces a graph which represents the relationship 
between stakeholder and system concerns. The tool can switch anchors and free 
nodes, and stakeholder preferences for goals are aggregated with semantic tags.  
Requirements analysts can easily obtain an overview of the analysis, to find which 
concern has high priority for end users or system administrators, or to identify the 
concerns which the smallest number of stakeholders are interested. 
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Abstract. Multiple Display Environments (MDEs) facilitate collaborative ac-
tivities that involve the use of electronic task artifacts. Supporting interactions 
and infrastructures have matured in recent years, allowing researchers to now 
study how the use of MDEs impacts group work in controlled and authentic  
settings. This has created a need for tools to understand and make sense of the 
resulting interaction data. To address this need, we have designed and devel-
oped a new interactive analysis tool called VICPAM. Our tool reduces the  
effort necessary to analyze and make sense of users' interaction data in MDEs. 
VICPAM consists of several components: (i) a time-aligned view, which shows 
users' activities over time and the duration of each activity; (ii) A spatial view, 
which gives a 2D overview of all users' activities in the environment; (iii) A 
time-bar, which allows selection of a desired time period for in-depth analysis; 
and (iv) a video player, which allows the user to watch a video of the session 
synchronized with the selected period of time.  

Keywords: Visualization, Multiple Display Environment, Interactive Analysis. 

1   Introduction 

Multiple Display Environments (MDEs) represent an emerging environment for con-
ducting group problem solving activities involving electronic task artifacts. Group-
based programming and collaborative design are two examples. During these activities, 
group members will relocate cursor input and artifacts such as IDEs, web pages, 
sketches, and documents between personal and shared devices. This provides the op-
portunity to share, manipulate, and discuss related information. In MDEs each individ-
ual typically has a personal device, and all computers are connected via a network [11]. 
Large shared displays may also be present to facilitate group collaboration. Colab [11], 
iRoom [9], and OCEAN-Lab [12] are examples of such environments. Figure 1 shows 
an example of a MDE configured for collaborative software development. 

With many instances of MDEs available, researchers are beginning to study how 
their use affects collaborative problem solving. For example, Biehl et al. [3] studied 
the use of MDEs in the context of collaborative software development activities. In 
another study Streitz et al. compared multiple configurations of MDEs for group 
meeting tasks [12]. Also Izadi et al studied a system called “Dynamo” which enables 
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users to share and exchange information in unfamiliar public places [8]. In all these 
studies, in order to evaluate the environment, all interactions between group members 
and devices were captured, e.g. which applications were shared, what devices were 
involved, and at what time. The researchers had to analyze the interaction data  
collected to answer their respective study questions. However, analyzing this type of 
data can be challenging because multiple interactions of interest can overlap in time 
(e.g., two or more users placing artifacts on a shared display) and users (e.g., one  
user sharing an artifact with others at different times). This data can be complex and 
voluminous.  

 

 

Fig. 1. A group of five developers are using a MDE for collaborative software development 
(from [4] with authors’ permission) 

A common method for analyzing interaction data from MDEs (and other) evalua-
tions is the use of spreadsheets. Spreadsheets can be used to record and examine the 
data in a structured manner, but they do not allow interaction with the resulting visu-
alizations. Visual explanations are suitable to get an overview of the data, but they do 
not (by themselves) support interaction for investigating patterns and clusters. Interac-
tion techniques can allow the user to better perceive the information when visually 
exploring a data set [6]. Many interactive visualization tools have been developed to 
make sense of complex data in myriad domains, including Google Finance [1] for 
analyzing stocks, profilers and debuggers in software development, and Nasa’s Hurri-
cane analysis tool in the domain of earth science [2].  

COPROT was the first interactive analysis tool designed for exploring data gath-
ered from studies in MDEs [12]. This tool helps researchers to record and track coop-
eration modes and the time spent in each mode by watching the video of an evaluation 
session. Unlike their tool, our work aims to support researchers in determining  
the cooperation modes and the collaboration patterns by both visually representing 
the interaction data and showing the video of the evaluation session. WorkspaceNavi-
gator [7] enables capture, recall, and reuse of the digital information, decisions, and 
rationale generated by a group collaborating within an interactive workspace. Our 

Shared Display 

Personal Device 
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work is original in that it targets exploring data in order to investigate the collabora-
tion and communication patterns between group members. 

To address the need to make sense of the interaction data from MDEs, we have de-
signed and developed a new interactive analysis tool called VICPAM (Visualizing 
Interaction and Communication PAtterns in MDE’s). VICPAM consists of (i) a time-
aligned view, which shows users’ activities and the duration of each activity; (ii) a 
spatial view, which gives a 2D overview of all users’ activities; (iii) a time-bar, which 
can be used to adjust the period of time under analysis; and (iv) a video of the session 
synchronized with the timeline. The tool reads an XML file as input.  

 

 

Fig. 2. The main screen consists of the time-aligned view and an interactive visual time-bar. (a) 
The time-aligned view shows users’ activities and the duration of each activity. User’s activities 
are shown by rectangles. (b) The application icon is located to the right of a rectangle while (c) 
the activity icon is located on the left. When the activity has been performed via a shared dis-
play, a device icon is also shown on the left indicating the use of the shared display. (d) The 
time-bar can be used to select a desired time period for analysis. (e) The square-shaped visual 
indicators displayed on the time-bar mark the start of a new activity.   

The contribution of our tool is that it demonstrates a new interactive visualization 
technique for facilitating analysis of complex data collected from studies of group 
problem solving in MDEs. 

2   VICPAM 

VICPAM is an interactive visualization tool which helps researchers to analyze the 
interaction data captured during their studies in MDEs. Our system was developed 
through an iterative design process, starting with examining different configurations 
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of MDEs and several studies conducted in each configuration. We designed two  
different prototypes that addressed the requirements identified in our analysis. To 
evaluate them, two MDE researchers and three HCI researchers were recruited, asked 
to perform similar tasks (e.g., identify the duration of a specific activity) with each 
prototype, and asked to explain their relative strengths and weaknesses. From the 
results, we implemented our prototype of VICPAM. 

VICPAM reads the interaction data from an XML file. The file begins with meta-
data information including the number of users and their information, their relative 
position in the room, types of activities users can perform in the environment, and a 
link to the icon of each activity type to be displayed in the visualization. The actual 
data should consist of a <total duration> tag which indicates the duration of the entire 
session as well as a number of <entry> blocks which represent an activity a user has 
performed on a specific application for a particular period of time. In each <entry> 
block there should be a <user> tag indicating the user’s name, an <application> tag 
indicating the application’s name, an <activity> tag indicating the type of activity the 
user has performed, an optional <device> tag indicating the device used for perform-
ing the activity (personal device or shared display), and a <time> tag which contains 
<start> and <end> tags specifying the duration of the activity.  

2.1   Data Background 

We will describe VICPAM in context of the interaction data collected in studying 
IMPROMPTU, an interaction framework for MDES, for collaborative software de-
velopment [4]. The data contains three different user activities: (i) Show which means 
an application window is provided to the group in view-only mode. (ii) Share which 
means an application window is provided to the group members and anyone can edit 
its content if they replicate it on their own machine; (iii) Replication which means an 
instance of a shared or shown application has been copied on a personal machine. 
IMPROMPTU logs the usage data including the type of the activity (i.e. share, show, 
and replication) and the duration of the activity.  All of the figures illustrating the use 
of our system are based on this data set. 

2.2   Visualization 

VICPAM’s main screen consists of the time-aligned view and an interactive visual 
time-bar (Figure 2). The time-aligned view shows the exact duration of each activity a 
person has performed (Figure 2a). Each person is displayed inside a rectangular 
frame. This frame includes the person’s information, and a set of rectangles represent-
ing the activities he performed on different applications. The width of each rectangle 
corresponds to the duration of the activity and the color corresponds to the type of 
activity. For this particular data set, green represents show, purple represents share, 
and blue represents replication. There are also a number of icons shown on each rec-
tangle including the application icon on the right side (Figure 2b) and the activity icon 
on the left (Figure 2c). If the activity has been performed via the shared display, a 
device icon will also be shown on the left side indicating the use of the shared display. 
Note that the color and icons used for each activity type are specified at the beginning 
of the input XML file to make the tool usable for different data sets. 
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Fig. 3. When the user selects “Show Spatial View”, the spatial view will be displayed on the 
top of the time-aligned view. (a) The spatial view shows a spatial 2D view of the users and their 
activities. (b) The time aligned view shows the exact duration of activities. (c) As it’s shown in 
the shared display section of the spatial view, John has shared an instance of visual studio in the 
shared display. (d) John’s activity is also shown in the time-aligned view. 

The user can use the slider in the time-bar to select a desired period, the time pe-
riod can be as small as a second or as large as the entire session (Figure 2d). Upon her 
selection all the views in the visualization will be updated illustrating only the activi-
ties happened during the selected period. To support the user in detecting and explor-
ing interesting periods, the time-bar includes visual indicators which mark the start of 
a new activity (Figure 2e).   

By selecting “Show spatial view” from the “View” menu on the menu-bar, a spa-
tial view is added to the visualization (Figure 3). The spatial view shows a 2D  
overview of the activities people have performed in the environment. Each person is 
displayed in a rectangular frame, which includes a picture of the person, her name, 
and the applications that she has shared or shown during a specific period of time. 
Unlike the time-aligned view, the spatial view doesn’t show the duration of the  
activities, instead it orders the people based on their actual position in the room. For 
example, this can be used to determine whether a person’s position affects his or her 
collaboration patterns. Also, the spatial view is more useful in answering certain ques-
tions, such as what is the most frequently used application in the entire session. Both 
the spatial view and the time-aligned view are adjustable, these views can be opened 
in new windows, and the size and place of the artifacts inside these views can be  
configured.  

To help the researcher with data analysis, several interaction mechanisms have 
been implemented in the interface: 
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Fig. 4. Selecting “Show rulers” from the “View” menu in the menu-bar displays a time ruler 
under each person’s frame 

Interaction with users and activities: Hovering over each user’s picture shows de-
tailed information about that user, including the number of activities she has per-
formed. Hovering over each activity shows information about that activity including 
the exact start and end time, the application name, and the user’s name.  

Display time rulers: Selecting “Show rulers” from the “View” menu in the menu-
bar displays a time ruler under each person’s frame in the time-aligned view (Figure 
4). Using these time rulers the researcher can easily compare the start and end time of 
activities without having to draw an imaginary vertical line down to the time-bar.  

Link between the spatial view and the time-aligned view: To support the research-
ers in using both spatial view and time-aligned view simultaneously for analysis, a 
virtual link has been created between the users and activities in these views. When 
both views are open, hovering over a user’s picture in the time-aligned view will 
highlight that user and his activities in the spatial view. Conversely, hovering over a 
user’s picture in the spatial view will highlight that user and his activities in the time-
aligned view. Hovering over an activity on the time-aligned view will highlight the 
corresponding activity in the spatial view and vice versa.     

2.3   Video of Interaction 

A MDE’s evaluation session is usually captured by a video camera. This video can be 
imported to VICPAM and played in a separate window. The video is synchronized 
with the time-bar. When the user presses the play button the part of the video corre-
sponding to the selected time period in the time-bar begins to play.  

2.4   Filtering 

A separate filtering window is available to filter the data based on applications, users, 
and activities (Figure 5). For instance, if the researcher selects one application and 
filters the rest, only the activities related to the selected application will be shown in 
the interface. The filtering options allow researchers to focus on their desired part of 
the data. This feature is especially helpful when the amount of data shown in the in-
terface is overwhelming. During our preliminary evaluations, the participants found 
the filtering options to be helpful for answering focused questions (e.g. how many 
applications have been shared by a particular user). 

2.5   Putting It Altogether 

In this section, we illustrate the value of our tool through a user scenario. The scenario 
is grounded in the same data set described earlier in Data Background. 
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Fig. 5. The filtering window has three tabs for filtering out users, applications, and activities 

Bob is a researcher interested in understanding how the use of an MDE affects col-
laborative software development. Of the many interaction frameworks available, Bob 
installs IMPROMPTU [4] to enable his study of MDEs. In his study, five developers 
utilize the MDE for four hours each day for two weeks. The MDE consists of five 
personal devices and a large shared display positioned such that all the developers can 
see it. During each evaluation session, he logs all of their activities and captures a 
video of each session. Now he wants to analyze the data collected to examine the use 
of the MDE. He writes an adaptor to convert each session’s collected data to the XML 
format readable by VICPAM, He opens VICPAM and loads the first evaluation ses-
sion by clicking on “File” and then “Load Session” on the menu-bar. 

First Bob wants to determine which application is most frequently used in this ses-
sion. He selects the entire session by using the slider in the time-bar. Then, he opens 
the spatial view and counts the number of times each application has been displayed 
in this view. He discovers that visual studio was the most frequently used application 
during the session. Then he would like to find the most active user. Again, using the 
spatial view while the entire session is selected, he identifies the most active user by 
counting the number of application icons in front of each user’s representation. He 
learns that Susan was the most active user in the session.  

Now he would like to examine the collaboration patterns among developers, e.g. 
whether all team members work together on a particular problem or there are two  
or more smaller groups of people who work separately on different aspects of the 
problem. He closes the spatial view and focuses on the time-aligned view. He fre-
quently changes the selected time period using the slider and inspects the developer’s 
activities. He detects an interesting pattern in the middle of the session. He sees in the 
time-aligned view that John, one of the developers, had shared a Microsoft Office 
application on the shared display and all team members replicated a copy of that on 
their personal machines. To explore this further, Bob plays the synchronized video 
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and sees that the developers took turns to add the features for the next iteration of 
their software. This activity was marked as an example of group collaboration. 

He continues changing the selected time period until he reaches the end of the ses-
sion. He finds another interesting pattern near the end where Steven, a developer, has 
shared an instance of his Visual Studio and Greg has replicated that shared application 
on his own machine. By playing the video of their interaction, Bob discovers that they 
are reviewing Steven's code. Bob notes this activity as an example of peer-to-peer 
collaboration. 

Using the views and interaction mechanisms provided in VICPAM, Bob was able 
to quickly answer his questions about the most frequently used software and the most 
active developer. He was also able to identify two interesting collaborative patterns 
that he can report. This was possible because VICPAM was designed to analyze the 
data captured from MDE evaluations. With other analysis techniques, Bob would not 
have been able to answer his research questions as easily. 

3   Discussion 

VICPAM is fully implemented in Java and consists of about 2,500 LOC. The user 
interface was developed in Java Swing and the video player was implemented using 
Java Media Framework (JMF). In order to make the code extensible, it was written  
in three layers; data, domain, and user interface (or presentation). The layered archi-
tecture enables other researchers to add new features or extend the tool to handle 
different data sets. 

Three major iterations of development and evaluation were performed on 
VICPAM. After each evaluation, we modified the interface according to the lessons 
learned. For example, during one evaluation, we learned that users prefer to initiate 
their analysis from the time-aligned view rather than the spatial view. We therefore 
implemented the time-aligned view as the default and provided an option of adding 
the spatial view via a menu. We also implemented the time rulers to further support 
this preference. 

Our tool was evaluated with only one set of data from a particular framework, IM-
PROMPTU [4]. However, IMPROMPTU is a highly flexible framework as it allows 
any existing application to be utilized in an MDE and also works with any combina-
tion of personal and shared devices. Therefore this framework can be used in other 
studies in MDEs. Also, the data collected from other MDE frameworks can be con-
verted to the format compatible with VICPAM. Either the framework needs to be 
instrumented to log the interaction data in a compatible format, or an adaptor needs to 
be written that converts the existing format into a compatible format. VICPAM can 
even be adapted for analyzing data collected from different user and hardware con-
figurations. For example, the tool can be used to analyze data collected from studies 
of single display groupware such as tabletops. There have been many evaluations of 
interactive tabletops for collaborative work and play [5, 10]. The data collected from 
these studies can be imported into VICPAM by modeling personal areas as personal 
devices and modeling the shared working area as a shared display.  
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4   Conclusions and Future Work 

Researchers are beginning to study how the use of multiple display environments 
affects collaborative problem solving. To foster analysis and exploration of data gath-
ered from these studies, we have designed and developed an interactive analysis tool 
called VICPAM.  

VICPAM allows researchers to investigate different aspects of the interaction data 
by providing two different views of the data set: the time-aligned view and the spatial 
view. The time-aligned view shows people’s activities and the exact duration of the 
activity. This view helps researchers detect collaboration patterns between users. The 
spatial view displays the users based on their positions in the workspace. This view 
provides an overview of the activities performed in the selected period of time. It can 
also be used to determine if users’ positions affect their communication and collabo-
ration patterns. Besides these views, a separate filtering window enables the research-
ers to filter unnecessary information and focus on their desired part of the data.  

Although we built and tested our tool with a data set generated from the use of  
one interaction framework in one task domain, results from our study did reveal op-
portunities for improving the design of this type of interactive analysis tool. One im-
provement would be to add another view that includes statistical data either in the 
form of graphs or spreadsheets. For example a graph showing the total amount of 
activities at any point in time can help to identify busy periods as potentially interest-
ing periods to investigate. Another improvement would be to provide data converters 
that could map the data gathered from studies conducted using different interaction 
frameworks and device configurations to the data format that our tool accepts. By 
using speech recognition and natural language processing techniques, group member 
statements related to their activities could be extracted from the session video and 
associated with their activity in the visualization. Finally, if the data set also includes 
screenshots of the actual documents that group members are sharing, each activity in 
the visualization could provide a link to the actual document shared. 
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Abstract. Ubiquitous means being present everywhere at the same time, which 
expresses the situation that users can have no trouble accessing computers and 
networks from anywhere, anytime. This broadens its prospect in marketing. On 
top of the customer information and buying history that the company keeps track 
of, the customers' environment information including time, place and activity 
field has become available. These days, due to ubiquitous marketing, concierge-
styled service becomes a real possibility. This is where various suggestions are 
provided according to users’ interests, thoughts and behavioral patterns. This 
research explains consumer awareness based on a questionnaire survey about 
consumers’ privacy in ubiquitous marketing. 

Keywords: Classifying respondents, Cluster analysis, Covariance structure 
analysis. 

1   Introduction 

Anyone can access networks to obtain information and services no matter when they 
need them. This means various information can be collected by anyone, anywhere, any 
time. In other words, personal information associated with privacy is also collected [2]. 
Consumer information such as age, address, sex and annual income is utilized in existing 
one-to-one marketing [1]. Ubiquitous society allows us to collect and analyze a large 
amount of consumers' personal information for marketing [4]. The information includes 
real time location, buying history, status of product use, etc. Although the Private 
Information Protection Law was enacted in 2005, it is still difficult to obtain consent for 
the use of personal information. The situation of unsolicited email is not yet resolved [3]. 
What information do people hesitate to provide and what information are they willing to 
provide in the name of privacy? This research explains consumer awareness based on a 
questionnaire survey about consumers’ privacy in ubiquitous marketing. 

2   Questionnaire Survey on Privacy 

In this research, a questionnaire survey was conducted with students who have 
previously used ubiquitous marketing services. In this survey the target was 174 aged 
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19 or over living in the Tokyo metropolitan area. Survey sheets given to the targets by 
hand were collected after filling out the answers. It was comprised of 25 questions 
about privacy awareness. The questions were related to 'status of ubiquitous 
availability', 'providing privacy information' and 'privacy information leaks'. Major 
items were answered using five stage assessment system except for the question 
regarding respondent information. Respondents to the data to be used in the analysis 
are 174 persons (male: 106, female: 68). The following items are included in the 
question items: 

Q1. “Personal data may be used only if it provides any benefit as long as it isn’t misused.”  
Q2. “Personal data may be disclosed depending on a condition as long as the individual isn’t 
identified.”  
Q3. “To what extent do you agree to disclose your information to receive data distribution from 
stores?” 
Q4. “To what kind of stores do you agree to provide information?” 
Q5. “With what kind of merchandise information do you agree to provide?” 
Q6. “How do you feel about information provision based on personal data utilization which is 
useful for you?” 
Q7. “Do you want to use such system as to distribute information from stores for you to select a 
store when you eat out?” 
Q8. “Do you want to use such system as to distribute information from stores for you to select a 
store when you go shopping?” 
Q9. “Do you want to use such system as to distribute information from stores for you when you 
go to supermarkets?” 
Q10. “Have you ever used any such information provision service as described from Q7 to 
Q9?” 
Q11. “I feel my personal data is used for other purpose while I’m unaware.”  
Q12. “How do you tolerate for leakage of your registration information?”  
Q13. “Does what kind of privilege make you agree to disclose your personal data?” 
Q14. “Assuming a situation where you’re shopping at a supermarket, how frequently do you 
want to receive discount information?” 
Q15. “While you aren’t shopping, how frequently do you want to receive discount 
information?” 

3   Analysis on Privacy 

3.1   Flow of Analysis 

First, the author demonstrates a relationship between willingness to use distributed 
information and views on personal data among respondents using covariance structure 
analysis. Then, the author analyze whether any difference is found in answer items for 
the questions by classifying respondents based on their views on personal data using 
cluster analysis. Further, the author analyze whether any difference is found in answer 
items by gender. 

3.2   Relationship between Views on Personal Data and Willingness to Use 
Information Distribution Service 

As a certain level of strong correlation has been found between four variables, i.e. Q6 
Information service based on personal data utilization, Q7 Whether you want to use 
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information distribution service from stores in selecting a store when you eat out, 
Q8.Whether you want to use information distribution service from stores in selecting a 
store in case of shopping and Q9 Whether you want to use information distribution 
service from stores when you go to supermarkets, a model is shown in Fig.1, which 
depicts how consciousness to personal data has impacts on “motivation for information 
distribution service utilization”, based on an assumption that a potential consciousness 
as the “motivation for information distribution service utilization” exists behind these 
four variables. 

 

Fig. 1. Model of Casual Relation Between Consciousness to Personal Data and Motivation for 
Information Distribution Utilization 

In the Fig.1, figures with ** mark and *mark indicate that the path coefficients are 
significant at the 1% level and 5% level respectively and those without any mark 
indicate that it isn’t significant at the 5% level. Since p-value is at isn’t rejectable 
level of 0.785 based on fit index, the model is acceptable. In addition, GFI and AGFI 
were 0.977 and 0.940 respectively. The model is determined to be well applicable, 
since a model is supposed to be better applicable as both GFI and AGFI get closer to 
1[5] [6].   

In terms of path coefficient, any path to “motivation for information distribution 
service utilization” from each variables, i.e. “personal data may be used”, “I feel 
personal data is used for other purpose” and “generosity for personal data leakage”, 
wasn’t significant. Therefore, it is conceivable that those who agree that personal data 
may be utilized don’t necessarily want to receive information provision based on 
personal data, and that those who feel it unforgivable that personal data is leaked 
don’t necessarily regard information service based on personal data to be needless. In 
other words, it may be said that there isn’t strong relationship between “view on 
personal data” and “motivation for utilization of information service based on 
personal data”.  
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Then, we perform simultaneous analysis of multiple populations by dividing 
population into two groups by gender using the model in Fig.1. Judging from the fit 
indexes resulted from analysis result, such as p-value of 0.441, GFI of 0.926 and 
AGFI of 0.833, the model is determined to be well applicable. As a result of the 
analysis, any path to “motivation for information distribution utilization” from 
“personal data may be used”, “I feel personal data is used for other purpose” and 
“generosity for personal data leakage” wasn’t significant at the 5% level neither in 
male population nor in female population. It may indicate that there is no relationship 
between “view on personal data” and “motivation for utilization of information 
service based on personal data”. Correlation coefficients between “personal data may 
be used”, “I feel personal data is used for other purpose” and “generosity for personal 
data leakage” are shown for each population in Table 1. 

Table 1. Path coefficient in Multiple Populations 

   
Feel is is used for other purpose ⇔ For personal data 

leakage 
0.415** 0.119 

Personal data may be utilized ⇔ Feel it is used for other 
puproses 

-0.259 -0.273 

Personal data may be utilized ⇔ Tolerance for personal 
data leakage 

-0.117 0.385* 

**: significant at 1%, *:significant at 5%. :significant at 10% 

Positive correlation is found between “I feel personal data is used for other 
purpose” and “generosity for personal data leakage” in male population, whereas 
significant correlation isn’t recognized in female population. It may indicate that 
“those who feel it unforgivable to leak personal data” have a stronger tendency to 
think as “I feel personal data is used for other purpose” in case of men. In case of 
women, on the other hand, it may be said that “those who feel it unforgivable to leak 
personal data” have a stronger tendency to think as “I don’t want personal data to be 
used”, since there is a positive correlation between “personal data may be used” and 
“generosity for personal data leakage” in case of women while there isn’t significant 
correlation between them. 

3.3   Feature Analysis by Group 

Classification of Respondent. Subsequently, the author perform a cluster analysis for 
classifying respondents by their views on personal data. Using three variables, i.e. 
“personal data may be used (five-grade evaluation)”, “I feel personal data is used for 
other purpose (five-grade evaluation)” and “generosity for personal data leakage 
(five-grade evaluation)”, Ward method has been used to combine clusters. As a result 
of the analysis, respondents have been classified into three groups. Mean value of 
each group is shown in Fig.2, and features interpreted by number of respondents and 
name of each group as well as by mean values are shown in Table 2. 
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Fig. 2. Mean values of variables in each group 

Table 2. Characteristics in each group 

 Number of 
members 

Name of group Features 

Group 1 60 Faction of generosity Those who agree with exploitation of 
personal data and don’t care so much 
about usage of personal data for other 
purpose as well as its leakage 

Group 2 66 Faction of antipathy 
toward usage 

Those who neither accept personal data to 
be exploited nor feel its leakage to be 
forgivable 

Group 3 48 Faction of sensitivity Those who accept personal data to be 
exploited but wonder if it is used for other 
purpose and feel its leakage to others to be 
unacceptable 

Feature Analysis on Groups. Subsequently, the author analyze what find of features 
are recognized in each group. Cross-tabulation about group and gender is shown in 
Table 3. Even though it is recognized in Table 3 that there is a tendency that slightly 
larger number of men belong to the faction of e and that slightly larger number of 
women belong to the faction of the faction of antipathy toward usage, it is conceivable 
that there isn’t so statistically significant relationship between gender and group since 
the result of chi-square test shows each value of χ2 and p to be 1.005 and 0.605 
respectively, which means it isn’t at a level to be rejected. Further, comparing mean 
values obtained from t-test which has been performed based on gender for variables of 
Q1, Q10 and Q11, all of them hadn't significant difference at the 5% significance level. 
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From this result, it may be said there isn’t great difference in consciousness by gender 
over how personal data is used. Cross-tabulation about group and application 
experience of information distribution service is shown in Table 4. 

Table 3. Relationship between groups and gender 

 

Table 4. Relationship between variables and service usage experience 

 

In Table 4, number of those who have less application experience tends to be rather 
smaller in faction of generosity and it is conceivable that there is no relationship since the 
result of chi-square test shows values of χ2 and p to be 6.099 and 0.192 respectively, 
which means it isn’t at a level to be rejected. Therefore, it may be said that neither 
remarkably larger is the number of those who have experienced the use of “information 
distribution service in which some information is timely sent from stores” nor smaller is 
the number in certain group. Thus, those who are generous for personal data exploitation 
don’t necessarily use information provision service and those who don’t want their 
personal data to be utilized don’t necessarily refuse to use such service.  

Further, one-way analysis of variance, which was performed to examine whether 
there is any difference between mean values of variables of “frequency of service 
information reception (when shopping)”and “frequency of service information 
reception (when not shopping)”, has proved that mean values aren’t different between 
groups since both values weren’t significant at the 5% level. Therefore, it may be said 
that there isn’t much relationship between views on personal data and frequency to 
receive service information. 
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Fig. 3. Ratios of data for which respondens are acceptable to disclose 

In terms of a question “what you think it acceptable to be disclosed”, ratios of 
those who answered positively to the question are shown by items in Fig.3. Vertical 
axis indicates how many respondents answered as “acceptable” when the total is 
taken as 1.0. 

As a whole, it may be recognized that the ratios of those who responded it 
acceptable to provide information of “age”, “gender”, “hometown” and ”hobby” 
tended to be higher, whereas that of those who responded positively to “current 
whereabouts”, “features of face and body”, “income and asset”, “owned car” and 
“friendship” tended to be lower. In addition, as a tendency by groups, it is recognized 
that the ratio of those who answered it acceptable that “address” and “mail address” 
are disclosed is rather higher in “faction of generosity”. Moreover, it is also 
recognizable that even “faction of sensitivity” and “faction of antipathy toward 
utilization” tended to show higher rate of those who responded it acceptable to 
provide information of “age”, “gender” and “ hobby” .The ratio of those who 
answered acceptable for “information acceptable for providing to stores for their 
information distribution” is shown by items in Fig.4. As a whole, it is recognizable 
that the ratios of those who answered it acceptable to provide to the extent of “favorite 
food” and “visiting frequency/usage history” are higher and the ratios of those who 
did it acceptable to provide information of “address and name” “annual income and 



298 Y. Asahi 

 

allowance”, “whereabouts” and “person you’re with” are lower. As a tendency in 
groups, the ratio of those who agree to provide address and name tends to be rather 
higher in “faction of generosity”, while the ratio of those who responded it depending 
on benefits such as coupon. However, it is observed as a whole that there isn’t such 
large difference in tendency between groups.   

The ratios of those who responded positively to the item of “to what kind of stores 
do you acceptable to provide such personal data as shown in Q2” are shown by items 
in Fig. 5. As a whole, the ratio of those who responded it acceptable to provide for 
“department store”, “electronics retail stores” and “restaurants” tended to be higher 
while that of those who responded it acceptable to provide to “drug stores” lower. As 
a tendency by groups, the ration of those who responded it acceptable to provide to 
“electronics retail stores” and “convenience stores” is rather lower in “faction of 
antipathy toward exploitation” than in other two groups and even the former faction 
tends to be acceptable to provide their information only to “department stores” and 
“restaurants”. 

The ratios of those who responded positively to the item of “about what kind of 
product information do you accept to provide”. As a whole, it is recognizable that 
those who responded it acceptable to provide information about“foods” tended to be 
higher, whereas that of those who responded it acceptable to provide information of 
“livingware” and “medical goods” to be lower. As a tendency by groups, although the 
ratio of those who responded it acceptable to provide information about only “clothes” 
tended to be rather higher in “faction of generosity” than in other two groups, it is 
recognizable that there isn’t such large difference in tendency between groups.    

 

Fig. 4. Ratios of data of respondents which is need for information distribution 
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Fig. 5. Ratios of stores respondents are acceptable to provide its information 

4   Conclusion 

Respondents have been classified into three groups by their views on personal data. 
Each group has such characteristics that “faction of generosity” which is generous to 
leakage of personal data to some extent with generosity for its use, “faction of 
sensitivity” which is unforgivable against leakage of personal data but doesn’t mind 
such data to be used and “faction of antipathy toward utilization” which is 
unforgivable against leakage of personal data and unacceptable to its use as well. 

In terms of information which was thought to be acceptable to be provided to 
stores for distributing information, it has been proved that more people thought it 
acceptable to provide “favorite foods” and “visiting frequency and usage history” and 
that less people thought it acceptable to provide “address and name”, “annual income 
and allowance”, “whereabouts information” and “person you’re with” as a whole. It 
has also been proved that “faction of generosity” tended to provide “address and 
name” more positively than other two groups. In terms of stores for which personal 
data was allowed to be disclosed, it has been proved that more people thought it 
acceptable to disclose only “department stores” and “restaurants” and that even 
“faction of antipathy toward exploitation” tended to think it acceptable to disclose the 
same as a whole. In terms of product information which was acceptable to be 
provided, it has been proved that more people tended to think it acceptable to provide 
only “foods” and that less people tended to think it acceptable to provide “livingware” 
and “medical goods” as a whole. As an overall tendency, there wasn’t that much 
difference by groups. In terms of perks for which people thought it acceptable to 
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disclose personal data, it has been proved that more people thought it acceptable to 
disclose only tangible goods such as “money/point” and “goods and services” as a 
whole. Without much difference in tendencies by groups, it has been proved that more 
people even in “faction of antipathy toward exploitation” and “faction of sensitivity” 
thought it acceptable to disclose personal data for tangible goods. In the future, it is 
important for companies to focus on how they collect as much information as 
consumers give consent to and how they apply the information to marketing, as well 
as clearly disclose how personal information is collected. 
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Abstract. This study found evidence for a viable social cognitive model of 
software piracy intention using path analysis. Compared to outcome expectations, 
moral disengagement emerged as the stronger significant mediator in the model 
exerting its influence on the relationships between past behaviour and future 
intention and between past behaviour and outcome expectations. This study found 
weak evidence for the mediating influence of facilitators and impediments while 
their impact as a moderating variable was inconclusive. 
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1   Introduction 

Software piracy is a phenomenon whose impact has pervaded the globe. Its appeal, 
however, has not been confined to the owners of the copyright of digital intellectual 
property or the groups of individuals that do not believe in the legitimacy of these 
rights. It has also captured the interest of psychologists who strive to grasp the essence 
of human behaviour. Recent endeavors yielded theories that sought to deconstruct 
software piracy intention and behaviour into their basic building blocks. Drawing on 
insights yielded by some of the more popular social psychological models, this paper 
proposes a social cognitive model for predicting software piracy intention. In this study 
software piracy is defined as the unauthorised copying or distribution of digital 
material [1] without permission from and with no intention to compensate the 
copyright holders for the use or dissemination of their intellectual property [2]. 

Social psychology’s popular models of human behaviour such as the theory of 
reasoned action [3], [4], the theory of planned behaviour [5], [6], [7] the theory of 
interpersonal behaviour [8] and social cognitive theory [9], have examined the 
constructs that predict intentions to pirate software and software piracy behaviour. The 
core elements of attitudes, social pressures, intention and behaviour are consistent 
across the social psychological theories used to investigate software piracy. A 
significant improvement to the theory of reasoned action (TRA) was a formal 
acknowledgement of the environment as an influencer of human behaviour which was 
captured in the controllability dimension of perceived behavioural control in the theory 
of planned behaviour (TpB), facilitating conditions in the theory of interpersonal 
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behaviour (TIB), and facilitators and impediments in social cognitive theory (SCT). 
While the TIB included affect and habit to understand software piracy intentions and 
behaviour, social cognitive research in this domain has not emphasised these 
constructs. As a theoretical paradigm, however, the personal factors construct as a 
primary determinant of human behaviour in SCT caters for the inclusion of variables 
such as habit and affective factors. A significant difference between SCT and the other 
social psychological theories is the incorporation of moral disengagement into its 
theoretical fabric. 

The TpB was found to be superior to the TRA for predicting software piracy 
intention due to its inclusion of perceived behavioural control [5]. Social cognitive 
theory was predictively superior to the TpB in a study investigating intentions to 
download pirated music. The absence of the self-regulation process in the TpB (moral 
disengagement is situated in the self-regulation process in SCT), was one of the 
reasons it was considered inadequate for explaining the impact of norms on intentions 
to pirate music [9]. The inclusion of moral disengagement as an intrinsic part of SCT 
could elevate its predictive utility for explaining antisocial behaviour. Unlike the TpB 
onto which constructs such as moral obligation and past behaviour were tacked based 
on the context in which the theoretical framework was applied, moral disengagement, 
past behaviour, outcome expectations, self-efficacy, and facilitators and impediments 
are woven into the fabric of SCT as predictors of intention and behaviour. Of the social 
psychological theories of human behaviour, therefore, SCT is identified as one of the 
most comprehensive frameworks that explains a wide range of prosocial and antisocial 
behaviours without having to borrow concepts from other theories. 

2   A Social Cognitive Model of Software Piracy 

Social cognitive theory is a framework for understanding human behaviour in which 
personal factors, environmental influences and behaviour interact in a pattern of 
triadic reciprocal causation [10]. Bandura [10] was not explicit about the constituent 
components of SCT but research on its use in the promotion of healthy behaviours led 
to the explication of some of its core determinants including, self efficacy, outcome 
expectations, facilitators and impediments and intention (when behaviour is the 
outcome variable) [11], [12]. These constructs will be modelled alongside moral 
disengagement [10] to examine the factors that influence intention to pirate software 
in this study. 

Past behaviour refers to the extent of enactment of a specific behaviour in the past. 
With behaviour posited as a key determinant of human thought and action, past 
behaviour is a firm predictor of future behaviour and is inextricably interwoven into 
SCT. Social cognitive theory defines self efficacy as “people’s judgments of their 
capabilities to organise and execute courses of action required to attain designated 
types of performances” [10:391]. Moral disengagement refers to the mechanisms 
individuals activate to override the influence of their internal self-sanctions and to 
distance themselves from perceived reprehensible consequences of their behaviour 
[10]. Social cognitive theory is the only framework that caters for the activation of 
moral disengagement in antisocial contexts. Outcome expectations refer to 
anticipatory judgments about the likely consequences of actions [10]. Bandura’s [10] 
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definition of outcome expectations in SCT included attitudes and subjective norms as 
they have traditionally been defined in the theories of reasoned action and planned 
behaviour [13]. Facilitators and impediments in SCT encompass situational and 
contextual factors that render behaviour easier or more difficult to enact [10]. 
Intention refers to the likelihood of enacting a specific behaviour in the future. In SCT 
intention is defined as “the determination to perform certain activities or to bring 
about a certain future state of affairs” [10:467]. Intention is conceptualised as an 
immediate precursor to behaviour. In studies employing cross-sectional designs (such 
as this one) it is not feasible to declare behaviour as the dependent variable since all 
variables are measured concurrently which would imply that any information 
collected about behaviour would necessarily pertain to past behaviour. In these 
instances, intention is the logical dependent variable [14]. 

Empirically, previous enactments of software piracy have had meaningful direct 
effects on future intention to pirate software [7], [15]. Past behaviour could affect the 
nature and extent of subsequent moral disengagement. If individuals have pirated 
software before, it is likely that they will have previously invoked the moral 
disengagement mechanism. In subsequent enactments, while moral disengagement 
may still be necessary, it is possible that less moral disengagement is required to 
distance oneself from the reprehensible consequences of one’s actions and/or that the 
format moral disengagement takes when one is engaging in an antisocial behaviour 
for the first time compared to when s/he engages in multiple instances of the same 
antisocial behaviour (or of antisocial behaviour, in general) could vary. Past 
behaviour could inform subsequent anticipatory judgments about the likely 
consequences of the same behaviour intended for enactment in the future. If previous 
enactments led to positive outcomes, it is likely that individuals will form positive 
outcome expectations about enacting the same behaviour in the future. This 
conceptualization allows past behaviour to precede moral disengagement and 
outcome expectations in the model. 

There is uncertainty about whether self-efficacy precedes moral disengagement in 
SCT and some researchers have not accommodated moral disengagement and  
self-efficacy in the same model when explaining antisocial conduct [16]. In this study 
self-efficacy is regarded as an exogenous variable which is correlated with past 
behaviour (if one has successfully pirated software in the past one is likely to have an 
elevated belief in his/her proficiency to engage in the behaviour in the future). It 
would have been equally viable to position self-efficacy as an outcome of past 
behaviour with direct links to outcome expectations and intention and an indirect link 
to intention through outcome expectations and facilitators and impediments 
individually and in combination.  

The empirical research showed support for direct effects between moral 
disengagement, outcome expectations and facilitators and impediments on future 
intention to pirate software [15]. This suggests that if individuals distance themselves 
from the reprehensible consequences of their actions; if they believe that pirating 
software will yield positive outcomes; and if they perceive conditions in the 
environment as enabling, they are more likely to form an intention to pirate software. 
Evidence for the effect of self-efficacy on intention, however, has been mixed. 
Garbharran and Thatcher [14] found that the effect of self-efficacy on intention may 
have been mediated by the facilitators and impediments construct while other research 
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yielded a significant direct path between them [15], [17]. If individuals have the 
proficiency to pirate software it could influence their intentions to engage in the 
behaviour. However, simply believing in one’s ability to enact a behaviour does not 
imply that one will necessarily execute it. Therefore, it is likely that expectations of 
positive outcomes envisaged from performing the behaviour could mediate the 
relationship between self-efficacy and intention. This relationship was investigated in 
a study by LaRose and Kim [9] who found that outcome expectations acted as a 
partial mediator of the relationship between self-efficacy and intention. It is also 
likely that the perception of enabling conditions in the environment could serve as an 
incentive to individuals who are adept at pirating software to form positive outcome 
expectations and, consequently, develop future piracy intentions. 

The mediating role of moral disengagement has been explored in empirical 
research. However, there is inconclusive evidence for its effect as a mediator between 
the social cognitive predictors of self-efficacy, social norms and attitudes and 
intention [17]. A test for its role as a moderator of the relationships between self-
efficacy, attitudes and social pressures on intention revealed no moderating effect 
[18]. This study hypothesises that moral disengagement and outcome expectations, 
individually and in combination, mediate the relationship between past behaviour and 
intention, that moral disengagement mediates the relationship between past behaviour 
and outcome expectations and that outcome expectations mediate the relationship 
between moral disengagement and intention. The argument for the mediating 
influence of moral disengagement on the relationship between past behaviour and 
outcome expectations is individuals who have engaged in software piracy in the past 
are first required to distance themselves from the egregious consequences of their 
prospective actions before being able to form positive anticipatory judgments about 
the consequences of engaging in the same behaviour in the future. The mediating 
influences of outcome expectations and moral disengagement individually on the 
relationship between past behaviour and intention suggest that if individuals have 
pirated software before, they need to form positive anticipatory judgments about the 
likely consequences of their choices first before developing future intentions to pirate 
software; and if individuals have pirated software previously the extent to which they 
are able to distance themselves from the negative consequences of their intended 
behaviour is likely to inform their future intentions. The mediating effect of moral 
disengagement and outcome expectations in combination on the relationship between 
past behaviour and intention suggests that if individuals have pirated software before, 
they first need to morally disengage in order to develop positive expectations of the 
outcomes of their intended behaviour before forming future intentions to pirate. 

External environmental effects have directly affected actual piracy behaviour in 
previous research [8]. In the context of a cross-sectional research design where intention 
is the dependent variable, environmental influences are hypothesised to have a direct 
effect on piracy intention. In the model under construction in this study, facilitators and 
impediments are further believed to mediate the effects of moral disengagement, 
outcome expectations and self-efficacy on intention. If individuals morally disengage 
from the negative consequences of a behaviour, anticipate positive outcomes from 
engaging in the behaviour and/or perceive they have the efficacy to enact the behaviour, 
factors in the environment which either act as enablers or inhibitors to the formation of 
software piracy intentions could mediate these relationships.  
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This exploratory study is geared towards answering the following research 
questions: 

1. Does the social cognitive model offer a viable explanation of software piracy 
intention? 

2. Do moral disengagement and outcome expectations act as mediators in the model? 
3. Do facilitators and impediments mediate or moderate paths in the model? 

3   Method 

Sample. The sample consisted of a group of 456 professionals from a range of 
industry sectors in South Africa. There was a larger proportion of males (77%) than 
females (23%) in the sample. Individuals between the ages of 35 and 54 made up 55% 
of the sample while individuals between the ages of 18 and 34 comprised 20% and the 
remaining 25% was made up of individuals aged 55 and above. The largest proportion 
of individuals in the sample (48%) achieved formal university qualifications 
(undergraduate: 15%; postgraduate: 33%) and worked in the information technology 
sector (43%). 

Procedure. Data was collected using an online survey tool. Emails, with a link to the 
online survey, were sent to prospective respondents from a database of consumers of 
technology-oriented products and services from a large telecommunications 
organisation inviting them to complete the survey. Invitations were followed by a 
reminder email. Data collection spanned two and half months. 

Measurements. A questionnaire was developed to measure the social cognitive 
constructs for explaining software piracy intention. It consisted of 27 items clustered 
into six discrete scales for past behaviour, moral disengagement, self-efficacy, 
outcome expectations, facilitators and impediments and intention. Items for self-
efficacy, outcome expectations, moral disengagement, facilitators and impediments 
and intention were measured using a 5-point Likert-type scale which ranged from 
strongly disagree (1) to strongly agree (5). The 5-point Likert-type rating scale for 
past behaviour ranged from never (1) to very often (5). 

Analysis. The data were analysed using the CALIS procedure in SAS9.2. A path 
analysis was conducted to test the fit of the model to the data and to derive estimates 
of the hypothesised paths. Direct and indirect effects were analysed to detect the 
presence of mediator variables and multiple-group path analysis was performed to test 
for the presence of a moderator. 

4   Results  

Internal reliabilities were measured using Cronbach’s coefficient alpha and are 
reported in Table 1 together with means and standard deviations. 
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Table 1. Reliability estimates, means, standard deviations and intercorrelations 

Variable Items
Cronbach’s

Mean SD 1 2 3 4 5 6

1 Intention 3 0.86 6.08 2.94 1.00
2 Facilitators &

impediments
6 0.61 16.65 3.97 0.42** 1.00

3 Outcome
expectations

4 0.71 2.63 0.80 0.57** 0.50** 1.00

4 Moral
disengagement

8 0.87 20.23 7.05 0.60** 0.51** 0.66** 1.00

5 Self-efficacy 3 0.86 3.38 1.02 0.19** 0.18** 0.28** 0.07 1.00
6 Past behaviour 3 0.83 1.09 1.22 0.60** 0.32** 0.50** 0.51** 0.21** 1.00
** p<0.001  

The proposed model was evaluated using the maximum likelihood estimation 
technique and the covariance matrix was analysed. The overall model fit indices 
suggested a good fit to the data (χ2

(2, N=456)=0.084, p=0.646; SRMSR=0.011; 
RMSEA=0.000 [90% CI=0.00–0.073], CFit=0.858; GFI=0.999; CFI=1.000; Critical 
N=3118). However, the residuals and modification indices hinted at points of strain. 
The Wald test suggested that the direct path from self efficacy to intention could be 
dropped without negatively impacting overall model fit. The chi-square difference test 
(χ2

diff(1, N=456)=0.77, p=0.858) revealed no significant decrement in model fit from 
eliminating the direct path between self-efficacy and intention. Therefore, this path 
was dropped to yield the final model tested in this study; depicted in Figure 1. 

 

*     p<0.05  *** p<0.001 
Model fit summary: χ2

(3, N=456)
 = 1.640, p=0.650; SRMSR = 0.011; RMSEA = 0.000 [90% CI = 0.00 – 

0.062], CFit = 0.898; GFI = 0.999; CFI = 1.000; Critical N = 2168. 

Fig. 1. Path coefficients for a social cognitive model of software piracy intention 

An evaluation of overall goodness of fit (χ2
(3, N=456)=1.640, p=0.650; SRMSR=0.011; 

RMSEA=0.000 [90% CI=0.00–0.062], CFit=0.898; GFI=0.999; CFI=1.000; Critical 
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N=2168) of the final model suggested that it fitted the data well. The residuals and 
modification indices did not indicate localised areas of strain. The path coefficients 
(depicted in Figure 1) were statistically significant and in the predicted direction [19]. 
The model explained 51% of the variance in intention (the main dependent variable).  

To test the hypothesis of whether facilitators and impediments acted as a moderator, 
a multiple-group path analysis was conducted. The sample was split into two groups 
based on perceptions of high and low facilitating conditions in the environment, to 
assess changes in the relationships between past behaviour and intention, moral 
disengagement and intention and outcome expectations and intention at different levels 
of facilitators and impediments. While the findings presented in Table 2 suggested that 
the model with facilitators and impediments as a moderator did not offer an adequate 
fit to the data, preliminary analyses revealed that facilitators and impediments seemed 
to be a significant moderator of the relationships between past behaviour and intention 
and moral disengagement and intention. However, it did not appear to moderate the 
relationship between outcome expectations and intention as hypothesised. Instead a 
significant moderating effect for facilitators and impediments was found between past 
behaviour and moral disengagement. 

Table 2. Tests for the effect of facilitators and impediments as a moderating variable 

2 df 2
diff dfdiff p

Null model: All parameters constrained 43.99 17
Past behaviour Intention released 38.17 16 5.82 1 0.02
Past behaviour Moral disengagement released 39.56 16 4.44 1 0.04
Moral disengagement Intention released 39.70 16 4.29 1 0.04
Outcome expectations Intention released 42.43 16 1.56 1 0.21
Past behaviour Intention +
Past behaviour Moral disengagement +
Moral disengagement Intention released

32.54 14 11.45 3 <0.01

Note: The sample was split into two groups based on high and low scores on the facilitators and
impediments construct to test its effect as a moderating variable.
Overall model fit summary: 2

(14, N=456) = 32.54, p<0.003; SRMSR = 0.093; RMSEA = 0.076 [90% CI =
0.421 – 0.111], CFit = 0.095; GFI = 0.975; CFI = 0.972; Critical N = 332
Model 1 (Low F+I) fit summary: SRMSR = 0.085; GFI = 0.987; NFI = 0.976; 26% contribution to 2

Model 2 (High F+I) fit summary: SRMSR = 0.102; GFI = 0.961; NFI = 0.928; 74% contribution to 2

 

5   Discussion  

The social cognitive model investigated in this study is viable and offers one possible 
explanation of intention to pirate software. The model investigated in this study was 
one of two believed to offer equally plausible explanations of intention to pirate 
software. In the equivalent model, self-efficacy was an endogenous variable with a 
direct relationship to past behaviour. Both models fit the data equally well and the 
authors leave it to the reader to decide which theoretical interpretation is more 
meaningful. 

A significant indirect effect was noted between past behaviour and outcome 
expectations (direct=0.18, p<0.001; indirect=0.29, p<0.001). In this study it was 
hypothesised that moral disengagement mediated this relationship and the findings 
confirmed that this construct was a significant partial mediator of the relationship 
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between past behaviour and outcome expectations. This implies that the enactment of 
software piracy in the past does not presuppose the automatic expectation of positive 
outcomes for engaging in the same behaviour in the future. Prior software piracy 
behaviour presupposes that the moral disengagement mechanism was activated 
previously. This finding suggests that despite its prior activation, further moral 
disengagement may be necessary in order for individuals who have pirated software 
in the past to form positive outcome expectations about engaging in the behaviour 
again in the future.  

The relationship between past behaviour and future intention was characterised by 
a significant indirect effect (direct=0.35, p<0.001; indirect=0.24, p<0.001) suggesting 
that moral disengagement, outcome expectations and facilitators and impediments 
acted as partial mediators in the model. These findings imply that in order for 
individuals who have pirated software in the past to form intentions to pirate software 
again in the future, it is necessary for them to activate the moral disengagement 
mechanism, to consider software piracy an act that will lead to beneficial outcomes 
and to believe that external environmental forces will aid their intended behaviour. 
The indirect effect of moral disengagement (0.13, p<0.001) and outcome expectations 
(0.10, p<0.01) on the relationships between past behaviour and intention revealed that 
moral disengagement was more statistically significant. This suggests that moral 
disengagement is likely to be a more meaningful mediator of the relationship between 
past behaviour and future intention.  

The effect of self-efficacy on future intention appeared to be completely mediated 
by the facilitators and impediments construct (direct=0.03, p<0.38; indirect=0.05, 
p<0.001) while the indirect effect of outcome expectations on the relationship 
between self-efficacy and intention was not significant (direct=0.17, p<0.001; 
indirect=0.02, p<0.07). The direct path between self-efficacy and intention was not 
significant and was consequently dropped from the model. However, its effect 
through the facilitators and impediments variable was significant but weak. This study 
did not find a strong or significant direct path between self-efficacy and intention to 
pirate software suggesting that one’s belief in one’s efficacy to engage in the 
behaviour did not automatically translate into software piracy intentions. Instead, the 
effect of self-efficacy on intention was mediated through facilitators and impediments 
to influence intentions suggesting that if one had the efficacy to engage in a 
behaviour, one was more likely to form intentions to enact that behaviour if the 
environment presented enabling conditions. 

Facilitators and impediments appeared to mediate the relationship between self-
efficacy and software piracy intention. Its role as a mediator was significant but weak. 
Traditionally, environmental influences moderate the relationships between variables 
of theoretical interest. This implies that relationships are likely to be impacted by 
different levels of facilitators and impediments in the environment. It seems that 
individuals who pirated software in the past are more likely to develop future 
intentions to pirate software if there are strong environmental enablers to support their 
intended actions. It also seems that morally disengaging from negative consequences 
of the behaviour is more likely to lead to the formation of software piracy intentions 
in the context of strong environmental enablers. Based on the findings in this study,  
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individuals who pirated software in the past were more likely to morally disengage 
from the reprehensible consequences of their actions when strong environmental 
facilitators supported the enactment of the intended behaviour. However, it seems 
counterintuitive that positive outcome expectations led to intentions to pirate software 
regardless of the level of environmental enablers as it would be expected that the 
expectation of positive outcomes from pirating software would lead to the formation 
of software piracy intentions in the context of strong environmental enablers. This 
unexpected finding could be an artifact of a construct with poor reliability and/or a 
poor fitting model and requires corroboration. 

6   Limitations and Directions for Future Research 

This study was cross-sectional and could only offer tentative explanations of causality 
among the social cognitive variables. A longitudinal research design in future 
research endeavors could better clarify questions of causality and temporal 
precedence. In addition, a longitudinal design would cater for the inclusion of 
behaviour as the primary outcome variable. It is possible that facilitators and 
impediments could moderate the relationship between intention and behaviour such 
that higher levels of facilitators in the environment will translate into piracy behaviour 
if intentions to pirate software were formed whereas low levels of enablers in the 
environment could inhibit software piracy behaviour even if individuals form 
intentions to engage in the behaviour. This should be explored in future research.  

7   Conclusion 

The social cognitive model offered a viable explanation of intention to pirate software 
rendering it a useful theoretical framework to explain software piracy; one instance of 
antisocial behaviour. Moral disengagement, SCT’s unique contribution to explaining 
antisocial behaviour, was identified as the strongest mediator between past behaviour 
and outcome expectations in the model highlighting the necessity for further moral 
disengagement in individuals who had previously engaged in software piracy in order 
to form positive outcome expectations about the possibility of engaging in the 
behaviour in the future. This suggested that moral disengagement may not be a once-
off process even when the envisaged future behaviour is identical in principle to past 
behaviour. Thus, while the nature and/or extent of moral disengagement may alter 
over time, it does not become redundant in the context of multiple enactments of the 
same behaviour. Moral disengagement was a more significant mediator than outcome 
expectations of the relationship between past behaviour and future piracy intention. 
Weak yet significant evidence for the mediating effect of facilitators and impediments 
in the proposed model was found. Even though this study was unable to comment 
conclusively on the moderating role of facilitators and impediments in a social 
cognitive model of software piracy intention, preliminary findings suggested that 
facilitators and impediments may be more optimal as moderators of the relationships 
between social cognitive constructs. 
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Abstract. Recent developments in mobile technologies have produced a new 
kind of device, a programmable mobile phone, the smartphone. Generally, 
smartphone users can program any application which is customized for needs. 
Furthermore, they can share these applications in online market. Therefore, 
smartphone and its application are now most popular keywords in mobile 
technology. However, to provide these customized services, smartphone needs 
more private information and this can cause security vulnerabilities. Therefore, 
in this work, we analyze security of smartphone based on its environments and 
describe countermeasures. 

Keywords: Smartphone, Smartphone security, Security analysis, Security 
mechanism. 

1   Introduction 

A smartphone is a mobile phone that offers more advanced computing ability and 
connectivity than a contemporary basic feature phone. Smartphones and feature phones 
may be thought of as handheld computers integrated within a mobile telephone, but 
while most feature phones are able to run applications based on platforms such as Java 
ME, a smartphone allows the user to install and run more advanced applications based 
on a specific platform. Smartphones run complete operating system software providing 
a platform for application developers[1].  

Based on this feature, smartphone user can develop any programs which are 
customized in specific needs, and this is a most powerful advantage of smartphone. 
For example, smartphone user can search most popular restaurant, or nearest bus stop. 
Furthermore, smartphone user can trade their assets like stocks or use banking service 
with wireless network. Smartphone user can send or receive e-mails, too. 

However, to provide these services, smartphone needs more private information than 
feature phone, thus, it is very important to keep smartphone secure. If smartphone user 
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lost his/her smartphone, for example, every information like address, e-mail, log data 
in web browser, SMS(Short Message Service), MMS(Multi Message Service) or 
others, can be exposed if there is no appropriate security solutions. 

In present, there are many researches on smartphone security, but there is lack of 
effort to analyze all security threats of smartphone. To establish smartphone security, 
security threats based on smartphone environment is necessary. This work is needed for 
design of security solution, either, to prevent potential vulnerabilities of smartphone. 

Therefore, in this paper, we analyze security of smartphone and suggest 
countermeasures. This paper consists of five sections. In section two, we analyze 
smartphone environment and its assets. In section three, we analyze security of 
smartphone and derive vulnerabilities and threats of smartphone. In Section 4, we describe 
applicable security mechanisms for smartphone, and finally, in section 5, we end with a 
conclusion. 

2   Security Environments of Smartphone 

2.1   Environments of Smartphone 

Smartphone can be connected various subjects, internet, PC, other mobile devices using 
wireless network. This feature makes smartphone useful and most popular mobile device. 
However, in other words, this feature means that malicious attacker or software can  
invade smartphone in various paths. Following figure 1 shows general environment of 
smartphone. 

The user can make a call or receive a call, 
manage his/her schedules, play game or use 
other functions by his/her smartphone. Some 
applications may need to connect web or other 
devices to provide customized service, and in 
this case, smartphone can connect others with 
various wireless network technologies. 

The base station is kind of way to connect 
web and it is a basis of calling service. The 
base station relays phone calls, messages, e-
mails or various data via 3G networks. If there 
is AP(Access Point)s around user smartphone, 

user also can connect to web using AP. 
The satellite provide location information of smartphone, and this information can 

be used various services, for example, map, messenger, even if when user take a 
picture, location information is inserted in picture. 

The PC(Personal Computer) can be connected to smartphone by cable or wireless 
network, and user may download files or update firmware through PC. 

These entities can be regarded as both target and mean of attack. For example, an 
attacker can take denial of service attack on base station or web server and risk 
availability of smartphone. Furthermore, some entities like web server or PC can be 
used as a host to infect user smartphone with malware. Therefore we have to consider 
these entities in smartphone security. 

Fig. 1. Environments of Smartphone 
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2.2   Assets of Smartphone 

Now we have to define smartphone assets, because the asset can be regarded by target 
of attack, and threats and vulnerabilities are basis of the attack. Following table 1 
shows assets of smartphone in this paper. 

Table 1. The Assets of Smartphone 

Assets Description 

Private Information 
Address book, Calling history, Location information, Notebook, 
Schedule, Cache file of web browser, password used in web, email and 
its attachments, and other information 

Device Smartphone device 
System resources of smartphone(CPU, RAM, Battery or etc.) 

Applications Smartphone applications user installed  
 

First, information in smartphone can be defined an asset of smartphone. The 
information include all data both stored in smartphone and transmitted out to 
smartphone, for example, address book, calling history, location information, e-mail 
and its attachments, SMS(short message service), media files and so on forth. These 
information is managed by applications of smartphone, thus for security of 
smartphone, the application is an essential entity. 

Second, smartphone itself can be defined an asset. Because smartphone can make a 
call or connect wireless network, thus malicious user who get smartphone someone 
lost, can cause overcharging by using smartphone. In addition, resources of 
smartphone can be regarded as an asset, because these resources ensure availability of 
smartphone. In fact, some malwares exhaust resource of smartphone on purpose to 
risk availability. 

Third, applications on smartphone can be defined an asset. There are two kinds of 
applications, one is freely distributed by user or online application store, and another 
is commercially used with digital rights. The smartphone user has to pay some charge 
to use commercial applications and thus, application itself can be regarded as an asset. 

Furthermore, the applications are closely related the information, thus it is natural 
to regard the application to an asset of smartphone. For example, most of smartphone 
web browser stores user’s ID and password which can be used in online 
authentication process. Generally, smartphone provides QWERTY pad to input 
device and this device is implemented in touch screen about 3~4 inches, so, it is 
inconvenience to type ID and password every times. Therefore web browsers on 
smartphone store ID and password, and this feature is the reason why applications 
have to be regarded as smartphone assets. 

3   Vulnerabilities and Threats of Smartphone 

In this section, we derive vulnerabilities and threats of smartphone. All vulnerabilities 
respond specific threat. 



314 W. Jeon et al. 

 

3.1   Vulnerabilities of Smartphone 

When to keep a system secure, we have to consider how keep system secure, and 
answer of this question is what kinds of threats can harm the system. To identify all 
existing threats, first, we have to confirm the assets and this is described above 
section. In this section, we determine security objectives for the system. In principle, 
the security of mobile devices deals with the same issues conventional computer 
security deals with confidentiality, integrity and availability. Table 2 shows the 
security objectives in this paper. 

Table 2. Security Objectives 

Issues Description 
Confidentiality Confidentiality determines who is allowed to access what. 
Integrity Integrity identifies who is allowed to modify or use a certain resources. 

Availability Availability describes the requirement that a resource be usable by its 
legitimate owner. 

 

Table 3. Vulnerabilities of Smartphone 

Vulnerabilities Description 

Internal of 
Smartphone 

V1. Implementation 
error 

Malfunction caused by implementation error 
Malicious attacker can take advantages using 
implementation error(e.g. type safety, arbitrary code 
execution) 

V2. Incompatibility 

Disabling application caused by incompatibility 
between applications 
Disabling application caused by incompatibility 
between application and platform 

V3. User unawareness 

Unawareness of a device owner to risks of installing 
applications from un-trusted sources 
Unawareness of the device owner to the risk of 
connecting to un-trusted Wi-Fi networks and web-
sites(e.g. Rogue AP, Phishing Site). 
Unawareness of the device owner to the risks posed 
by improper configuration (e.g., Bluetooth settings, 
browser settings). 
Unawareness of the owner to social engineering 
attacks. 
User can lose his/her smartphone. 

External of 
Smartphone 

V4. Vulnerabilities of 
Wireless Network 

Corrupting, blocking or modifying information on 
the wireless network by sniffing, spoofing or 
eavesdropping 

V5. Vulnerabilities of 
External Objects 

External objects of smartphone environment like 
web server, AP, base station or PC can risk 
smartphone security by its potential vulnerabilities, 
insecure management, or so on forth. 

 

The threats can be divided in two groups, vulnerability and threat. Vulnerability 
means that it can risk security object potentially, and threat means that it can risk 
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security object directly. In this paper, threats and vulnerabilities can be described 
based on this form, for example, resident malware can alter smartphone configuration 
without authority. This example includes subject – malware, object – system 
configuration, and action – altering. Now, we can derive vulnerabilities and threats of 
smartphone. 

Table 3 shows vulnerabilities of smartphone. V stands Vulnerability in the table  
[2-11].  

3.2   Threats of Smartphone 

Threats of smartphone give shape to attack using vulnerabilities. In this paper, we 
divide threats in two groups, Threats caused by attackers and Threats caused by user 
unawareness or intention. 

Table 4 shows threats of smartphone[2-11]. 

Table 4. Threats of Smartphone 

Threats Description Vulnerability 
Threats caused by attackers 

T1. Malware 

Malware can alter or expose private information in 
smartphone 
Malware can risk availability by meaningless 
operation(e.g. arbitrary code execution) 
Malware can abuse costly services and functions(e.g. 
sending SMS/MMS, connecting wireless network) 

V1 
V3 
V5 

T2. Wireless 
Network Attack 

An attacker can corrupt, block or modify information on 
the wireless network by sniffing, spoofing or 
eavesdropping 

V4 

T3. Denial of 
Service 

An attacker can risk availability of smartphone to take 
denial of service attack to base station, wireless network, 
web server  
An attacker can risk availability of smartphone using radio 
interference 

V4 
V5 

T4. Break-in 
An attacker can gain partial or full control over the target 
smartphone by using flaw of code, code injection or abuse 
of logic error 

V1 

Threats caused by user unawareness or intention 

T5. 
Malfunction 

The user can disable or malfunction his/her application by 
mistake or misappropriate configuration 
Smartphone application can malfunction by incompatibility 
between platform and application. 

V2 
V3 

T6. Phishing 

The user can expose his/her private information by 
accessing phishing site 
The user can expose his/her private information by 
messenger phishing 
The user can expose his/her private information by SMS 
phishing 

V3 

T7. Loss The user can lose his/her smartphone V3 

T8. Platform 
Alteration 

The user can alter his/her smartphone platform 
intentionally(e.g. jail breaking in iPhone, rooting in 
android phone) 

V3 
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Figure 2 presents the results of a qualitative risk analysis that we conducted in 
order to identify and prioritize the threats. This figure is based on the report published 
in December, 2010, by ENISA (European Network and Information Security 
Agency)[11]. According to this report, main risk of smartphone is user unawareness. 
Although most smartphone applications have privacy settings for controlling how and 
when location data is transmitted, but many users are unaware that the data is being 
transmitted or data can be hided, even many users are unaware of existence of the 
privacy setting to prevent this. Other likely threat is malware. Smartphone user can 
install malware to his/her smartphone by unawareness, SPAM mail, SMS, MMS or 
other various ways. Lost or stolen smartphone is one of the main threats. However, 
the report cluster this threat in unlikely and medium, because only 2% of smartphone 
user are lost or stolen their smartphone last year. However, smartphone is a small and 
light mobile device, so user usually loses his/her smartphone, and when it lost, whole 
of information can be exposed. 

Intentional platform modification also can cause security problem. However, 
according to this report, only 10% of iPhone users unlock their smartphone called by 
jail breaking. 

 

Fig. 2. Qualitative Threats Analysis 

4   Applicable Security Mechanisms for Smartphone 

Several security companies have already announced some security solutions for 
smartphone. These solutions include various antivirus software and intrusion 
detection systems that run on the smartphone and smartphone user can take these 
applications in online market. These applications can prevent attacks from outside 
like malware, but they can’t prevent attacks from inside caused by using 
implementation error or user unawareness. Therefore to keep smartphone secure, it is 
required to adopt other security mechanisms, for example, platform modification, 
regular update and so on forth.  

When considering the applicability of a security measure, we have to determine 
who would be implementing it and how should be realized. According to this, we can 
cluster smartphone security measures into three types in terms of their realization 
approaches[12]. Following table 5 shows definition of security mechanisms. 
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Table 5. Types of Approach 

Types Description 

System Modification 

Require altering platform’s core source-code including the kernel 
Advantage : available new functionalities 
Disadvantage : Relatively expensive in terms of man power and 
time 

System add-on 

Require modification of platform’s core configuration file 
Advantage : more easier than system modification 
Disadvantage : To adopt this modification, smartphone user have 
to re-install all applications 

Add-on Applications 

Can be applied by any user by simply installing an application 
Advantage : easy to adopt 
Disadvantage : If user does not install this application, there is no 
improvement in security 

 

Add-on application is easiest way, however, in this way, to improve smartphone 
security, smartphone users have to install appropriate applications to their 
smartphone. Thus, this way can’t ensure security improvement. 

System add-on means system updates, and platform manufacturer can improve 
functionality and security in this way. This way also needs user-self update, but 
updates are perfectly adopted in new smartphone. 

System modification is most expensive way to improve smartphone security, 
because it needs kernel configuration. However, this way can improve entire security 
of smartphone platform. 

Table 6 shows applicable security mechanisms for smartphone. 
T8, Platform alteration, potentially, can cause various security problem, thus in the 

table 6, we denote it in parentheses. 
Adopting security solutions like anti-virus or SPAM filtering from appstore is 

easiest way to improve smartphone security, however, to adopt this way, smartphone 
user have to install applications. There are many applications for smartphone security, 
thus to improve smartphone security, the user should install necessary security 
solution. 

In addition, smartphone users have to update their smartphone and applications 
periodically. Platform manufacturer and application developer provide updates for 
their products and this update includes both improvement of functionality and 
security. So, the user may update their smartphone platform and applications for 
smartphone security. 

To ensure confidentiality and integrity in smartphone, application developer and 
smartphone user can adopt cryptographic technology. Cryptographic technology can 
be implemented two types, application and APIs. In application store, there are many 
applications using cryptographic technology. Some application provides data 
encryption for data confidentiality and some application provides hash function for 
data integrity, thus smartphone user can keep their smartphone secure using these 
applications. APIs also are provided to application developer, for example, several 
smartphone OS includes security library thus the developer can use these APIs in 
implementation. 
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Table 6. Applicable Security Mechanisms 

Mechanisms Types Description Related 
Threats 

Anti-Virus 
Solution 

Add-on Application, 
System Add-on 

Anti-virus solutions scan files, 
memory, SMS, MMS, emails and 
URLs 
Anti-virus solutions can prevent 
malwares and also prevent access to 
phishing site 

T1, T6, 
(T8) 

Firewall System Modification 

Firewall blocks and/or audit un-
allowed connections from/to device 
Firewall can prevent network attacks 
by denying access to untrusted 
wireless network 

T3, (T8) 

Secure API System Add-on 

Secure API provide cryptographic 
functionalities for application 
developer 
Application developer can implement 
secure functionality using secure 
APIs 
 

T1, T2, 
(T8) 

Access Control System Modification 

Access control limits access of 
processes and user to resources and/or 
services 
Access control can limit risk from 
malicious/exploited application 

T1, T7 

Authentication System Modification 

User should be authenticated to use 
device 
Authentication process can prevent 
unauthorized use of device 

T7 

Spam Filter System Add-on, 
Application Add-on 

SPAM filtering applications blocks 
MMS, SMS, emails and calls from 
unwanted origin 
SPAM filtering applications can 
prevent SPAM 

T1 

Pre-Testing System Modification 

Pre-Testing guarantee applications 
and authorizes developer 
Pre-Testing can prevent malware and 
ensure security of applications 

T1, T4, 
T5 

Regular Update System Modification Regular update for platform and 
smartphone application T5 

Remote Access 
Control System Modification 

Remote access control includes 
remote configuration and 
management of smartphone(remote 
blocking, remote reset) 
When user lose his/her smartphone, 
remote access control can reduce 
damage by lost smartphone 

T7 
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In present, access control model has been studied in many papers, and this 
technology can provide advanced user authentication[9]. According to this model, 
multiple users can be classified in groups by his/her rights and access rights can be 
determined attributes of each group. This model is based on platform of smartphone. 
However, many smartphone users take root permission by jail breaking or rooting, 
thus access control model should consider this situation. 

Remote access control is also studied and adopted in many ways. Because 
smartphone is a small and tiny device, smartphone users usually can lose their 
smartphone. When users lose their smartphone, remote access control is necessary to 
prevent exposure of data in smartphone and illegal usage of smartphone. Remote 
access control includes remote locking smartphone and remote reset of smartphone. 

5   Conclusion 

A smartphone is a mobile phone that offers more advanced computing ability and 
connectivity than a contemporary basic feature phone. Smartphones and feature 
phones may be thought of as handheld computers integrated within a mobile 
telephone, but while most feature phones are able to run applications based on 
platforms such as Java ME, a smartphone allows the user to install and run more 
advanced applications based on a specific platform. Smartphones run complete 
operating system software providing a platform for application developers.  

Based on this feature, smartphone user can develop any programs which are 
customized in specific needs, and this is a most powerful advantage of smartphone. 
For example, smartphone user can search most popular restaurant, or nearest bus stop. 
Furthermore, smartphone user can trade their assets like stocks or use banking service 
with wireless network. Smartphone user can send or receive e-mails, too. 

However, to provide these services, smartphone needs more private information 
than feature phone, thus, it is very important to keep smartphone secure. If 
smartphone user lost his/her smartphone, for example, every information like address, 
e-mail, log data in web browser, SMS(Short Message Service), MMS(Multi Message 
Service) or others, can be exposed if there is no appropriate security solutions. 

In present, there are many researches on smartphone security, but there is lack of 
effort to analyze all security threats of smartphone. To establish smartphone security, 
security threats based on smartphone environment is necessary. Therefore, in this 
work, we analyzed security of smartphone and described applicable security 
mechanisms against threats. 
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Abstract. Recently, Hsiang et al. proposed a remote user authenti-
cation scheme suited for multi-server environment, in which users can
be authenticated anonymously using a smart card. This work reviews
Hsiang et al.’s scheme and provides a security analysis on the scheme.
Our analysis shows that Hsiang et al.’s scheme does not achieve its funda-
mental goal of not only any kind of authentication, either server-to-user
authentication or user-to-server authentication but also password secu-
rity. The contribution of the current work is to demonstrate these by
mounting two attacks, a server impersonation attack and a user imper-
sonation attack, on Hsiang et al.’s scheme. In addition, we demonstrate
that their scheme is vulnerable to two-factor security which guarantees
the security of the scheme when either the user’s smart card or its pass-
word is stolen, but not both by employing the off-line dictionary attack.

Keywords: distributed system; authentication scheme; smart card; user
anonymity; impersonation attack; off-line dictionary attack.

1 Introduction

In 2009, Hsiang et al. [2] proposed a remote user authentication scheme for multi-
server environment in which users may send a login request message without
disclosing their identities[5,7,11,3,9,8,10,13,1,6]. In addition to providing user
anonymity, this scheme exhibits various other merits: (1) it allows the user to
register only once with the registration center and then he/she is able to gain
access to all servers included in multi-server environment without registering
with every single server; (2) it does not require any server to maintain a password
table for verifying the legitimacy of login users; (3) it allows users to choose
and change their passwords according to their liking and hence gives more user
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convenience; (4) it does not require synchronized clocks between in the network
by using random numbers called nonces; (5) it is extremely efficient in terms of
the computational cost since the protocol participants perform only a few hash
function operations.

However, in this article, we uncover that Hsiang et al.’s scheme does not guar-
antee its main security goal authenticating between a remote individual and the
server. We show these by mounting two attacks, a server impersonation attack
and a user impersonation attack on Hsiang et al.’s scheme. Besides reporting the
two security flaws, we demonstrate that the scheme is vulnerable to two-factor
security [12] which guarantees the security of the scheme when either the user’s
smart card or its password is stolen, but not both by employing the off-line dic-
tionary attack. What we do in this work is to report these security vulnerabilities
of Hsiang et al.’s scheme.

The remainder of this paper is organized as follows. We begin by review-
ing goal authenticating et al.’s remote user authentication scheme in Section 2.
Then in Section 3, we present security weaknesses in goal authenticating et al.’s
authentication scheme. Finally, we conclude this work in Section 4.

2 Review of Hsiang et al.’s Authentication Scheme

This section reviews a remote user authentication scheme proposed by Hsiang
et al. [2]. The scheme participants include a registration center, a remote user,
and multiple service provider servers. For simplicity, we denote the registration
center by RC, the remote user by Ui, and the servers by S1, S2, ... , Sn. The
scheme assumes that the registration center RC is a trust party responsible for
securely delivering the secret keys to be shared with between Ui and Sj . Hsiang
et al.’s scheme consists of two phases: registration phase and authentication
phase. The registration phase is performed only once per user when a new user
registers itself with the registration center. The authentication phase is carried
out whenever a user wants to gain access to each server included in multi-server
environment. Before the registration phase is performed for the first time, the
registration center RC decides on the following system parameters: a one-way
hash function h and three cryptographic keys x, y and r. The key y is shared
securely among the registration center and all involved servers, while x and r
are kept secret by the registration center.

2.1 Registration Phase

This is the phase where a new registration of a user takes place. The registration
proceeds as illustrated by Fig. 1, where dashed lines indicate a secure channel:

Step 1. A user Ui, who wants to register with the registration center RC,
chooses its password PWi and a random number b at will. Then Ui computes
πi = h(b||PWi) and submits a registration request, consisting of its identity
IDi and πi, to the registration center RC via a secure channel.
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Fig. 1. The registration phase of Hsiang et al.’s scheme

Step 2. Upon receiving the request 〈IDi, πi〉, RC computes

Ki = h(IDi||x),
Mi = Ki ⊕ h(IDi||πi),
Zi = h(πi||r) ⊕ h(x ⊕ r),
Vi = Zi ⊕ πi,

Ri = h(πi||r),
Hi = h(Ki).

and issues a smart card containing 〈Mi, Vi, Hi, Ri, h(·)〉 to Ui.
Step 3. Upon receiving the smart card, Ui enters the random number b into its

smart card. Accordingly, b is additionally stored on the smart card.

2.2 Mutual Authentication Phase

This phase constitutes the core of the scheme and is performed whenever some
user Ui wants to log on to the server Sj . Ui initiates this phase by inserting its
smart card into a card reader and entering its password PWi and identity IDi

and the server Sj ’s identity IDSj . Given the user input, the smart card and the
server perform the following steps as outlined in Fig. 21:

1 Nrj was incorrectly stated as Njr in the thirty fifth line of in page 1121 of [2]. We
have corrected this typographical error.
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Fig. 2. The mutual authentication phase of Hsiang et al.’s scheme
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Step 1. Using the user-given PWi and IDi, the smart card computes Ki =
Mi ⊕h(IDi||h(b⊕PWi)) and H ′

i = h(Ki). Then the smart card checks that
H ′

i is equal to Hi. If they are equal, the smart card proceeds to the next
step. Otherwise, the smart card aborts the authentication phase.

Step 2. The smart card chooses a random nonce u and computes

Ai = Vi ⊕ h(b ⊕ PWi),
CIDi = h(b ⊕ PWi) ⊕ h(Ki||Ai||u),
Pi = Ki ⊕ h(Ai||u||IDSj),
Qi = h(Vi||Ai||u),
Ci = h(Ai||u + 1||IDSj ),
Di = Ri ⊕ IDSj ⊕ u.

Then the smart card sends the login request message 〈CIDi, Pi, Qi, Ci, Di, u〉
to the server Sj .

Step 3. Sj first chooses a random number w and computes Lj = H(IDSj ||y)⊕
w. Then, Sj sends the message 〈Lj , IDSj , Di, Ci, u〉 to the registration center
RC.

Step 4. When the message arrives, the registration center RC computes w′ =
Lj ⊕ h(IDSj ||y) , R′

i = Di ⊕ IDSj ⊕ u, and Z ′
i = R′

i ⊕ h(x ⊕ r). Then RC
verifies that Ci equals h(Z ′

i||u + 1||IDSj). If this condition is untrue, RC
rejects the login request. Otherwise, RC generates a new random nonce n,
computes Ei = h(w′||h(IDSj ||y)||n), Fi = Z ′

i⊕h(h(IDSj ||y)⊕w′) and sends
the response message 〈Ei, Fi, n〉 to the server Sj .

Step 5. After receiving 〈Ei, Fi, n〉, Sj chooses a random number t and computes

A′
i = Fi ⊕ h(h(IDSj ||y) ⊕ w),

K ′
i = Pi ⊕ h(A′

i||u||IDSj),
π′

i = CIDi ⊕ h(K ′
i||A′

i||u),
V ′

i = A′
i ⊕ π′

i,

Gi = h(V ′
i ||u||A′

i||IDSj ).

Then, the server Sj checks that : (1) Ei is equal to h(w||h(IDSj ||y)||n) and
(2) Qi is equal to h(V ′

i ||A′
i||u). If both of theses conditions hold, Sj believes

Ui as authentic. Otherwise, Sj aborts its authentication attempt. After that,
Sj sends the response message 〈Gi, t〉 to Ui

Step 6. Having received Gi from Sj, Ui verifies the correctness of Gi by check-
ing that Gi equals h(Vi||u||Ai||IDSj). If correct, Ui accepts the response
message, computes Ji = h(Vi||t||Ai||IDSj ), and sends the message 〈Ji〉 to
Sj ; otherwise, reject it.

Step 7. After receiving 〈Ji〉, Sj verifies the correctness of Ji by checking that
Ji equals h(V ′

i ||t||A′
i||IDSj ). If correct, Sj believes as the legitimate user;

otherwise, reject it.
Finally, Ui and Sj compute their session key SK as

SK = h(Vi||Ai||u||t||IDSj ).
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3 Cryptanalysis of Hsiang et al.’s Scheme

In this section we point out that Hsiang et al.’s scheme not only does not achieve
its main security goal of authenticating between a remote individual and the
server but also password security. In addition, we found that the scheme does
not provide two-factor security.

3.1 Attacks against Mutual Authentication

Unfortunately, Hsiang et al.’s remote user authentication scheme supports nei-
ther user-to-server authentication nor server-to-user authentication. In this sub-
section, we show this by presenting two impersonation attacks, a user imperson-
ation attack and a server impersonation attack. The user impersonation attack
and the server impersonation attack are given to violate respectively user-to-
server and server-to-user authentications of Hsiang et al.’s scheme.

Impersonating Ui to Sj. First, we present a user impersonation attack where
an attacker Ua, who is a legitimate user registered with the registration center,
can easily impersonate the remote user Ui to any other server Sj . Before de-
scribing the attack, we note that the secret values stored in a smart card could
be extracted by monitoring its power consumption [4,8]. We now proceed to
describe the user impersonation attack.

1. As a preliminary step, the attacker Ua extracts the secret values b, Va and
Ra stored in its smart card. From Va and its hashed password value πa, Ua

recovers the value of h(x ⊕ r) as h(x ⊕ r) = Va ⊕ πa⊕ Ra.
2. Now when Ui initiates the authentication phase with the login request mes-

sage 〈CIDi, Pi, Qi, Ci, Di, u〉, the attacker Ua posing as Ui intercepts this
login request and sends to Sj a forged login message as follows: Ua who has
obtained the login message, CIDi, Pi, u, Di, and the secret value h(x ⊕ r),
first, Ua chooses three random numbers, α, β, and PW′i, and computes

Ri = Di ⊕ IDSj ⊕ u,

Ai = Ri ⊕ h(x ⊕ r),
Ki = Pi ⊕ h(Ai||u||IDSj),
CID∗

i = h(β ⊕ PW′i) ⊕ h(Ki||Ai||α),
P ∗

i = Ki ⊕ h(Ai||α||IDSj ),
V ∗

i = Ai ⊕ h(β ⊕ PW′i),
Q∗

i = h(V ∗
i ||Ai||α),

C∗
i = h(Zi||α + 1||IDSj),

D∗
i = Ri ⊕ IDSj ⊕ α.

Then Ua posing as some registered user Ui sends the forged login request
message 〈CID∗

i , P ∗
i , Q∗

i , C
∗
i , D∗

i , α〉 as a login request message to the server
Sj .
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3. After receiving 〈CID∗
i , P ∗

i , Q∗
i , C

∗
i , D∗

i , α〉, the server Sj chooses a random
number w and computes Lj = H(IDSj ||y)⊕w. Then, Sj sends the message
〈Lj , IDSj , D

∗
i , C∗

i , α〉 to the registration center RC.
4. Since, from RC’s point view, D∗

i , C∗
i , α are indistinguishable from Di, Ci, u

of an honest execution, RC believes that the message 〈D∗
i , C∗

i , α〉 is from Ui.
Hence, RC operates as specified in protocol using the received messages from
Sj . First, RC computes w′, R′

i, Z ′
i and proceeds to verify the authenticity

of the login request. That is, RC computes w′ = Lj ⊕ h(IDSj ||y) , R′
i =

D∗
i ⊕ IDSj ⊕u, and Z ′

i = R′
i ⊕h(x⊕ r) and checks that C∗

i equals h((Z ′
i||α+

1||IDSj). Since it hold, RC will welcome Ua’s visit to the system. Then, RC
chooses a random number n, computes Ei = h(w′||h(IDSj ||y)||n) and Fi =
Z ′

i ⊕ h(h(IDSj ||y) ⊕ w) and sends the response message 〈EiFi, n〉 to Sj .
5. Since Ei, A′

i, and Qi are all valid, everything proceeds as usual. In re-
sponse to Ua’s login message, Sj chooses a random number t, computes
Gi = h(V ′

i ||u||A′
i||IDSj ), and sends 〈Gi, t〉 to Ua.

6. Now, an attacker Ua upon receiving Gi and t from Sj , computes Ji =
h(Vi||t||Ai||IDSj ), and sends the response message 〈Ji〉 to Sj . Because Ji

equals h(V ′||t||A′
i||IDSj ), Sj will be unaware of attack and believes Ua as

legitimate user Ui.

Impersonating Sj to Ui. Now, we present a server impersonation attack
where an attacker Ua, who is a legitimate user registered with the registration
center, can easily impersonate the remote server Sj to any other registered user
Ui. Before describing the attack, we note that the secret values stored in a smart
card could be extracted by monitoring its power consumption [4,8]. We now
proceed to describe the server impersonation attack.

1. As a preliminary step, the attacker Ua extracts the secret values b, Va and
Ra stored in its smart card. From Va and its hashed password value πa, Ua

recovers the value of h(x ⊕ r) as h(x ⊕ r) = Va ⊕ πa ⊕ Ra.
2. When Ui initiates the authentication phase with the login request message

〈CIDi, Pi, Qi, Ci, Di, u〉, the attacker Ua posing as Sj intercepts this message
and sends a forges the server Sj ’s response message as follows: Ua who has
obtained the login message, CIDi, Pi, Qi, Di, u and the secret value, h(x⊕r),
first
(a) generates a random number γ.
(b) computes

Ri = Di ⊕ IDSj ⊕ u,

A′
i = Ri ⊕ h(x ⊕ r),

K ′
i = Pi ⊕ h(A′

i||u||IDSj),
V ′

i = A′
i ⊕ CIDi ⊕ h(K ′

i||A′
i||u),

Ga = h(V ′
i ||u||A′

i||IDSj ).

(c) and then sends 〈Ga, γ〉 in response to Ui’s login request.
3. The forged response 〈Ga, γ〉 will pass the verification test by Ui since Gi is

equal to h(Vi||u||Ai||IDSj ). Hence, Ui believes Ua as the authentic server.
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Security Analysis. It is clear that the vulnerability of Hsiang et al.’s
scheme to two attacks above is mainly because the same hash value h(x⊕ r)
is used in computing Zi for all users Ui: Zi = h(πi||r) ⊕ h(x ⊕ r) for all i.
This oversight allows the attacker to derive h(x⊕ r) easily from Zi by using
the extracted value Ri(= h(PWi||r)) from its smart card and then creates
the vulnerability to two impersonation attacks. Based on this observation,
anyone who knows the value of h(x ⊕ r) stored in its smart card is able
to compute a valid login request CIDi = h(b ⊕ PWi) ⊕ h(Ki||Ai||u) (even
without knowing Ui’s password PWi) or able to compute a valid response
Gi = h(V ′

i ||u||A′
i||IDSj )(even even without knowing the server’s secret val-

ues x and r) .

3.2 Attack against Two-Factor Security

Loosely stated, two-factor security [12] means that the security of the scheme
is provided when either the user’s smart card or its password is stolen, but not
both. Hsiang et al. [2] claim that their authentication scheme achieves two-factor
security.

Assume that the attacker, who is a legitimate user registered with the regis-
tration center, has stolen the Ui’s smart card or gained access to it and extracted
the secret values stored in it by monitoring its power consumption [4,8]. Now
the attacker Ua has obtained the value πi stored in the Ui’s smart card. Then
the following description represents our off-line dictionary attack mounted by
the attacker Ua against Ui’s password: The attacker Ua, who wants to find out
PWi, now guesses possible passwords and checks them for correctness.

1. As a registered user, the attacker Ua, who has obtained Ra stored in its smart
card, learns the value of h(x ⊕ r) by computing h(x ⊕ r) = Va ⊕ πa ⊕ Ra

using its password PWa.
2. Using Vi and Ri from Ui and h(x ⊕ r) from itself, Ua computes h(b ⊕ PWi)

= Vi ⊕ Ri ⊕ h(x ⊕ r).
3. Next, Ua makes a guess PW ′

i for PWi and computes h(b ⊕ PW ′
i ).

4. Ua then verifies the correctness of PW ′
i by checking the equality h(b⊕PW ′

i )
= h(b ⊕ PWi). Notice that if PW ′

i and PWi are equal, then h(b ⊕ PW ′
i ) =

h(b ⊕ PWi) ought to be satisfied.
5. Ua repeats steps (3) and (4) until a correct password is found.

The two above security vulnerabilities of Hsiang et al.’s scheme are attributed
to the following a flaw in its design:

– The same hash value h(x⊕ r) is used in computing Zi for all users Ui: Zi =
h(πi||r) ⊕ h(x ⊕ r)) for all i.

4 Conclusion

We have analyzed the security of the smart card based user authentication
scheme proposed by Hsiang et al. [2]. Our security analysis uncovered that Hsiang
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et al.’s scheme does not achieve its main security goal not only of authenticat-
ing between a remote individual and the server but also of password security.
Now, the failure of Hsiang et al.’s scheme to achieve authentication has been
made clear through two attacks, a server impersonation attack and a user im-
personation attack, on the scheme. The server impersonation attack and the user
impersonation attack have been considered to infringe respectively server-to-user
and user-to-server authentications of the scheme. In addition, we demonstrate
that Hsiang et al.’s scheme fails to provide two-factor security which guarantees
the security of the scheme when either the user’s smart card or its password is
stolen, but not both by employing the off-line dictionary attack.
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Abstract. The paper presents a conceptual framework of informational 
privacy dimensions and its elements in the context of social networks that 
derived from the understanding of the user’s perceptions based on a focus 
group interview. Phenomenology approach is adopted as it enables us to 
discover the lived experiences of the people involved rather using a survey or 
a self reported attitude studies for online social networks investigation where 
users tend to depart from their usual practices which is proven to be biased. It 
is found that the main dimensions of the informational privacy within the 
context of online social networks are (1) limited communication dimension 
that has the element of sharing of personal information with trusted others (2) 
release of personal information dimension that has the element of content 
control and the amount of personal information being released; and (3) control 
dimension that has the element of the ability to control over information about 
oneself. 

Keywords: informational privacy, online social networks, phenome- 
nology method. 

1   Introduction 

For the past several years, technology particularly the advent of Internet has played 
major role in changing the lifestyles of Internet users worldwide where it is proven to 
be the most vital online communication medium for the distribution, retrieval and 
sharing of information since the mid 90’s [1]. Many activities can be done at home, 
workplace or anywhere in the world including communicating through online social 
networks. Nevertheless, the Internet was invented as an “insecure communications” 
media that lead to several issues including informational privacy [2]. Thus, this 
research will look into the new phenomenon of explosive growth of online social 
networks as it has gain interests from researchers and businesses worldwide [3] 
regarding the possibilities and the risks. Furthermore, the most controversial issues 
arise within online social networks pertaining to their implications and impacts on 
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informational privacy issues as research has proven that users are more willing to 
disclose their personal information to public without much concern towards their 
informational privacy states [4]. In addition, due to the informational privacy issues 
such as media-driven user informational privacy concerns, the continuous 
informational privacy-related public scandals and media reporting the questionable 
information handling practices has began to boost user awareness regarding the 
informational privacy threats they encounters [5]. However, there is yet systematic 
research on informational privacy that can cater the needs of the users on the 
protection of informational privacy specific to online social networks context This 
problem may arise due to the lack of suitable measurement instrument of 
informational privacy confining the context of online social networks solely [6]. Thus, 
the research attempts to look into the user’s understanding of informational privacy 
from the phenomenology perspective based on their real experience communicating 
through the online social networks in order to find possible dimensions and elements 
of informational privacy.  

2   Research Background 

2.1   Concept of Privacy 

Privacy is a common term that is used widely in every day’s life which is perceived in 
different meaning due to its multifaceted concepts and dimensions that depend on the 
value and scope in various domains such as ecommerce, businesses, Internet banking 
and society [6] [7] [8] [9] [10]. However in the literature there are several dimensions 
that have been discussed. For example, Burgoon et. al [8] identified four dimensions 
of privacy which they defined privacy as “the ability to control and limit physical, 
interactional psychological and informational access to the self or one’s group”. 
Meanwhile, Fischer- Hübner [9] have outlined three dimensions of privacy consisting 
personal physical privacy, territorial privacy and informational privacy which is much 
similar to DeCew [10] that classified privacy into three dimensions namely 
informational, accessibility, and expressive privacy [6] [10]. However, these 
dimensions are overlap with each other (see Table 1).  

Definition of Informational Privacy. The term informational privacy, is frequently 
used whilst referring to individuals’ online privacy. Westin [11] had described 
informational privacy as the claim of individuals, groups or institutions to determine 
for themselves when, how and to what extent information about them is 
communicated to others. This definition has been used as a guideline for the 
formulation of fair information practices (FIP), which is a set of policy guidelines that 
is used worldwide [12]. Meanwhile, Internet Society [13] defined informational 
privacy as “the right of an entity (normally a person), acting in its own behalf, to 
determine the degree to which it will interact with its environment, including the 
degree to which the entity is willing to share information about itself with others”.  
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Table 1. Summary of Privacy Dimensions from the Literature 

Dimensions Definitions 
 

Informational Privacy 
-Personal information that includes finances and 
medical details in which how much an individual’s 
are willing to share this personal information to 
another person or company and to what extent the 
information will be disclosed [9] [11]. 

 
Bodily Privacy 

-Also known as ‘accessibility’ or physical privacy 
[8] [9] [10]. The physical access of an individual to 
others whereby an individual will determine who 
can have body contact and share their sense of 
perception and observation with them.  

Privacy of Communications -The security and privacy of mail, telephone calls, 
email and other forms of communication [8].  

 
Territorial Privacy 

-Also known as ‘expressive’ or interactional 
privacy [10]. It relates to protection of autonomy for 
an individual to express their self-identity 
throughout speech or activity without being violated 
from interference, pressure and coercion from 
government or from other persons. Therefore, 
territorial privacy improved individuals self 
expression and capability to build interpersonal 
relationships but restricted the social control over 
lifestyle choices [9]. 

2.2   Online Social Networks 

Online social networks can be described as online environment where people generate 
public or semi-public self-descriptive profiles as well as building connections to other 
people [14].  Individuals can produce impression on others as online social networks 
stress on the oral and linguistic signs [15]. This feature allows users to expose their 
identity fully plus their hidden identities [16] as they can reports their experiences and 
achievements, upload photos, and display their list of connections, that shows their 
pleasing connections and intuitions. In addition, online social networks help developing 
user’s identity through the application usage, board discussions, blogging, or posting 
commentaries in public areas [5]. Thus, online social networks give the users 
opportunities to pre-decide the information they want to publish to public that portray 
their identity closer to their “ideal self” as proven by the study of Boyd [14], he claimed 
that users of online social networks are more likely to show their prominent identity to 
impress significant others by exposing their true identity but this is limited to connection 
with real-life friends differ from anonymous online forums, dating platforms, and chats 
where users tend to exaggerate their true identity and self achievement [17]. 

2.3   Informational Privacy in the Online Social Networks Environment 

In the context of online behavior, informational privacy is at risk. Studies noted that 
even though protecting individuals personal information still remain questionable, 
most individuals spend time online based on both social and non-social activities 
whilst submitting personal information online for instance, building social networking 
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on social networking sites. To maximize the benefits of online social networks users 
have to bring up the best impression about themselves to public as it is part of online 
social networks activities. Nevertheless, online social networks bring informational 
privacy concern to users as users are more cautious to do online social networks 
activities [5] due to informational privacy threats [14]. As a result, users begun to 
change the way they disclose their personal information in online social networks as 
they have lack of control on the information. This is a concerned situation as this 
changing might harm the sustainability of online social networks since users are 
incapable to construct their identity in the preferred way in which they might diminish 
their participation in online social networks or even worst leaving the network. This 
may cause the loss of commercial and public value of the online social networks 
platforms [5]. Thus, there is a need to understand the potential of online social 
networks where user’s informational privacy concern should be taken into account. 
Even though, several researches in the past has studied informational privacy within 
the online social networks [18] [19] [20] but the results are insufficient and often of 
debatable in nature [5]. There are still few systematic research has arrived with a 
conceptual framework on the dimensions and elements of informational privacy from 
the user’s understanding. This is significant as individual’s understanding of 
informational privacy might be different from others based on their own personal 
characteristics and past experiences that have cultural influences [21]. Furthermore, 
individuals might have different opinions on what is fair and what is not fair 
regarding the collection and use of their information by the online social networks.  

3   Problem Background 

The area of informational privacy in online social networks is being strictly under 
researched [22] as most literature on online social networks mainly focuses on the 
issues of information disclosure, management of informational privacy settings and 
informational privacy awareness [19] [22] [23]. Besides, various studies on the impact 
of informational privacy concerns on behavior [18] [19] [20] are insufficient and 
often of debatable in nature as the studies are inconsistent in terms of the results due 
to the lack of suitable instrument that measure informational privacy concerns within 
the online social networks solely [5]. Thus, this research focuses on the right as 
individuals which is the users’ of online social networks as there is limited number of 
studies that focus on user informational privacy concerns within the online social 
networks. In addition, much of the published literature on informational privacy in the 
past only concentrates on protecting some types of data regardless concerning the 
perception of users on what considered as private data. However, these expert opinion 
on the issues of informational privacy might not be sufficient in determining a good 
communication technology or any effective policies to use in which it do not reflect 
the needs of users  making it vital to explore the understandings of users on what will 
be considered invasive to them and the reasons. Meanwhile, in terms of methodology, 
the methods used in exploring informational privacy will usually used surveys [24]. 
Moreover, Harper and Singleton [25] claimed that in a review of 23 privacy surveys, 
“surveys may suffer from manipulative questioning on one hand, and that unprompted 
surveys may reveal very little privacy concern on the other hand” making it 
researcher-biased because sometimes it is hard for researcher to recognize certain 
informational privacy issues [24].  
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4   Research Design and Approach  

4.1   Phenomenology Method 

Phenomenology method is used in exploring the understanding on the notion of 
informational privacy among online social networks users that focuses on personal 
consciousness where it study on the real ‘phenomena’ aiming at the root of the thing 
itself [26] [27]. The research aim is to describe the phenomenon as accurate as 
possible, abstaining from any pre-given framework, but consistent to the facts. In 
addition, the study deals with the lived experiences, the user’s experiences as the first 
person point of view of the people involved, or who were involved, with the issue that 
is being researched. The researcher listened to the recording and take notes to explicit 
participants key words, phrases and statements. Field note can be consider as part of 
data analysis since it involve interpretation  thus the researcher must remember not to 
be bias while doing field note as the root of phenomenology that deals with the lived 
experiences of the participants in the research. However, there is no specific guideline 
to conduct phenomenology research [28].  It is pointed out that researchers who use 
phenomenology is hesitant to set techniques corresponded with. Thus the research 
design is adapted from Moustakas [27].   

4.2   Focus Group Interview 

Due to the exploratory nature of the research, the empirical study is conducted via a 
semi structured interview session with six participants [29] who have at least 2 years 
experiences in conducting online transactions and engaging in other social networking 
sites such as Twitter, MySpace, Friendster, Facebook actively on their understandings 
of the informational privacy within the online social networks environment.  These 
participants are more likely to have view on offline and online risks where they 
commonly participating with the Internet activities [30]. Furthermore, the participants 
chosen are having at least bachelor degree qualification as individuals from educated 
background will usually have some experiences using technology [31]. In addition, 
the preparation for the interview questionnaire are designed and discussed from 
synthesizing privacy and informational privacy literature including theories and its 
dimensions based on the work of [4] [5] [11] [31] [32] [33]. However, these 
literatures are only to form the body of arguments to assist the researcher in 
structuring the interview questionnaire and not the pre-determined set of framework. 
Nevertheless, the researcher remains unbiased and letting the participants elaborate 
their perceptions and experiences in their own terms. 

5   Results and Discussions 

The general and unique themes from the entire interview is extorted  to make a 
merged summary in order to identify the most concerned dimensions and elements of 
informational privacy based on the user’s understanding in the context of online 
social networks as shown in Table 2 below.   
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Table 2. Summary of the results on the informational privacy dimensions  

Themes Meanings 
Solitude Seclusion /Isolation 
 

Control of the “interactional borders “or privacy 
boundary 

Intimacy  Control over one’s intimate relationships 
Reserve 
 
 
 
 
Limited Communication 
Secrecy 

Limit knowledge of one 
Control one’s personal information 
Limitation of disclosure to others 
Boundary of exposure of individuals’ personal 
information to others 
Sharing of personal information with trusted others 
Disguise of certain issues from others 

Control/ Personhood 
 
 
 
 
Control over Personal 
Information about Oneself 
Release of Personal 
Information 
Distribution of Personal 
Information 

Humiliation 
Manipulation of personal information that involve one’s 
personality 
Manipulation of personal information that can cause 
humiliation and discrimination 
Ability to control over information about oneself 
 
Control the content and amount of personal information 
being released 
Right to distribute own personal information 

Emotional Release Relieve, shared emotions 
Self-evaluation Individuals personal experiences that help them to make 

decision 
Usage of information/Use of 
Personal Information 

Purposeful usage of information 

Information Compensation Information trade-off for benefits 
Identity Theft Manipulation of personal information that can lead to 

fraud 
Security Security in disclosing of personal information 
Inappropriate/Unrelated Inappropriate/Unrelated association with oneself 
Options Options on what kind of information revelation is needed 
Misuse of information Misuse of information to other unknown party 

From the results of the interview, it is found that there are some new themes 
derived from the user’s perceptions which are security, inappropriate/ unrelated 
association with oneself, options and misuse of information. However, the other nine 
themes that is significant to the users are similar with the existing themes from the 
literature that are solitude, intimacy, reserve, also known in the literature as limited 
communication and secrecy; control which is also known as personhood, control over 
personal information about oneself, release of personal information and distribution 
of personal information;, emotional release, self-evaluation, usage of information/use 
of personal information, information compensation and identity theft. 

Nevertheless it can be summarized that informational privacy in the context of 
online social networks is reflected by some significant dimensions that is, limited 
communication in which it is defined as the sharing of information to certain people. 
Users only shared their personal information with certain people, the one that they 
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trusted. This is because according to the participants, they value the informational 
privacy and do wished that their informational privacy is protected from unauthorized 
access by third parties. Furthermore, informational privacy has also been viewed as 
the release of personal information dimension which is the control of the content and 
amount of personal information being released to others. Participants argued that the 
online social networks are a medium of information sharing, where they believed that 
if someone wants to make information private they do not have to share and put the 
information on their online social network account. This is due to the fact that the 
main intention of joining online social networks itself is to build connections to other 
people that may lead to the disclosed of personal information. 

In addition, control has been reflected as informational privacy in which control is 
defined as the ability to control over information about oneself. Participants believed 
that informational privacy allows users to choose whether they want to share or not to 
share their personal information as it lets users to control their own private 
information and the access of the information to certain people. Thus, users of online 
social networks may think that they lose their privacy if they cannot decide who can 
collect, use, share their personal information in other word, the control of the personal 
information collected.  

Furthermore, the duality of the phenomenon of informational privacy in the context of 
online social networks occurs whereby the more the users are exposed their networking 
to the social medium, the limited the personal information that the users are willing to 
disclose. This can be explained by the proposed framework of informational privacy 
within the online social networks as shown in Figure 1 below whereby it can be seen that 
the interplay of release of personal information, limited communication, and control 
construct. This can be reflected in a situation in which even though it seems that users of 
online social networks is disclosing their personal information to public in order to build 
connections to other people the fact is, these users are actually control of the content and 
amount of personal information being released to others which they only shared the 
personal information with the trusted others. In addition, both of release of personal 
information constructs and limited communication construct is influence by the control 
construct in the sense that controlling over information about oneself is needed as users 
of online social networks feel that their privacy is invaded if they have no control on their 
own personal information.  

 

Fig. 1. The conceptual framework of informational privacy in the online social networks 
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6   Conclusion and Future Directions 

The study have found four new emerging themes  informational privacy in the context 
of online social networks that is security, inappropriate/unrelated association with 
oneself, option and misuse of information which is not significantly addressed 
previously in the existing literature. These themes will contribute to the existing 
dimensions in the informational privacy literature and need further investigation. 
However, the findings of the research are based on a small sample group made up of 
only six participants as this research is an exploratory in nature that only tends to find 
the possible constructs of informational privacy dimensions and its elements. Thus, it 
is recommended to carry out a similar research in a quantitative manner involving 
larger respondents to examine the relationship between the proposed constructs of the 
conceptual framework.  
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Abstract. Protocols for group key exchange are cryptographic algo-
rithms that describe how a group of parties communicating over a public
network can come up with a common secret key. Due to their critical role
in building secure multicast channels, a number of group key exchange
protocols have been proposed over the years for a variety of settings. In
this work, we present a new protocol for password-authenticated group
key exchange in the model where the clients wishing to establish a com-
mon secret do not share any password between them but hold their
individual password shared with a trusted server. This model is prac-
tical in that no matter how many different session keys for different
groups a client wants to generate, he/she does not need to hold multiple
passwords but only needs to remember a single password shared with
the server. Our construction is generic. We assume a 3-party password-
authenticated key exchange protocol and use it as a key component in
building our password-authenticated GKE protocol. Our generic proto-
col requires no further long-term secrets than those used in the under-
lying 3-party protocol. This implies that if the given 3-party protocol is
password-only authenticated, then our group key exchange protocol is
password-only authenticated as well.

Keywords: Group key exchange, multicast, 3-party key exchange, pass-
word.

1 Introduction

The increasing ubiquity of computer networks is accelerating the development of
group-oriented applications in which a group of parties communicate collabora-
tively to achieve their common interest or objective. Typical group-oriented ap-
plications include video/audio teleconferencing, distributed multiplayer games,
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grid computing, collaborative workspaces, and social networking services. In par-
ticular, social networking services such as Twitter [25] and Facebook [12] have
recently gained tremendous popularity and are redefining our sense of commu-
nity. The proliferation of group-oriented applications has led to a growing con-
cern in security of group communications. The current Internet, by design, is an
open network which might be controlled by an adversary. Today’s adversaries
are equipped with more powerful computing resources and attacking tools than
ever before.

One valuable tool for protecting group communications is protocols for group
key exchange (GKE). A group of parties communicating over a public network
can generate a common secret key (called a session key) by running a GKE pro-
tocol. Once a session key has been established, the parties can use this key to en-
crypt and/or authenticate their subsequent multicast messages. This represents
a typical way of communicating confidentially and with integrity over a public
channel. The session key, of course, must be known only to the intended par-
ties at the end of the protocol run, because otherwise the whole system becomes
vulnerable to all manner of attacks. Roughly stated, a key exchange protocol sat-
isfying this requirement is said to be authenticated. Due to their significance in
building secure multicast channels, authenticated GKE protocols have been ex-
tensively studied over the last decades [13,7,8,20,17,6,18,5,15,4,16,14,2,21,1,27].
However, despite all the research efforts made so far, the design of an authenti-
cated GKE protocol is still notoriously hard. Many GKE protocols, even some
with a claimed proof of security, have been analyzed to be vulnerable to a certain
kind of attack years after they were published [23,11,24,22].

Any protocol for authenticated key exchange inherently requires that the pro-
tocol participants establish their long-term authentication secrets (either low-
entropy passwords or high-entropy cryptographic keys) before they ever run
the protocol. Protocols for password-authenticated key exchange are designed
to work even when the authentication secrets are human-memorable passwords
chosen from a small known set of values. These password-based protocols, despite
their practical significance in today’s computing environments, are notoriously
hard to design right. The major hurdle to password-authenticated key exchange
is (off-line) dictionary attacks in which an adversary exhaustively enumerates all
possible passwords in an off-line manner to find out the correct one. In this work,
we present a new protocol for password-authenticated GKE. Like the previous
protocols of [9,10,19,27], Our protocol assumes a Kerberos-like authentication
model in which the clients trying to establish a common secret do not share any
password between them but hold their individual password shared with a trusted
server. The role of the trusted server in this model is to provide the clients with
a centralized authentication service. This model enjoys the obvious practical ad-
vantage that no matter how many different session keys for different groups a
client wants to generate, he/she does not need to hold multiple passwords but
only needs to remember a single password shared with the server. Our protocol
differs from previous designs [9,10,19] in that it is constructed generically from
a password-authenticated 3-party key exchange protocol secure against active
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adversaries. Although Yi et al.’s protocol [27] features generic construction as
well, it is different from ours in two aspects: (1) it can be constructed from
a GKE protocol secure against passive adversaries and (2) it employs identity-
based cryptography where an arbitrary identity like an email address can serve as
a public key. Hence, the best way to describe our protocol is the first server-aided
password-authenticated GKE protocol that builds on a password-authenticated
3-party key exchange protocol.

In the next section, we give some preliminaries required for the security proof
of the proposed protocol, including a communication and adversary model with
an associated definition of security. Then, in Section 3, we present our protocol
for server-aided password-authenticated GKE protocol and consider its efficiency
and security.

2 Formal Setting

Any form of security analysis of a cryptographic construction should be preceded
by clear definitions of its security goals and tools. In this section we provide such
a preliminary formalism for server-aided password-authenticated GKE.

2.1 Communication and Adversary Model

Participants/Passwords. There are two types of participants in a server-aided
password-authenticated GKE protocol: clients and servers. Let C be the set of all
clients and S be the set of all servers. C and S are assumed to be of polynomial
size. Before the protocol is executed for the first time, each client Ci ∈ C chooses
a password pwi from a dictionary D of size d and then registers it on a server
S ∈ S. The clients in any subset of C may run the protocol with a server S ∈ S to
establish a common key, as long as all the clients (in the subset) have registered
their individual passwords with the same server S. Each client may run the
protocol multiple times either serially or concurrently, with possibly different
sets of participants. Thus, at a given time, there could be many instances of a
single client. We use Cπ

i to denote the π-th instance of client Ci. All instances of
a client Ci use the same password pwi even if they participate in their respective
sessions independently.

Partners. Intuitively, the partners of an instance is the set of all instances
that should compute the same session key as the instance in an execution of
the protocol. Like most of previous works, we use the notion of session IDs to
define partnership between instances. Literally, a session ID (denoted as sid)
is a unique identifier of a communication session. In our protocol, session IDs
are constructed during protocol runs. We also need the notion of group IDs to
define partnership properly. A group ID (denoted as gid) is a set consisting of
the identities of the protocol participants. This notion is clearly natural because
it is impossible (not even defined) to ever execute a group key exchange protocol
without participants. Indeed, a group ID is a both necessary and important
input to any protocol execution. We use sidπ

i and gidπ
i to denote respectively sid
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and gid of instance Cπ
i . Note that gidπ

i includes Ci itself and its trusted server
S. Session IDs and group IDs are public and assumed to be available to the
adversary.

An instance is said to accept when it successfully computes a session key in
a protocol execution. Let accπ

i be a boolean variable that evaluates to true if
Cπ

i has accepted, and false otherwise. We say that any two instances Cπ
i and

Cω
j are partners of each other, or equivalently, partnered iff all the following

three conditions are satisfied: (1) sidπ
i = sidω

j , (2) gidπ
i = gidω

j , and (3) accπ
i =

accω
j = true. We also say that two instances Cπ

i and Cω
j are potential partners

of each other, or equivalently, potentially partnered iff the first two conditions
above hold. We use pidπ

i and ppidπ
i to denote respectively the partners and the

potential partners of the instance Cπ
i . Then it follows by the definitions that

pidπ
i ⊆ ppidπ

i .

Adversary. The adversary in our model controls all message flows of the pro-
tocol and can ask participants to open up access to any long-term secrets and
session keys. These capabilities of the adversary are modeled via various oracles
to which the adversary is allowed to make queries.

– Execute(gid): This query prompts the clients and the server in gid (precisely,
their instances) to execute the protocol. The transcript of the execution is
returned to the adversary as the output of the query. This models passive
attacks on the protocol.

– Send(Uπ, M): Let Uπ be an instance of either a client or a server. This
query sends message M to instance Uπ. The instance Uπ proceeds as it
would in the protocol upon receiving message M ; the instance updates its
state performing any required computation, and generates and sends out
a response message as needed. The response message, if any, is the output
of this query and is returned to the adversary. This models active attacks
on the protocol, allowing the adversary to control at will all message flows
between instances. A query of the form Send(Uπ, “start”:gid) prompts Uπ

to initiate an execution of the protocol in which the participants are the
clients and the server specified in gid.

– Reveal(Cπ
i ): This query returns to the adversary the session key held by Cπ

i .
This oracle call captures the idea that exposure of some session keys should
not affect the security of other session keys. The adversary is not allowed to
ask this query if it has already queried Test(Cω

j ) for some Cω
j ∈ pidπ

i (see
below for the description of the Test oracle).

– Corrupt(U): Let U be a client or a server. This query returns to the adversary
all long-term secrets of U . This models the adversary’s capability of breaking
into U ’s machine and gaining access to the long-term data set stored there.
The adversary can issue this query at any time regardless of whether U is
currently executing the protocol or not. This oracle call captures the idea
that damage due to loss of U ’s long-term secrets should be restricted to those
sessions where U will participate in the future.

– Test(Cπ
i ): This query provides a means of defining security. The output of

this query depends on the hidden bit b that the Test oracle chooses uniformly
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at random from {0, 1} during its initialization phase. The Test oracle returns
the real session key held by Cπ

i if b = 1, or returns a random session key
drawn from the key space if b = 0. The query can be asked only when
instance Cπ

i is fresh (see Section 2.2 for the definition of freshness). The
adversary is allowed a single Test query, at any time during its execution.

Definition 1. An adversary is called active iff it is allowed to access all the
oracles described above, and called passive iff it is allowed to access all but the
Send oracle.

We represent the amount of queries used by an adversary as an ordered sequence
of five non-negative integers, Q = (qexec, qsend, qreve, qcorr, qtest), where the five
elements refer to the numbers of queries that the adversary made respectively to
its Execute, Send, Reveal, Corrupt, and Test oracles. We call this usage of queries
by an adversary the query complexity of the adversary. Note that by Definition 1,
the query complexity of a passive adversary is always represented as a sequence
of the form Q = (qexec, 0, qreve, qcorr, qtest).

2.2 Security Definition and Assumptions

Freshness. The notion of freshness is used in the definition of security to pro-
hibit the adversary from asking the Test query against an instance whose session
key (or some information about the key) can be exposed by trivial means.

Definition 2. The instance Cπ
i is considered unfresh iff any of the following

conditions hold:

1. accπ
i = false.

2. The adversary queried Corrupt(U) for some U ∈ gidπ
i before some instance

in ppidπ
i accepts.

3. The adversary queried Reveal(Cω
j ) for some Cω

j ∈ pidπ
i .

All other instances are considered fresh.

Security. The security of a server-aided password-authenticated GKE protocol
P against an adversary A is defined in terms of the probability that A succeeds
in distinguishing random session keys from real session keys established by the
protocol P . That is, the adversary A is considered successful in attacking P if
it breaks the semantic security of session keys generated by P . This notion of
security is defined in the context of the following two-stage game, where the goal
of adversary A is to correctly guess the value of the hidden bit b chosen by the
Test oracle.

– Stage 1: A makes any allowed oracle queries at will as many times as it
wishes.

– Stage 2: Once A decides that Stage 1 is over, it outputs a bit b′ as a guess
for the value of the hidden bit b used by the Test oracle. A wins the game if
b = b′.
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In the game above, the adversary can keep querying the oracles even after it
asked some Test queries. However, when there was the query Test(Cπ

i ) asked,
the adversary is prohibited from querying Reveal(Cω

j ) for some Cω
j ∈ pidπ

i . This
restriction reflects the fact that the adversary can win the game unfairly by using
the information obtained via the query Reveal(Cω

j ).
Given the game above, the advantage of A in attacking the protocol P is

defined as AdvP (A) = |2 · Pr[b = b′] − 1|. Note that this definition is equivalent
to say that the advantage of A is the difference between the probabilities that
A outputs 1 in the following two experiments constituting the game: the real
experiment where the query to the Test oracle is answered with the real session
key, and the random experiment where the Test query is answered with a random
session key. Thus, if we denote the real and the random experiments respectively
as Expreal

P (A) and Exprand
P (A), the advantage of A can be equivalently defined as

AdvP (A) = |Pr[Expreal
P (A) = 1]−Pr[Exprand

P (A) = 1]|, where the outcomes of the
experiments is the bit output by A.

We say that the group key exchange protocol P is secure if AdvP (A) is negligi-
ble for all probabilistic polynomial time adversaries A. To quantify the security
of protocol P in terms of the amount of resources expended by adversaries,
we let AdvP (t, Q) denote the maximum value of AdvP (A) over all A with time
complexity at most t and query complexity at most Q.

3 Our Protocol

We here present a password-authenticated GKE protocol n-PAKE.

Participants. The protocol participants consist of: (1) a set of clients C1, . . . , Cn

∈ C who wish to establish a common session key and (2) a server S ∈ S who
provides the clients with a centralized authentication service. The server S is
trusted to behave in an “honest but curious” manner; that is, S may attempt
to learn the session key only by passive eavesdropping.

Building Blocks. The cryptographic building blocks of n-PAKE include:

– a password-authenticated 3-party key exchange protocol 3-PAKE that, given
two users Ci, Cj ∈ U and a server S ∈ S (or rather their identities), returns
either a secret key κ ∈ {0, 1}k or a special symbol � (indicating failure of
the key establishment).

– a collision-resistant pseudorandom function family F = {F �}�∈N with F � =
{F �

s}s∈{0,1}L . Collision-resistance means, informally, that there exists a value
v such that no efficient adversary can find two different indices s, s′ ∈ {0, 1}L

such that Fs(v) = Fs′ (v). We assume three publicly known values v1, v2 and
v3 that satisfies the collision-resistance condition.

– a hash function H : {0, 1}∗ → {0, 1}L from a family of universal hash
functions. H is used to select an index within the aforementioned collision-
resistant pseudorandom function family.
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Fig. 1. Pairwise key establishments among C1, . . . , C6

Initialization. Before n-PAKE is ever executed, the protocol participants gen-
erate public parameters and long-term secrets. The server S determines the
above-mentioned building blocks and their related parameters. Each client Ci

chooses a password pwi and stores it on the server S.

Protocol Execution. If the underlying 3-party protocol 3-PAKE takes r rounds
of communications, then the protocol n-PAKE takes r + 2 rounds. Recall that
each Ci receives as input a group ID gidi = {C1, . . . , Cn} ∪ {S} to start to run
the protocol. n-PAKE runs as follows (throughout the protocol description, all
indices are to be taken in a cycle, i.e., Cn+1 = C1, etc.):

[Round 1 ∼ r]: Each neighboring pair of clients Ci and Ci+1, for i = 1, . . . , n,
generates a pairwise key Ki,i+1 by running 3-PAKE with the server S. Ac-
cordingly, at the end of the rth round, each Ci holds two pairwise keys Ki−1,i

and Ki,i+1 shared respectively with Ci−1 and Ci+1. (Fig. 1 shows pairwise
key establishments among C1, . . . , C6.)

[Round r + 1]: Each Ci computes

←−σ i = FH(Ci‖Ki−1,i‖gidi)
(v1),

−→σ i = FH(Ci‖Ki,i+1‖gidi)
(v1),

and sends
←−−−
Authi = 〈Ci‖←−σ i〉 and

−−−→
Authi = 〈Ci‖−→σ i〉 respectively to Ci−1

and Ci+1. Upon receiving
−−−→
Authi−1 and

←−−−
Authi+1, Ci verifies the correctness

of both −→σ i−1 and ←−σ i+1 in the straightforward way. If either one of the
verifications fails, Ci aborts the protocol.

[Round r + 2]: Each Ci computes

Xi = Ki−1,i ⊕ Ki,i+1.

and broadcasts Xori = 〈Ci‖Xi〉. Upon receiving the XOR-values, Ci checks
that X1 ⊕ X2 ⊕ · · · ⊕ Xn = 0. If the check fails, Ci aborts the protocol.
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[Key Computation]: Using Ki−1,i and the XOR-values, each Ci computes

Ki−2,i−1 = Xi−1 ⊕ Ki−1,i,

Ki−3,i−2 = Xi−2 ⊕ Ki−2,i−1,

...
Ki,i+1 = Xi+1 ⊕ Ki+1,i+2.

Then, Ci defines a master key

K = 〈Kn,1‖K1,2‖ . . . ‖Kn−1,n‖gidi〉,
computes the session key SKi = FH(K)(v2), and sets sidi = FH(K)(v3).

For the instantiation of 3-PAKE, any particular choice that is, informally
speaking, secure against an active adversary will do. Possible candidates include
the generic 3-party protocols from [3] and [26].

Remark 1. We assume that the number of clients participating in n-PAKE is
greater than 2, i.e., n ≥ 3. It is because in case of n = 2, running the 3-party
protocol 3-PAKE suffices for two clients to establish a session key.

Efficiency Consideration. Our 3-to-n compiler is quite efficient both in terms
of computation cost and communication cost. The transformation process of the
compiler adds O(n) computation complexity and O(1) round complexity to those
of the underlying 3-party protocol. From the practical point of view, the O(n)
increase in computation overhead is not that significant because the increase is
purely due to exclusive-or (XOR) operations, which can be implemented effi-
ciently in hardware and/or software.

Security Result. Here we claim that the GKE protocol n-PAKE is secure
against active adversaries under the security of the 3-party key exchange proto-
col 3-PAKE against active adversaries. The following theorem makes this claim
precise.

Theorem 1. Let Q = (qexec, qsend, qreve, qcorr, qtest) and Q′ = (n·qexec, 2·qsend,
qreve, qcorr, qtest). For any adversary with time complexity at most t and query
complexity at most Q, its advantage in breaking the security of protocol n-PAKE
is upper bounded by:

Advn-PAKE(t, Q) ≤ Adv3-PAKE(t′, Q′),

where t′ = t+O(n · qexect3-PAKE +2 · qsendt3-PAKE) and t3-PAKE is the time required
for execution of 3-PAKE by any party.
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Abstract. Web sites provide privacy policies to inform users about how their 
personal information is being handled. However, privacy policies are usually 
difficult to find or are written in a legal language that is hard for the average 
user to understand.  Thus, privacy information is often ignored by users. The 
goal of the present study was to determine whether more salient presentation of 
privacy information, through a summary provided by the Privacy Finder Web 
site, would influence user purchasing behavior. Specifically, we examined 
whether Privacy Finder influenced college students’ comfort levels in making 
small and large purchases from familiar and unfamiliar Web sites in a simulated 
e-commerce task.  Users were more comfortable purchasing inexpensive items, 
as well as making purchases from more familiar Web sites.  However, Privacy 
Finder did not influence their purchasing behaviors or comfort levels for the 
different types of Web sites.     

Keywords: Web Privacy, Privacy Finder, E-Commerce, Usability. 

1   Introduction 

Many Internet users that surf the Web daily are unaware of the potential risks 
associated with their normal Web activities such as making online purchases, visiting 
social networking sites, booking hotels/flights, or even transferring files. What is at 
risk is the user’s privacy. A user’s personal information may be constantly changing 
hands or, in some cases servers, without notice or permission.  A user’s information 
can even be sold to other parties for profit or market research.  Proctor, Ali, and Vu 
[1] showed that most Web sites providing a service require that a user provide his/her 
name (97%), e-mail address (71%), and physical address (88%). Additionally, sites 
that Internet users visit can collect information about their behaviors such as type of 
purchase, Web sites or pages visited, and other information that can result in the 
profiling of the user. This may strike Internet users as surprising, but there is no 
federal law protecting users from having their personal information shared. Federally, 
there are specific privacy laws in place such as: (a) the Gramm-Leach-Bliley Act, 
which protects a user’s financial information that is stored by financial institutions; 
(b) HIPAA, which protects individually identifiable health information; (c) the 
Children’s Online Privacy Protection Act, which allows parents to decide what 
information can be collected on their children and how that information is used.  
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However, these laws do not apply to most users conducting everyday transactions on 
the Web. To combat consumer privacy invasion issues and reassure users regarding 
privacy concerns, many Web sites have posted privacy policies that state how user 
information is reportedly handled by the host organization.  Even though privacy 
policies are provided, Internet users, including some that express major privacy 
concerns, do not often view organizations’ privacy policies [2].  This lack of concern 
is alarming given that users should know how their personal information is being 
used. 

One reason why users do not read privacy policies is that they have a common 
misconception about privacy policies [2, 3]. According to Turow et al. [3], a majority 
of American users feel that they are protected from their data being sold or from fraud 
based on the mere presence of a privacy policy link. Because of these cues, Internet 
users usually “accept” terms of a site without reading or even briefly reviewing them.  
Moreover, users tend to trust Web sites that they frequently visit, have previously 
done business with, or are associated with popular brand names [4]. Users have also 
been shown to ignore privacy policies because they feel that a Web site is trustworthy 
or because they are confusing, or excessively long [5]. Even if users have the 
intention to read a privacy policy, searching for the policy itself can be an 
inconvenient task.  Byers, Cranor, and Kormann [6] showed that the time it takes to 
locate a site’s privacy policy may even force users to forgo the search altogether.  
Neglecting a Web site’s privacy policy, though, may lead to undesirable 
consequences.  For example, not having an understanding of what a Web site does 
with the user’s data can lead to annoyances such as spam or junk mail.  Web sites can 
also monitor the user’s behaviors such as frequently searched topics or patterns of 
usage, and use those data to identify the user for research or marketing purposes. 

1.1   Behavior: Stated vs. Observed 

Users also report that they base decisions regarding whether to use a Web site based 
on its privacy policy [7]. Yet, when observed and tested, users’ reported behaviors 
and observed behaviors are discrepant.  Findings from several studies show that most 
users rarely visit privacy policy pages and even fewer read the policies [2, 9]. Users 
also report that privacy issues are the main reason for not purchasing from the Internet 
[7, 8], but the cost of an item can nullify concern for privacy. For example, Vu et al. 
[5] showed that users would make a purchase on an unfamiliar site if the price was 
low.  Users readily provided credit card information to make small purchases, not 
realizing that the host site would obtain their credit card information regardless of the 
size of the purchase. 

1.2   Comprehension and Readability of Privacy Policies 

The way a Web site handles a user’s information is stated in its privacy policy, which 
describes how the information being collected is stored and used by the site and its 
host organization.  This allows users to view a site’s information practices as well as 
other pertinent facts.  However, policies are often written using legal terms and 
language, so if users review a site’s privacy terms, they may not understand it.  Jenson 
and Potts [9] analyzed the readability of 47 high traffic sites’ privacy policies, ranging 
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from financial sites to retail sites, and found that most policies required an education 
grade level of 12 or higher.  In another study, Proctor et al. [8] analyzed 100  
Web sites’ privacy policies using readability tests such as the Flesch Grade Level 
(FGL), which provides a grade level required to comprehend a text.  For Web sites 
such as banks, insurance companies, retail stores, and pharmacies, the FGL was at 
least 13.  

The comprehensibility of a Web site’s privacy policy is important, but studies have 
shown that even among users with a college level education, many are not able to 
understand certain aspects of a Web site’s policy [11].  Comprehension is even more 
critical when sites that are used require personal information from users such as 
medical records, credit card numbers, and bank accounts.  Not being able to 
understand a privacy policy can put one’s personal information at risk.  Finally, the 
length and organization of privacy policies can also influence whether users read a 
policy.  Users tend to avoid reading long policies.  Moreover, long policies can even 
mislead users into believing that there are more privacy assurances contained in them 
than those provided by shorter policies [8]. 

1.3   Checking Privacy Preferences 

A proposed solution for increasing the usefulness of privacy policies is to have 
guidelines and standards regarding their layout and content.  The development of a 
privacy policy standard, called the Platform for Privacy Preferences (P3P), has been 
implemented in some Web sites since 2000.  P3P’s purpose is to make privacy 
policies more accessible to all Internet users by making the format universal and 
easier to navigate and search.  It has also allowed software to be developed that can 
“read” a privacy policy for users.  One software program designed to read privacy 
policies is called Privacy Bird®.  Privacy Bird allows users to select or customize a 
privacy setting, scan a Web site’s privacy policy, and review the results.  Cranor et 
al.’s [12] research on Privacy Bird has shown that it could increase users’ awareness 
of privacy policies by increasing the number of users reading a privacy policy after 
visiting a Web site that received a violation alert.  Users also reported that they 
provided less information to sites that violated their privacy preferences, stopped 
visiting those sites, and tried to visit sites with better policies as a result of using 
Privacy Bird [12]. 

Although Privacy Bird attempted to provide a bridge between users and usable 
privacy policies, there were some problems with the program and interface that 
hindered its adoption and use.  Proctor et al. [1] showed that participants incorrectly 
set Privacy Bird’s configurations when intending to check for specific privacy 
concerns. In addition, users thought that they had set Privacy Bird to perform 
protection tasks that it could not do.  Another problem is the lack of widespread 
implementation of P3P on the Internet.  Many users felt that Privacy Bird would be 
more useful if P3P became more widely adopted [13].  Finally, Privacy Bird requires 
users to download and install the program, which limits its use on public computers. 

An alternative to Privacy Bird is Privacy Finder, which does not require any 
downloading or installing. Privacy Finder (www.privacyfinder.org) is a search engine 
with privacy filters.  Working in similar fashion to Privacy Bird, users are able to go 
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to the Privacy Finder site and select their privacy settings to be low, medium, high, or 
custom.  Users can then input the site that they wish to enter, and the results of the 
search appear along with a link to the page.  Privacy Finder indicates the level of 
compliance with 4 boxes next to the Web site link (see Figure 1). If a site does not 
meet the selected settings, a link to reasons why it does not is also available for the 
user to review. This enables the user to decide whether to proceed.  Although Privacy 
Finder requires users to visit an additional site to determine whether the intended site 
is compatible with their privacy preferences, a downloadable version is available to 
install into Web browsers such as Firefox and Internet Explorer. Initial research 
conducted on Privacy Finder by its developers has shown that, when privacy policy 
information is made more salient to the users, users are more likely to purchase from 
Web sites that have better protection and will even pay more money to purchase from 
Web sites with high privacy policy compatibility [14]. 

 

Fig. 1. Screen shot illustrating Privacy Finders’ results for a search of bestbuy.com 

1.4   Present Study 

The present study further examined the effect of Privacy Finder’s search engine 
results on users’ purchasing behavior.  Participants were asked to complete a 
simulated e-commerce task using Privacy Finder.  This study also compared users’ 
behavior when using sites with which they were familiar to sites with which they 
were not.  We hypothesized that users would be more likely to purchase items from 
familiar sites, sites with which users had more experience, and sites that were more 
reputable. Also, we hypothesized that familiarity with a site would affect how users 
configured privacy settings on Privacy Finder and that Privacy Finder’s warnings 
would influence users’ purchasing decisions as well as comfort levels.  In addition, 
we compared purchases of expensive versus inexpensive products, because price is a 
factor known to influence users’ buying decisions [5]. 
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2   Method 

2.1   Participants 

A total of 16 participants completed the experiment.  Participants ranged from 18 to 
27 years of age, with mean age of approximately 21 years.  Participants’ education 
level ranged from college freshman to graduate student, with most being sophomores. 

The participants reported that they used the Internet very often (M = 1.06, with 1 
being very often and 4 being never) and were very experienced with computers (M = 
1.6, with 1 being very experienced and 4 being no experience).  However, participants 
reported not being very knowledgeable about privacy policies (M = 2.3, with 1 being 
very knowledgeable and 4 being not knowledgeable) and not having much experience 
reading them (M = 3, with 1 being very experienced and 4 being no experience). 

2.2   Materials and Apparatus 

Participants used Privacy Finder, with Internet Explorer 8, to carry out simulated e-
commerce tasks on a personal computer running Windows XP Professional (Pentium 
4, 3.20 GHz).  Camtasia Studio Version 2 was used to record all of the participants’ 
computer actions on a 17” LCD monitor.   

Participants were each given two scenarios, one at a time, with specific tasks to be 
completed. The scenarios stated, “Your grandmother is interested in making several 
purchases online.  However, she is unfamiliar with the Internet and trusts you with her 
information to make these purchases.  She would like you to help her with the 
following purchases.”   

Scenario 1: Your grandmother wants to purchase the book “Dear John” by Nicholas 
Sparks for your cousin’s 17th birthday.  She plans on spending between $10 and $20 
for his present.  You will be given Web sites one at a time in order to decide whether 
or not you would make the purchase at each given site. Feel free to look at any of the 
information that is available to you on each site in order to assist you in making your 
decision.  Once you’ve determined whether you would make the purchase from a site, 
you may stop and I will ask you a few short questions. 

Scenario 2: Your grandmother wants to purchase a 40” – 50” HDTV for your parents 
as a Christmas gift.  She can only afford to spend under $1000 for it.  You will be 
given Web sites one at a time in order to decide whether or not you would make the 
purchase at each given site.  Feel free to look at any of the information that is 
available to you on each site in order to assist you in making your decision.  Once 
you’ve determined whether you would make the purchase from a site, you may stop 
and I will ask you a few short questions. 

A fake profile containing personal and financial information was also provided for the 
participant to use when completing their task to increase the laboratory tasks’ realism. In 
addition, a list of pre-determined e-commerce sites was given to participants, who visited 
each site to determine whether a purchase was to be made using that particular site. The 
following sites were presented to the participant for the book purchasing  
task: www.barnesandnobles.com, www.borderstores.com, www.amazon.com, 
www.alibris.com, www.abebooks.com. For the HDTV purchasing task, the sites used 
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were: www.bestbuy.com, www.frys.com, www.amazon.com, www.jr.com, 
www.savinglots.com. For each task, the order of the sites was varied between 
participants.  

2.3   Procedure 

Consent forms were given to participants to complete, and the experimenter briefly 
explained the purpose of the study verbally.  Once participants signed the consent 
forms, they were given a demographic questionnaire to complete and return.  
Participants were then reminded that the experiment would last approximately 2 hours 
and were told that they could stop their participation at any time without penalty. 

Participants were then led into an adjacent lab room where they were seated in 
front of a personal computer.  Here, participants were given a description of Privacy 
Finder and a demonstration of how it worked.  Participants were told that Privacy 
Finder allowed them to check a Web site’s privacy policy while searching normally.  
Participants were also allowed to test Privacy Finder by setting their own privacy 
preferences and searching for a Web site of their choice.  Then, they were instructed 
to complete the tasks and encouraged to think aloud. 

The first task was to search for a book and decide whether they would purchase it 
from each of several e-commerce sites with which they were provided.  The second 
task involved the purchase of an HDTV from several e-commerce sites that were also 
provided to the participants. They were allowed to adjust their privacy settings once 
they were given the name of each site that was to be visited.  After each task was 
completed, participants were asked several follow-up questions regarding how much 
experience they had with each e-commerce site, how they felt about each site’s 
security, and how comfortable they felt in making a purchase at each site.  After all 
follow up questions were answered, a questionnaire about general Internet behaviors 
was administered and completed.   

3   Results 

3.1   Familiarity with Web Sites 

Familiarity with a site was determined by examining participants’ reported experience 
with the different Web sites.  Experience was determined by a 7-point Likert scale with, 
1 being “No Previous Experience” and 7 being “Extensive Previous Experience”.  An 
analysis of variance (ANOVA) on experience ratings as a function of e-commerce Web 
site was carried out.  For the book task, there was a significant effect of Web site, F(1, 
15) = 11.82, p < .001, see Figure 2.  Participants were more familiar with Amazon, 
Borders, and Barnes and Noble than with Abe Books and Alibris.  Results for the 
HDTV task also showed a significant effect of Web site, F(1, 15) = 21.29, p < .001. 
Participants reported being more familiar with Best Buy and Amazon than with Fry’s, 
JR, and Saving Lots.  Based on these findings, the Web sites were grouped into 2 
categories of familiar and unfamiliar. 
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Fig. 2. Familiarity ratings for each Web site for the Book and HDTV tasks 

A chi-square test was then conducted to examine whether familiarity influenced the 
sites from which users would make their purchases for the two tasks.  Participants 
indicated that they would make more purchases from familiar than unfamiliar sites for 
both the book task, χ2 (N=16) = 6.25, p < .02, and TV task, χ2 (N=16) = 12.25, p < .001. 

3.2   Comfort Ratings 

A 2 Familiarity (Familiar or Unfamiliar) X 2 Cost [low (Book task) or high (HDTV 
task)] repeated-measures ANOVA was conducted on mean comfort ratings for 
purchasing an item.  The main effect of cost was significant, F(1, 15) = 7.33, p < .05.  
Participants reported that they were more comfortable making inexpensive purchases 
(M = 5.35) than expensive purchases (M = 4.39).  The main effect of familiarity, F(1, 
15) = 74.92, p < .001, indicates that participants were more comfortable in making 
purchases at familiar sites (M = 6.84) than unfamiliar sites (M = 2.93).  The 
interaction between familiarity and cost was also significant, F(1, 15) = 16.57, p < 
.001.  This interaction reflected the pattern that although participants were more 
comfortable making purchases at familiar sites than unfamiliar sites, the difference in 
comfort ratings was much greater when the purchase was expensive (M = 7.00 vs. 
1.79) than when it was inexpensive (M = 6.69 vs. 4.10). 

3.3   Security Ratings 

Participants were asked to rate how they felt about a site’s security level, after making 
a purchase of an inexpensive or expensive item, on a 10-point Likert scale, with 1 
being not secure at all and 10 being very secure. A paired samples t test was 
conducted but no significant effect was obtained, indicating that users did not report 
any difference in how they felt about security of the site when purchasing either item, 
t(15) = -1.52, p > .15.  In general, users thought that both the TV sites (M = 8.13) and 
the book sites (M = 7.63) were secure. 
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3.4   Influence of Privacy Finder 

A chi-square test was conducted to examine whether more participants set their 
privacy settings to high, medium, low or custom, based on whether a site was familiar 
or unfamiliar.  No effects were significant.  Most users set their privacy settings to the 
medium level regardless of the purchasing task.  Because the results provided by 
Privacy Finder depended on the user setting, we tabulated the frequency (see Table 1) 
with which participants indicated that they would make a purchase from a familiar 
versus unfamiliar site as a function of Privacy Finder’s warnings (no violation, 
unknown, violation), but did not conduct any formal analyses.   

Table 1. Number of purchases as a function of Privacy Finder warnings for each task 

 Privacy Finder Warning 
Familiarity No Violation Unknown Violation 

 Book Purchase 
Familiar 5 3 5 
Unfamiliar 0 3 0 

 HDTV Purchase 

Familiar 0 11 3 

Unfamiliar 0 2 0 

Privacy Finder did not appear to influence purchasing behaviors beyond the effects 
of familiarity.  In fact, participants’ comfort ratings for making the book purchase 
from familiar sites were similar regardless of Privacy Finder’s warnings (M = 6.4 for 
no violation, M = 6.4 for unknown, and M = 7.3 for violation), and these ratings were 
higher than that for unfamiliar sites (M = 4.1). 

4   Discussion 

The goal of the present study was to examine whether users’ purchasing behavior 
changes for familiar versus unfamiliar sites when privacy policies are brought into 
focus with the Privacy Finder search tool.  We found that familiarity with a site is an 
important factor influencing whether users would make a purchase.  For both the 
book and HDTV task, more users indicated that they would make the purchase from a 
familiar rather than unfamiliar Web site.  In addition, users reported feeling more 
comfortable when making a purchase from a familiar than unfamiliar site.  The size of 
the purchase also influenced user behaviors in that users were more comfortable 
making a smaller (book) purchase than a larger (HDTV) purchase.  These findings are 
consistent with past research [11].   

The type of site or familiarity with a site did not influence how users set their 
privacy setting on Privacy Finder.  Users tended to set the privacy setting at medium 
regardless of type of site or regardless of their familiarity with the site.  It should be 
noted that the medium setting was the default setting, and that users seldom changed 
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the settings after doing so initially.  In other words, users did not set stricter criteria 
for sites from which they would make larger purchases or for unfamiliar sites.  More 
importantly, Privacy Finder did not seem to influence user’s purchasing behaviors.  
For the book task, users were as likely to make purchases from a familiar site when its 
privacy policy violated their privacy preferences as when it did not.  One reason for 
the lack of an influence of Privacy Finder is that users indicated that they felt that all 
Web sites were secure and that their transactions were safe.  As such, participants 
continued their purchasing task without paying much attention to the results of 
Privacy Finder.  This pattern of behavior matches those of other studies and is 
captured by Berendt et al.’s [7] statement, “Once they are in an online interaction, 
they often do not monitor and control their actions sufficiently; privacy statements 
seem to have no impact on behavior” (p. 105). 

4.1   Limitations 

We close by noting limitations of the present study.  First, the lack of influence of 
Privacy Finder may be limited to the sample used in the study.  The sample was 
drawn from college students at a public university.  Although college students are e-
commerce users and are thus part of the targeted population, they may be less 
concerned about security and privacy than other types of users.  Thus, these findings 
need to be replicated with a larger sample size of more diverse user groups.  However, 
the finding that college students may not be concerned about privacy is one that 
should be noted, as many companies target college students.  Second, participants 
may have been less concerned about security and privacy than they would be 
otherwise because the study used a simulated e-commerce task in which the users 
were not spending their own money or providing their personal information.  Users 
may be more concerned if they are actually providing their own credit card 
information. Finally, we did not control for the privacy level setting in the present 
study.  Rather, participants were allowed to set their privacy level to match their 
preference.  As such, we could not systematically compare the Privacy Finder 
warnings across the different sites. 
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Abstract. This paper describes one of possible implementations of method used 
for protocol design described in a paper from 1998 by L. Buttyán, S. Staamann 
and U. Wilhelm which proposes a backward search (regression) when 
synthesizing an authentication protocol. Furthermore, the approach presented in 
this paper allows a designer to define participants who are trustworthy enough 
to transfer information between other two participants without existence of a 
direct channel to achieve basic routing functionality. 

Keywords: Logic, Authentication, Key Distribution, Security Protocol, 
Routing. 

1   Introduction 

Communication between the various types of electronic devices from computers to 
mobile phones to the payment terminal is one of the basic requirements of today. 
Transfer information between devices is needed, however, clearly defined rules. 
These rules are collectively referred to as a communication protocol. Information 
transmitted using these protocols through the network may have high value and are 
now under attack. Therefore represent a special area of security protocols deployed at 
places where requires a secure, encrypted communications. These are the protocols 
carrying sensitive information such as payment orders or authentication data. Design, 
testing and proper understanding of communication and security protocols to requires 
specific tools and environment to enable their simulation. Some instruments can 
detect possible errors or security vulnerabilities in the draft. 

This paper presents the partial results of the research published within the thesis  
[4]. 

Security protocols are a separate area of communication protocols. They are 
mainly used in situations where we need to transmit sensitive information such as 
secret keys, authentication data or transactions on your bank account. These protocols 
provide the mechanisms using cryptographic (encryption), the basic security features 
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such as authentication, authorization, integrity, confidentiality and sometimes 
unquestionable. Security features can be applied to each of the layers of the reference 
ISO / OSI model. 

2   Scyter 

Scyther [1] is a free downloadable tool designed primarily for verification and 
analysis of security protocols. It is based on an algorithm that provides a  
condensed representation (infinite) set of traces. This tool helps in analyzing the 
classes of possible attacks and protocol behavior. Tool to prove the correctness of 
indeterminate number of connections. It can operate in parallel with several (sub) 
protocols. 

The program is written in Python and has a control console and graphical interface. 
The expected entry is the protocol description in the SPDL language. The program 
can determine whether they complied with safety requirements in the protocol if the 
safety requirements to generate and subsequently verified. It can analyze the protocol 
interaction by participants. 

 

Fig. 1. Scyther GUI with the protocol example (Needham Schroeder protocol) 

The program can work interactively and can not be changed at run-time conditions. 
It is necessary to modify the source file (eg, the built-in editor) and then run the 
analysis. Due to its speed, clearness and simplicity fits as a teaching aid. 
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3   Needham-Schroeder Public Key Protocol 

As a case study, we use a version of the Needham-Schroeder protocol [2] based on 
asymmetric cryptography. It provides mutual entity authentication using a trusted key 
server and public keys. The server distributes keys upon request. The protocol was 
designed to communications over insecure network. The authors are Roger Needham 
and Michael Schroeder. 

 

Fig. 2. Needham-Schroeder Public Key Protocol: Common syntax 

 

Fig. 3. Needham-Schroeder: graphical representation 
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4   Implementation in Scyther 

The tool Scyther uses its own language SPDL (Security Protocol Language 
Descritpion). 

We start with the keys declaration: 
 

const pk: Function, 

secret sk: Function, 

inversekeys(pk,sk); // Pair of asymmetric keys 

 
where const means the global constant. The specification of protocol behavior 

follows: 
 

protocol NeedhamSchroederPK(I,R,S) {} 

 

Within  the Needham Schroeder protocol, we have to define roles for all the 
participating subjects (I, R, S). For example, we include the definition of role I: 

role I { 

const Ni: Nonce;   // Global variable 

var Nr: Nonce;    // Local variable 

send_1(I,S,(I,R)); // Message from I to S  

          // includes (I,R) 

read_2(S,I, {pk(R), R}sk(S)); 

... 

claim_I1(I,Secret,Ni); 

claim_I2(I,Secret,Nr); 

claim_I3(I,Nisynch); 

} 

 
In the final part of the protocol specification, we include the trustworthy 

participants of the communication, those participant we cannot trust and secret data. 
 

const Alice,Bob,Server,Compromised: Agent; 

untrusted Compromised; 

const nc: Nonce; 

compromised sk(Compromised); 
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The SPDL language is case sensitive. The comments can be written in different 
way (like in C language). One-line comment # or //, multi-line comments starts with 
/*  and end with */ . The whitechars (newline, space) are ignored. 

5   Verification Results 

The protocol specification in SPDL language is an input for Scyther verification.  
If we have a final protocol described and the main parameters are set, we can start 

the verification in the menu: Verify / Verify protocol (F1). A window appears, where 
each row represents one requirement (or claim). On the line the information is listed 
in the order: name of protocol, role (party identification), ID requirements, and the 
request type parameter, informing the state to find an attack, and the button to display 
graphic attack. 

 

 

Fig. 4. Scyther: verification results 

 

Often, the program finds does not find the attack and ends with the result "No 
attack within bounds”. In the verification process Scyther scans tree of all possibilities 
but is limited by the number of runs (program settings). It is important to choose an 
appropriate value. Too large value means more time needed for verification. A small 
amount may case that the attack is not found. 

If you choose to show the attack found or any of the roles, the new window is 
opened. The main elements are rectangles connected by arrows. Arrows represent the 
order. Rectangle shows the new run, run event and the event caused by the security 
condition. The vertical axis represents the running protocol (roles occurence). 
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Fig. 5. Scyther: attack found 

The resulted attack on Needham-Schroeder PK protocol found by the Scyther can 
be discussed with the attack presented in [3]. 

6   Conclusions 

The aim of the paper was the presentation of Needham Schroeder specification in 
SPDL language. This language is the input for Scyther tool. This tool can be easily 
used for security protocol verification. The main advantage of the Scyther tool are the 
verification speed and the support of large number of communication connections. It 
can also verify the (sub)protocols in parallel. The main disadvantage is that we cannot 
change the settings within the protocol run and it is necessary to compile the protocol 
before we start the analysis. 
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Abstract. This paper describes one of possible implementations of method used 
for protocol design described in a paper from 1998 by L. Buttyán, S. Staamann 
and U. Wilhelm which proposes a backward search (regression) when synthe-
sizing an authentication protocol. Furthermore, the approach presented in this 
paper allows a designer to define participants who are trustworthy enough to 
transfer information between other two participants without existence of a  
direct channel to achieve basic routing functionality. 

Keywords: Logic, Authentication, Key Distribution, Security Protocol,  
Routing. 

1   Introduction 

Logic which we are building on was first introduced in [1]. It serves as means for 
generating authentication protocols (a subset of security protocols). While creating 
automatic synthesis using this logic as its basis a few unexpected problems were dis-
covered. Some could be solved by extending the set of heuristic rules to cover them 
(freshness of formulas for example) but one had to be solved by extending the origi-
nal logic. 

The paper covers introduction information, which can be found in details in [3]. Fur-
thermore, it presents the partial results of the research published within the thesis [4]. 

First part of the paper describes the process of an automated protocol synthesis 
based on designer specified inputs. Second part introduces an idea of routing mes-
sages (allowing principals to act as ‘routers’ and deliver messages even when there is 
no direct or public channel connecting the source and the destination). 

2   Message Ownership and Routing Extension 

When implementing and testing the solution, one problem with message delivery was 
discovered. Core of the problem lays in the ‘Seeing rule’ defined in [1] which states: 

If a principal P receives a message X via a channel C, and can read this channel, 
then recognizes that the message has arrived on C and P can see the message. 
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( ), ( )

| ( | ),

P C X P r C

P P X C P X

∈
≡
<

< <  
(1) 

While on the first look this rule may seem correct and sufficient, it does not say 
anything about someone being able to write the channel C. Imagine the following 
situation. There is a net of principals as described in Fig. 1. 

 
Fig. 1. Principals and channels connecting them each with S and one public channel Cp. 

Now, the problem lies in composing communication steps for the goal: 

| ||~ ,A B A Na≡  (2) 

There is a set of assumptions and heuristic rules: 
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Assumptions 
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By applying those we get to the point where we have to get done the goal: 

,B A Na<             (4) 

This goal can be completed by applying the heuristic rule  (H1) (introduced in [1] 
and based on (1)). At this point we generate one protocol step and we need to have 
defined which channels B can actually read. If it can read both (Cbs and Cp) then  
the correct (read ‘correct in the logic’) answer is to get two variants as solution for 
this goal: 

( , )

( , )

B Cp A Na

B Cbs A Na

<

<                (5)
 

The first one is correct, however the second one can be correct only if S (who is the 
only one who can write to Cbs except for B itself) already knows (A, Na). If this is 
not the case, then we have successfully generated a faulty protocol.  

Even worse, when the channel Cp is removed then only the second variant from (6) 
gets generated and the protocol will never work.  

First goal will be to eliminate generating of invalid rules. To solve this problem we 
introduced an attributed called ‘message ownership’. 

At the beginning we assign this attribute to principals who ‘own’ a fixed message. 
That means they know this message from the start of the communication. Now, it is 
important to own only fixed messages, because those are substituted strictly to ‘itself’ 
during synthesis while template messages can be any message at all (it is the same 
problem as with freshness test on nonces. If a nonce would not be a fixed message, 
principal would accept any message as fresh). 

To use the owner attribute it is necessary to modify the ‘Seeing rule’ as follows: 

( ) , ( ), ( ),

| ( | ),

( )P C X P r C

P P X C P X

Q w C Q owns X∈ ∈∈
≡

<

< <                   (6) 
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Meaning: P can see message X if it receives it via a channel it can read and there is 
someone else who can write to this channel and knows (owns) the message. 

This modification of the logic removes problem with expecting messages on chan-
nels where no principal knows them. It works well in ‘routed’ environment where there 
always exists a direct1  channel (at least insecure channel) between two principals. 

3   Routing 

When there is basis of message ownership in the logic it is possible to build on this 
and set up a basic routing for messages2. Imagine the situation form Fig. 1 when the 
common channel (Cp) gets removed and the goal stays the same. There still exists a 
route for message (A, Na) however it must be retransmitted by the principal S.  

Plus, when there would be more principals like S (who connect A and B) it may be 
useful to allow protocol designer to specify which principals can send what messages, 
from which sources to which principals. This defines a basic trust levels between 
principals. 

Note: Only messages that would normally be transmitted via insecure channels 
should be allowed to be retransmitted by any principals. 

To cover this functionality we defined three new attributes. CanResend and canRe-
sendFrom when each of those takes a message (fixed or template) as one parameter 
and optionally a principal as other parameter. The last attribute is canOwn which is a 
meta-attribute. It must not be set in assumptions and is only used in heuristic rules. It 
encapsulates routing rights. 

Heuristic rules need to be modified to reflect those changes, so from (H1) we get 
those new rules: 

( )

( )

( )

( ) | ( )

P X

P C X

P r C

Q w C

Q canOwn X Q owns X

∈
∈
∈ ∈

<

a <

a

a

a    (H1A)
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( ) | ( , )
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P canOwn X
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Q w C

P canResend X P canResendFrom X Q

Q canOwn X Q owns X

∈

∈
∈
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∈ ∈

a <

a

a

a

a   (H1B)

 

                                                           
1 In terms of this logic all channels are direct. It does not say anything about how is the channel 

physically realized. 
2 Note that routing is never used for formulas because only a formula principal believes in can 

be transmitted which means principal either builds its own formula or it’s already received 
from somewhere else. 
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Note: Notice that trust is set in a backwards manner. It is not set on route from source (setting 
whom we entrust with a message) but rather from destination to source (setting who is reliable 
source). Power of this reasoning stays the same. 
Note: It is not important to worry about cycles since those are already tested for during cycle 
detection. So message will never travel through same principal twice. In complex networks 
where everyone is connected with everyone except for two principals who wish to exchange a 
message there will be as many protocols as there are routes in an oriented graph where nodes 
(principals) are connected by using channels. 
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Fig. 2. Synthesis output 
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Fig. 3. Modified part of synthesis with routing enabled 

Let’s see how this will work by demonstrating functionality on the goal (2) and net 
defined by Fig. 1 using assumptions (3) and rules (H2-H5, H1A, H1B). First, nobody 
has the canResend attribute set (see Fig. 2.). 
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Synthesis has successfully filtered out problematic protocol step ( , )B Cbs A Na< . 

Next demonstration will show how routing can be done by giving S the attribute can-
Resend for the message (A, Na). To reduce amount of found protocols we remove the 
channel Cp. Only part from ( , )B A Na< gets extended as shown in Fig. 3. 

The message gets properly routed through S and reproduced to B so it can then 
send it back. Although this example is not very complex, it demonstrates well how 
routing works. Same can be done with multiple principals routing messages, however 
amount of generated protocols gets higher with each possible route from A to B in the 
principals net. 

4   Benchmarking 

Message owner modification only adds one attribute which should not affect perform-
ance too much. Routing can increase synthesis time especially with complex net of 
principals where there are many routes for a message to travel between two princi-
pals. Following test uses rules (H2-H5, H1A, H1B) and always has one goal: 

| ||~ ,A B A Na≡           (7) 

Set of assumptions is defined by a principal net (for channel read/write permis-
sions, channels connecting two principals only are considered secure). Message re-
send attribute is noted in each case separately as well as any other assumptions which 
are not channel related. 

Table 1. Performance with and without using routing extension3 

Principal net scheme Results for message 
owner extension 

Results for message 
routing extension4 
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Results: 1+4  

Average time: 76ms 
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( , )
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<

 

                                                           
3 Tested on Intel® Core™ 2 Duo @ 2.66GHz, 64-bit OS; time is an average time calculated 

from 1000 tries.  
4 Results for routing extension always include the original ones as well so the amount of avail-

able communication schemes is numbered as x+y where x is the number of original solutions 
and y amount of new ones. 
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Table 1. (continued) 
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Average time: 55ms 
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Average time: 160ms 
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5   Conclusions 

While routing has almost double increase in resources needed to find valid protocol, it 
has a chance of creating several new correct protocols. However it is necessary to 
avoid assigning canResend permission to everyone (use only reliable principals and 
those which you actually need). Dense principal nets make synthesis to take much 
longer to complete when routing is allowed to multiple nodes and synthesis returns 
rather large amount of possible protocols.   
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Abstract. The paper deals with automated methods for the design of security 
protocols and their design using zero knowledge protocols, or protocols, where 
it is possible to use zero knowledge protocols such as subprotocols.. Specific 
emphasis is placed on the use of compositional method. The paper also include 
the example of protocol design. 

Keywords: Zero knowledge, Security Protocol, Automation, Implementation. 

1   Introduction 

Zero knowledge protocols [4] [5] have been created because the traditional security 
protocols for leads to information disclosure in any running protocol, which if they 
accumulate sufficient quantities can be used for example for identity theft. When 
running Zero Knowledge (we ale use the abbreviation ZK) protocol does not log 
when running leak any information. 

This paper presents the partial results of the research published within the thesis [1]. 
When running zero knowledge protocol, participant is trying to prove knowledge 

of certain information to the other party. For participants we use the abbreviation P 
(prover) for those who are trying to show that knows the information. We use the 
abbreviation V (verifier) for the participants which are trying to verify this knowl-
edge. The main idea is the ability to carry proof of knowledge of information without 
learning anything other than that the evidence is true. This is not about proof in a 
mathematical sense, but it is a dynamic process between the two parties. 

ZK protocols use for maintaining the secrecy such problems as factoring large 
prime numbers and the Knapsack problem. Compared to modern cryptography, ZK 
protocol are less time efficient, i.e. the run takes longer, which can be disadvanta-
geous for RT applications, on the other hand ZK are not as computationally intensive 
and can be used such as embedded devices, Smart cards, etc. 

The disadvantages of ZK are their usefulness, because it transmits no information 
at runtime, they cannot be used for transmission of messages or key distribution. But 
can be used for authenticating users and there are cases where it can also be used to 
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confirm the validity of data entered, without the recipient party, which requires con-
firmation of the data he knew. 

2   Zero Knowledge Protocol Design 

Traditional notation of Feig-Fiat-Shamir [3] can generally be used for any other ZK 
protocol notation. ZK protocol will always have the stated sequence of messages: 
commitment, challenge, response, and final confirmation or rejection. 

The main drawbacks of the proposal of separate ZK protocol thus lies rather in the 
creation of mathematical functions, which are possible to use in this type of protocols. 
This work would not be used as part of the proposal to address this ZK but rather 
deals with the question og how the method can be used for constructing more com-
plex protocols, where ZK protocols are used as subprotocols for the identification of 
individual participants. 

2.1   Input and Output Knowledges 

The requirements for ZK protocol can be specified as follows: 

─ Input knowledge 

A = {Ncommit, f(x,y)} 
B = {Naccept, Nchallenge} 

─ output knowledge 

A = {Nchallenge, Naccept} 
B = {Ncommit, f(Ncommit, Nchallenge)} 
 
Unfortunately, these requirements can not express order of messages, that B has to 

send Naccept after receiving f(Ncommit, Nchallenge) from the party A. We have to 
specify this information in requirements, or include the information that proper sub-
ject have to authenticate using ZK protocols. 

3   Implementation 

The program seeks to gradually meet the specified goals. As the primary goals, the 
selected objectives are defined in the protocol specification. The program seeks to 
gradually meet the objectives with the use of some primitive. If there is a primitive, 
which fulfills the goals, its assumptions become the part of new goals. Upon comple-
tion of all the assumptions, the primitive is added to the protocol and knowledge are 
added to the Prolog database, as defined in the primitive specification. 

The program continues this way until all the goals are met. Primitives, from which 
the program selects appropriate, are defined in the program startup. All primitives are 
nondestructive, therefore it is not necessary to examine whether the addition of a 
primitive changes any assumptions on which it depended on some of the previous 
primitives. 
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There are other additional conditions placed for the primitives in the design process 
of the protocol. None of the constraints may not be in any state of the current proto-
col. If the primitive is found to satisfy a goal, but its implementation becomes the 
restrictive conditions, it is necessary to choose another primitive. 

Primitives themselves must also logically follow. For this purpose, we use lists of 
preactive and postactive users. Preactive user of each primitive must also belong to 
the set of postactive users from previous primitive. In the case that is the first primi-
tive of the protocol, the preactive user must be defined as an initiator of the commu-
nication in the protocol specification. If the conditions are not met, the protocol is 
not valid. 

The program has no special interface and takes advantage of Prolog interpreter. 

4   Protocol Example: Key Distribution 

The presented example shows the protocol for distribution of the generated key be-
tween both participating subjects a and b, with the trusted server s. 

actor(a). 

actor(b). 

actor(s). 

server(s). 

channel(a, b). 

channel(b, a). 

channel(a, s). 

channel(s, a). 

channel(b, s). 

channel(s, b). 

key(a, b, secret, 0). 

key(a, s, secret, 0). 

key(b, s, secret, 0). 

knows(s, key(a, b, secret, 0)). 

knows(s, key(a, s, secret, 0)). 

knows(s, key(b, s, secret, 0)). 

knows(a, key(a, s, secret, 0)). 

knows(b, key(b, s, secret, 0)). 

initiator(a). 
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goal(knows(a, key(a, b, secret, 0))). 

goal(knows(b, key(a, b, secret, 0))). 

forbidden(knows(s, x)). 

forbidden(knows(spy, x)). 

forbidden(knows(spy, key(a, b, secret, 0))). 

forbidden(knows(spy, key(a, s, secret, 0))). 

forbidden(knows(spy, key(b, s, secret, 0))). 
 

The generated protocol is as follows: 

1: a -> s: s, {|req(a, reqI(0, Kab0)), a, b, s|}Kas0, 

   <req(a, reqI(0, Kab0)), a, b, s>Kas0 

2: s -> a: a, <req(a, reqI(0, Kab0)), a, b, s> 

3: a -> b: b, reqI(0, Kab0), a, b, s, <reqI(0, Kab0), 

   a, b, s> 

4: b -> a: a, <reqI(0, Kab0), a, b, s> 

5: b -> s: s, {|req(b, reqI(0, Kab0)), a, b, s|}Kbs0, 

  <req(b, reqI(0, Kab0)), a, b, s>Kbs0 

6: s -> b: b, <req(b, reqI(0, Kab0)), a, b, s> 

7: s -> a: a, {|Kab0|}Kas0, <req(a, reqI(0, Kab0)), 

  Kab0, a, b, s>Kas0 

8: s -> b: b, {|Kab0|}Kbs0, <req(b, reqI(0, Kab0)), 

  Kab0, a, b, s>Kbs0 

5   Conclusions 

The presented approach implements the composition method presented in [2]. As we 
have showed in the example, the application is able to design new simple protocol 
upon the basic requirements and goals specification. The protocols can then include 
the zero knowledge primitives, as the basic composition primitives. 

 

Acknowledgements. This study was supported by the Ministry of Education, Youth 
and Sports of the Czech Republic (MSM0021630528 and MSM0021630503) and 
projects FIT-S-11-1, FIT-S-11-2 and FEKT/FIT-S-11-2. 

References 

1. Safar, J.: Zero-knowledge protocol design, Master’s thesis, FIT Brno University of Tech-
nology, Brno, Supervisor: Pavel Ocenasek (2010) 

2. Choi, H.-J.: Security protocol design by composition. Technical report, University of  
Cambridge (2006) 



378 O. Pavel 

 

3. Fiege, U., Fiat, A., Shamir, A.: Zero knowledge proofs of identity. In: STOC 1987:  
Proceedings of the Nineteenth Annual ACM Symposium on Theory of Computing, pp. 
s.210–s.217. ACM, New York (1987) ISBN 0-89791-221-7 

4. Rosen, A., Goldreich, O.: Concurrent Zero-Knowledge. Springer, Heidelberg (2006) ISBN 
3-540-32938-2 

5. Simari, G.I.: A Primer on Zero Knowledge Protocols (2002) 



 

 

 

 

 

 

 

 

Part V 

Touch and Gesture Interfaces 



M.J. Smith, G. Salvendy (Eds.): Human Interface, Part I, HCII 2011, LNCS 6771, pp. 381–390, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Effects of Joint Acceleration on Rod’s Length  
Perception by Dynamic Touch 

Takafumi Asao1, Yuta Kumazaki2, and Kentaro Kotani1 

1 Faculty of Engineering Science, Kansai University  
2 Graduate School of Science and Engineering, Kansai University,  

3-3-35 Yamate-cho, Suita, Osaka 564-8680, Japan 
{asao,k738600,kotani}@kansai-u.ac.jp 

Abstract. Studies on dynamic touch have indicated that humans can estimate 
the length of a rod held in one hand simply by wielding it, without any visual 
information. Traditionally, these types of studies have held that proprioception 
is important for perceiving the moment of inertia of the rod, but this has not 
been demonstrated experimentally. In the present paper, we focused on joint ac-
celeration and torque as physical values that approximate proprioception by in-
troducing dynamics-based mechanics. In the experiments, the acceleration of 
the swinging of the rod was controlled. Since the acceleration and the torque 
both varied with time, their peak values were adopted as representative values. 
No correlation was observed between the angular acceleration and the per-
ceived rod length. However, a strong correlation was found between joint 
torque and the perceived length. This indicates that humans perceive rod length 
through joint torque, which approximates proprioception. 

Keywords: Dynamic touch, joint acceleration, joint torque, proprioception. 

1   Introduction 

The technologies of virtual reality are presently quite developed for visual and audi-
tory information. In addition, haptic interfaces are now being developed that can  
provide tactile and kinesthetic information. One of these kinesthetic devices presents 
a virtual rod of a certain length [1]. The basis of human perceptual for haptic and 
kinesthetic information needs to be understood for effective development of these 
types of haptic interfaces. 

Humans can perceive the length of a rod by simply grasping or wielding it, in the 
absence of visual information. This perceptual subsystem is called dynamic touch 
[2][3], and it functions through a combination of proprioceptive information and cu-
taneous tactile sensation. Current studies on dynamic touch indicate that humans 
might perceive rod length from the invariant inertial moment of the rod [3][4]. Solo-
mon & Turvey [5] conducted experiments in which the frequency of a swinging rod 
was manipulated by confining the spatial amplitude of the rod’s swing, and they 
found that the frequency did not affect the length perception. Stephen & Arzamarski 
[6] determined that the accuracy of perceptual length was progressive, as participants 
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were able to determine the rod’s length from vibratory information created by striking 
the rod. These studies offered important knowledge about haptic perception, but they 
also indicated physical invariants affecting length perception, on the basis of statisti-
cal analysis. Although many researchers have commented that proprioception is  
important for dynamic touch based on preliminary studies of dynamic touch [2][3] 
[7], none of these studies verified the particular role of proprioception. 

Proprioception that arises from dynamic touch can be defined by a motion equation 
that describes the wielding of a rod. Fig. 1 shows a link model for wielding a rod by 
the wrist joint. For simplicity, the wrist pin joint is also the rod joint. The motion 
equation is then expressed by following equation:  

( ) θθτ cos2
gg mglmlI ++= && , (1) 

where τ is the joint torque, m is the mass of the rod, I is the moment of inertia of the 
rod about its center of mass (CM), g is acceleration due to gravity, lg is the distance 
between the CM of the rod and the wrist joint, and θ is the wrist joint angle. As indi-
cated on the right side of the equation, the joint torque τ consists of an inertia term 
and a gravity term. Because the joint torque is generated by muscles, the human can 
indirectly perceive the joint torque from the proprioception in the muscles. Therefore, 
it should be easy to perceive the moment of inertia I when the joint acceleration θ&&  is 
large. Kingma & Beek [5] remarked that humans may perceive length by using the 
moment of inertia I when the joint acceleration is large, and by using static torque, 
which is the second term in the equation (1), when the joint acceleration is small, 
similar to static holding. Their discussion therefore supports our idea. In the present 
paper, we focus on the joint acceleration as a close approximation to proprioception; 
it clarifies the relationship between the wrist joint acceleration and the rod’s perceived 
length. 

 

θ

τ mgcosθ
lg

 

Fig. 1. Simple model of wrist flexion while holding a rod 

2   Experiment 

Two methods were used to control the acceleration of the bending wrist joint. One 
method was to change the swing frequency; participants had to wield the rod in 
rhythm to a metronome at 0.5 or 1.0 Hz. The second method was to change the wield-
ing mode so that the rod was wielded either softly or strongly. 
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2.1   Materials 

The rods used in the present study were 20 mm in diameter and 400, 500, or 600 mm 
long and were made of either wood (density 0.66 g/cm3) or aluminum (2.7 g/cm3). 
Sponge grips were attached to the lower portions of the rods to prevent effects of 
tactile feeling and specific heat of the rods on the length perception. The internal and 
external diameters of the grips were 20 and 27 mm, respectively. The mass of each 
grip was 23 g. 

2.2   Apparatus 

The right arm of each participant was restrained by hook and loop fasteners on an 
armrest, as shown in Fig. 2, to avoid the influence of the proprioception of elbow and 
shoulder joint angles on the length perception. The tightness of the restraints was such 
that the arm was not put to sleep. This restraint allowed participants to swing the rods 
only by using radial and ulna flexion. A goniometer (M110, P&G) was attached to the 
right wrist on the opisthenar side for measuring the wrist angle. The radioulnar wrist 
angle was recorded by a multi telemeter (Web-9000, Nihon Koden) at a sampling 
frequently of 200 Hz. 

Fig. 3 shows the apparatus used to express the perceived length. Participants could 
move a cursor that was clamped to a rubber belt by pulling on the belt with their left 
hands, since the belt was a pulley block. Therefore, participants could indicate  
the perceived tip of each rod using this apparatus. The distance between the cursor 
position and the wrist position was measured as the perceived length of the rod.  
 

 
 

Goniometer

Armrest

 

Fig. 2. Setup for the right arm 

Cursor

Rubber belt

 

Fig. 3. Apparatus for indicating perceived length 

2.3   Procedure 

Under the strongly wielded condition, participants were instructed that they should 
swing strongly in order to achieve a high angular speed and acceleration for their 
wrist joint angle. Under the softly wielded condition, they were instructed to swing 
softly and smoothly so that no impulsion would be felt when they swung the rod 
down. Before the experiments, participants practiced swinging the rods to comply 
with these swinging instructions. 
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In the experiments, each participant first sat in a chair and with the right forearm 
and upper arm on the armrest. The goniometer was threaded onto the right wrist on 
the opisthenar side. The right arm was hidden by a curtain to prevent the participant 
from seeing the right arm or the rods. The frequency of a metronome was set at 0.5 or 
1.0 Hz, and the rhythm was started. One rod was then selected randomly and thrust 
into the right palm. The participant grasped the rod firmly so that the rod would not 
shake in their palm when it was wielded. The participant then swung the rod softly or 
strongly with the metronome rhythm; they swung the rod downward every time the 
metronome ticked. Each trial was conducted in a completely randomized order and 
the trials were replicated 6 times for each condition. The entire experiment took three 
days for each participant, and 48 trials per day were conducted. Participant fatigue 
was prevented by allowing 5 minutes breaks after every 12 trials. A summary of the 
experimental conditions is shown in Table 1. 

2.4   Participants 

Participants were five male university students. They were informed about the  
experiments beforehand and consented to participate. 

Table 1. Experimental conditions 

Participants 5 male university students 
Wielding conditions strong, soft 

Frequency of swing  Hz 0.5, 1.0 
Materials (density g/cm3) wood (0.66), aluminum (2.7) Sponge grip 

Length  mm 400, 500, 600 215 
Outer diameter 

(Inner diameter)  mm 
20 27 

(20) 
Order of trials completely random 

3   Results 

Fig. 4 shows the wrist angle and angular acceleration for the softly wielded condition 
under swinging frequency of 0.5 and 1.0 Hz, respectively. Similarly, Fig. 5 shows the 
angle and acceleration for the strongly wielded condition. In the figures, a vertical 
positive value means radial flexion and a negative value denotes ulnar flexion. The 
acceleration was calculated by 2nd order centered difference. As shown in the figures, 
the amplitudes of the wrist angles were not very different. The accelerations had posi-
tive peak values when the wrist joint was most inflected to the ulnar side. The peak 
values were larger for swinging frequency of 1.0 Hz than for 0.5 Hz. A comparison of 
the perceived length with the wrist angle and the angular acceleration was difficult, 
since these varied with time. According to equation (1), the wrist joint torque should 
become larger with an increase in the angular acceleration. If the torque is large, the 
quantity of proprioceptive information should also be large. Therefore, the mean peak 
value of the acceleration was employed as the representative value of the angular 
acceleration (RVAA). Two-factor analysis of variance (soft or strong swinging and 
the frequency 0.5 or 1.0 Hz of the metronome) was performed on the mean RVAA. 
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This revealed main effects of the swinging manner (F(1, 716) = 487.81, p < 0.001) 
and the frequency (F(1, 716) = 20.99, p < 0.001). The interaction was not significant 
(F(1, 716) = 17.84, p = 0.35). In the following analysis, RVAA was then substituted 
for the swinging manner and the acceleration. 

 
 

Fig. 4. Wrist angle and angular acceleration for the softly wielded condition 

 

Fig. 5. Wrist angle and angular acceleration for the strongly wielded condition 

The relationship between the subject means of RVAA and that of the perceived 
length is shown in Fig. 6. Smaller RVAAs were found for the softly wielded condi-
tion (triangle plots) than for the strongly wielded condition (circle plots). No correla-
tion was noted between RVAA and perceived length, since the contribution ratio was 
0.04. However, the contribution ratio for the strongly wielded condition alone was 
0.70, which reflected the fact that swinging at high acceleration was easy for a light-
weight rod (dark color plots denote the lighter wooden rods).  

Fig. 7 shows the relationship between the moment of inertia of the rods and the 
perceived length. The contribution ratio was 0.96. Similar to the present results, a 
high correlation between these factors has often been reported in other traditional 
dynamic touch studies [3][4][5][6], which concluded that humans could estimate a 
rod length by perceiving the moment of inertia. 
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Fig. 6. Relationship between RVAA and perceived length 
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Fig. 7. Relationship between moment of inertia and perceived length 

4   Discussion 

As shown in Fig. 6, no correlation was apparent between RVAA and the perceived 
length. On the other hand, the wrist joint torque became larger with increases in the 
angular acceleration, as predicted by equation (1). Therefore, the representative value 
of the joint torque (RVJT) corresponding to RVAA was calculated (see appendix  
for details). Fig. 8 shows the relationship between the mean RVJT and the mean per-
ceived length with their contribution ratio. The correlation was strong, with a contri-
bution ratio of 0.82 between RVJT and the perceived length. Accordingly, humans 
may estimate the rod length by perceiving the peak joint torque as a way of perceiving 
the rotational inertia by proprioception. Humans may also use other information for 
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length perception, since the correlation between RVJT and the perceived length was 
not as strong as that between the moment of inertia and the perceived length. Because 
a correlation was found between the angular acceleration and the perceived length for 
the strongly wielded condition in Fig. 6, the possibility existed that the angular accel-
eration was also one of the clues used for perceiving the length, which could also be 
perceived by proprioception. 
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Fig. 8. Relationship between RVJT and perceived length 

5   Conclusions 

In the present paper, we introduced dynamics-based mechanics to clarify the relation-
ship between angular acceleration and joint torque, and also to clarify the perception 
of length. No correlation was found between RVAA and the perceived length, but a 
high correlation was found between RVJT and the perceived length. However, the 
contribution ratio between RVJT and the perceived length was lower than that be-
tween the moment of inertia and the perceived length. 

In this study, the peak value of the angular acceleration and the joint torque were 
selected as representative values, because the acceleration and the torque varied with 
time. In fact, humans may also use other physical values for estimating length. There-
fore, a methodology that will evaluate these time-varying values will be developed in 
future studies. 
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Appendix: Calculating Theoretical Joint Torque 

The moment of inertia I1 of cylindrical rod on its center of mass CM1 is described as  

2
1

12
1

1
1 412

r
m

l
m

I += , (1) 

if the rod is homogeneous, where m1, l1, and r1 are mass, length, and outer radius of 
the rod, respectively. 

The moment of inertia I2 of a grip on its center of mass CM2 is  
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where m2, l2, r2o, and r2i are mass, length, outer radius, and inner radius of the grip, 
respectively. 

In the next step, the moment of inertia I1’ of a rod on a wrist joint Owrist is devel-
oped. The left figure in Fig. 9 shows dimensions of the rod and the wrist. By the  
parallel axis theorem,  
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where wwrist is wrist breadth and lw-g is length from wrist to center of grip. 
In the same manner as for the rod, the moment of inertia I2’ of the grip on the wrist 

joint Owrist (see also the right figure in Fig. 9) is 
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Therefore, the combined moment of inertia I is  

'' 21 III += . (5) 

Joint torque τ around the wrist joint for swinging the rod can be calculated by 

( ) θθτ cos2
gg mglmlI ++= && ,  (6) 

where θ denotes the wrist angle from a horizontal plane, and combined mass m = m1 + 
m2. The length lg from the wrist joint to the combined CM is 

21

2211

2

1
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lmlm
lg +

+= . (7) 
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Fig. 9. Coordinate system and dimension with rod and grip 

Appendix: Anthropometric Dimensions and Inertial Data of Rods 

The mass and moment of inertia on the CM for each rod used in the experiments are 
shown in Table 2. Physical parameter of rods.  

Anthropometric data and equivalent moment of inertia I, which was calculated by 
equation (6) for each participant, are shown in Table 3. 

Table 2. Physical parameter of rods 

Material l1  mm m1  g I1  kg m2 I2  kg m2 
400 83 1.11×10−3

 

500 104 2.16×10−3
 

Wood 

600 124 3.74×10−3
 

400 339 4.53×10−3
 

500 424 8.85×10−3
 

Aluminum 

600 509 15.3×10−3
 

0.09×10−3
 

 

lw-g

wwrist /2

CM1

Stylion

Stylion ulnare

z

x

1r

1l

2/1l

wristwy

wristO



390 T. Asao, Y. Kumazaki, and K. Kotani 

Table 3. Equivalent rotational inertia for each participant 

Participant wwrist mm lw-g mm Material l1  mm I  kg m2 
A 54 79 Wood 400 4.49×10−3 

    500 8.34×10−3 
    600 14.2×10−3 
   Aluminum 400 17.2×10−3 
    500 33.0×10−3 
    600 56.8×10−3 

B 48 76 Wood 400 4.54×10−3 
    500 8.44×10−3 
    600 14.3×10−3 
   Aluminum 400 17.4×10−3 
    500 33.3×10−3 
    600 57.4×10−3 

C 50 78 Wood 400 4.54×10−3 
    500 8.42×10−3 
    600 14.3×10−3 
   Aluminum 400 17.4×10−3 
    500 33.3×10−3 
    600 57.3×10−3 

D 50 79 Wood 400 4.56×10−3 
    500 8.45×10−3 
    600 14.3×10−3 
   Aluminum 400 17.4×10−3 
    500 33.4×10−3 
    600 57.3×10−3 

E 52 77 Wood 400 4.49×10−3 
    500 8.35×10−3 
    600 14.2×10−3 
   Aluminum 400 17.2×10−3 
    500 33.0×10−3 
    600 56.9×10−3 
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Abstract. Gesture interaction is one of the most important topics in the human-
computer interaction. In this field, the main research activities are oriented on 
recognizing and classifying different gestures in order to interact with the com-
puter directly with the body, without using classical mobile devices such as 
touchpad or trackball. This paper describes the development and the testing of 
our wearable interaction system that uses surface electromyography (sEMG) 
signals to recognize and process the gestures of the users. The core of the sys-
tem is the ''Eracle-board'' that is a wearable 3-channel board developed in order 
to acquire the sEMG signals from the user's forearm. The acquired data are  
subsequently processed by an external device, which allows us to recognize and 
classify seven different gestures through the implementation of a neural net-
work. Finally, the effectiveness of the system has been evaluated through some 
tests carried out with users. 

1   Introduction 

Acquiring and understanding the movement and the posture of the body is the new 
way to interact with computers. In fact, a large part of the research activities in hu-
man-computer interaction is focusing on the study of new modalities to get and to use 
the information deriving from our body in order to develop interfaces able to interact 
with computers. Currently there are various technologies for capturing the movement 
of the body. Today accelerometers are the most frequently devices used to do it, 
thanks to their availability on the market and to their modest price, but they are still 
far from being optimal. Actually accelerometers are able to capture only a small part 
of information posture and motion. Among other modalities for capturing movements, 
there is the surface electromyography (sEMG). This is a technique that derives from 
the medical field and is able to recognize the electrical activity produced by skeletal 
muscles. It is called “surface” because in the normal EMG investigation the muscles 
of the patient are reached by needles inserted directly inside the muscle, while in the 
sEMG the electrodes pad are used in place of needles. This paper presents a prototype 
of an sEMG interaction system. We have built a three-channel wearable electromyog-
raphy. Furthermore we have built specific software that is able to acquire the digital 
data from the board, classify the movement and train an ANN and store the user's 
parameters and data in a MySQL DB in order to study how different parameters can 
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affect the sEMG signal. In the first part of this paper we introduce how our body gen-
erates this specific electric signal and which parts of the body are involved. After-
wards we describe the characteristics of the sEMG information and the difficulties 
that this kind of technique involves. Then we describe how we have elaborated the 
signal, the extraction of the features and the classification of the movement, by using 
two different methods: wavelet analysis and independent component analysis. Next 
we describe the characteristic of the hardware and software system, and the setup for 
the system performance evaluation. Finally we show the results and present future 
developments of the wearable sEMG system. 

2   Related Works 

The new way to interact with computers or machines in general is by gestures and 
bodily motion; this originates from the face or hand. Many approaches have been 
made using cameras and computer vision algorithms to interpret sign languages. The 
most famous application in gesture recognition is probably the Wiimote. Furthermore 
there are systems based on one or two cameras that recognize a part of the body (typi-
cally the hands and the fingers), in which gestures are encoded as command for the 
computer, e.g. the SixthSense from MIT Media Lab [7] that uses a camera and a tiny 
projector in a pendant-like device to see what is requested, and visually augment the 
surfaces or objects with which the user interacts by hand gesture, thanks to colored 
markers placed on the four fingers. Electromyography is a well-known technique in 
the medical field; it is used to diagnose pathology such as amyotrophic lateral sclero-
sis; otherwise it is used to facilitate amputees to command robot prosthesis [3]. Lately 
the techniques have been improved and now the control is made using not only one 
single muscle control, but using an entire group of muscles [7]. EMG signals can be 
used for a variety of applications including clinical applications, such as HCI and 
interactive computer gaming [4]. Other studies in the domain of bioengineering have 
concentrated on the use of electromyographic signals for controlling of prosthesis, 
rehabilitation and computer interfaces for users with motor disabilities [6] [10]. For 
example Benko and Saponas [1] presented a touch sensing developed through an 
interactive surface, and muscle sensing via EMG. Another work has been developed 
by Microsoft Research and Saponas et. al. [8] [9] in which is presented a muscle-
sensing interface for always-available input in real-world applications (e.g. to interact 
with portable music player, videogames, car) able to classify and use in real-time a 
variety of finger gesture in order to interpret forearm electromyography (EMG) and 
classify finger gestures on a physical surface. They studied the existing taxonomies of 
natural human grips to develop a gesture set covering interaction in free space even 
when hands are busy with other objects. 

3   The Electromyography System  

The system consists of 3-channel wearable sEMG device that the user wears on his 
forearm by means of a forearm cover. The device is connected to an external device 
that provides the signal elaboration and allows the interaction of the user. We have 
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built a prototype of a sEMG developing board, named Eracle (see Fig. 1) able to 
handle 3 different and independent channels (three triplets of electrodes). 

It is equipped with PIC16F688 processor. In the first step the signals pass through 
the INA amplifier (the gain is adjustable from 200dB to 2000dB) and through a high-
pass filter (cutoff frequency: 1.5Hz); afterwards an anti-aliasing filter is inserted, 
which is the Sallen-Key (double pole at 150Hz). This architecture is replicated for 
each EMG-channel. Then, the analog signals are digitalized from the microcontroller, 
which has a 10bit ADC (sampling rate: 270 Samples/Second); the samples are trans-
ferred to the computer via USB. The Eracle's output is composed of a string that con-
tains for each row the data for each channel.  

3.1   Data Elaboration 

An external desktop computer performs the elaboration of the signal and the storage 
of the information that have been acquired. A standard desktop computer runs the 
software that elaborates the digital signals. It performs the training of the artificial 
neural network and hosts the MySQL DB, where the information is gathered. 

 

 

Fig. 1. The Wearable Eracle Acquisition Board compared with 5 cent coin 

4   Signal Elaboration 

This section presents how the electromyography signal is generated and the strategy 
developed for movement splitting, the methods for feature extraction and the way for 
movement classification (see Fig. 2). For elaborating the signals we have used two 
methods: the wavelet and independent component analysis (FastICA algorithm). The 
feature extractions have been performed with the same acquisition for both methods. 
EMG measures the electrical currents that are generated in a muscle during its con-
traction and represent neuromuscular activities. The neuromuscular system must be 
considered as an association of several functional units, called motor units (MUs). 
Nervous and muscular cells (muscle fibers) are excitable cells and their measured 
potential is stable within -70mV and -90mV. EMG signal detection is a delicate mat-
ter, and presents two main issues that strongly influence the fidelity of the signal. The 
first is the signal to noise ratio, defined as the ration between the energy of the EMG 
signal to the ratio of noise signal; and the distortion of the signal itself. 
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Fig. 2. DataStream of the application. The signal comes from the electrode pads; it passes 
through the acquisition board and then is acquired from the desktop station. 

EMG signal is stochastic (random) in nature, and that can be represented by a 
Gaussian distribution function. The amplitude of the signal ranges from 0 to 10mV 
(peak-to-peak) or 0 to 1,5mV (rms). The usable energy of the signal is generally lim-
ited to a specific frequency range (0 to 500Hz), with the frequencies that most suits 
our purposes centered between 50 to 150Hz. Noise, instead, in the electromyographic 
techniques, may emanate from a wide range of sources: from the ambient (external 
disturbances), from our body (cross talking, endogenous disturbances) or from 
movement artifacts are the general noise related problems, which have to be ad-
dressed when working with EMG signal. 

4.1   Wavelet Analysis 

The wavelet is one of the best known of tool for signal analysis. The first step to per-
form for understanding the EMG signals is the splitting. The digital signal received 
from the EMG board is divided in many bursts, each related to a specific contraction 
in order to understand when a contraction starts and ends. An EMG signal is always 
made of a deterministic part, which contains the movement, and a part which contains 
the signal in its baseline configuration, when the muscles are inactive but the elec-
trodes register a sort of basal activity and capture noise from environment. A neat 
separation using the raw signal is impossible, due to its high frequency oscillation that 
prevents it from using a fixed threshold to recognize when a movement is being exe-
cuted. Working on the smoothed signal allows us to easily recognize the movement 
when it is performed, and so fixing a threshold on the elaborated signal leads to more 
effective results. This phase consists of three steps: 

1. Rectification 
2. Linear envelope 
3. Segmentation 

The feature extraction module has the role of identifying particular numeric parame-
ters from the single signal burst. The integral EMG (linear envelope), moving  
absolute mean of the whole signal and its skewness has been used as feature as well. 
The Continuous Wavelet Transform (CWT) is here used. According to empiric  
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observations and results obtained in other works, we have used for our analysis the 
Morlet mother wavelet [3]. Computing the CWT of a single burst composed by 270 
samples produces a matrix of 5X270 size, and using the Singular Value Decomposi-
tion (SVD) we extract a vector of features that has seven components. 

4.2   FastICA Analysis 

In biometrics analysis the ICA methods are mainly employed for denoising. The main 
problem in using ICA methods with noisy signals is the lack of robustness of the 
algorithms; however, for sEMG data analysis, these approaches have been used with 
good results by Naik et al. [13]. From this point of view, ICA is also used to reduce 
the cross-talking between two or more muscles that are activated in the same contrac-
tion, thus the obtained independent components are the real signals generated by  
each motor unit. First of all the amplitude values of the three signals have been nor-
malized. Moreover the signal sampled on channel 2 that is very noisy, maybe due to 
crosstalking has been limited by the ICA algorithm. On the contrary, the source signal 
sampled by channel 1 has been boosted, while the input signal on channel 3 remained 
virtually unchanged. Removing the noise from the signals it is possible to correctly 
extract some features, such as the root mean square (RMS), that identify the gesture 
performed by the user. 

5   Software Module 

The software module that has been developed for acquiring the electromyographic 
signal is able to acquire the digital data from board, classify the movements, train an 
ANN and store the user's parameters and data in MySQL DB in order to study how 
different parameters can affect the sEMG signal (see Fig. 3). First of all the user in-
serts his/her parameters in the form. The parameters stored so far are the following: 
Age, Gender, Height, Weight, Ethnic Group, Body Mass Index, Physical Activity, 
and Muscular Pathology. After the user data entry, the acquisition can be activated. 
For each movement, a short movie is presented, which shows how the user must per-
form the movement in order to improve the quality of the classification, and to avoid 
as much as possible errors in the signal splitting. After each acquisition the data are 
stored in a text file, and are automatically divided in a single file for each channel. 
Then it is possible to see the raw data acquired for each channel (the ''View Ch'' but-
tons). This is a first way of verifying the quality of the acquisition. Subsequently, it is 
possible to see the signal after the pre-elaboration (and to compare it with the raw 
signal), and before the launch of the classification and recognition methods. This 
elaboration consists in the rectification, the Butterworth filtering (in order to remove 
the main noise components [14]), the linear envelope of the filtered signal and then 
the splitting of the signal for each movement. These features allow us to check, 
straight afterwards every acquisition, if the quality of the data acquired is good. In 
case the quality is not good, it is possible to repeat the specific movement acquisition. 
After this we run a MATLAB program that performs the extraction of the features  
by using wavelet and ICA analysis, the classification of the neural network and the 
training session in order to test the quality of the whole session. Finally, the user's 
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parameters and data are stored in a MySQL DB, so that it is possible to study how the 
different parameters can affect the sEMG signal. This is useful during the prototyping 
phase, because we can identify which are the common features of the target user for a 
specific application, or if the number of electrode pads are appropriate, or if their 
position inside the clothes is correct. 

 

 

Fig. 2. The Eracle software Graphical User Interface 

6   Evaluation Tests 

We have organized some evaluation tests of the system. The time dedicated to each 
test is around 25 minutes, which include the placement of the electrodes, the storing 
of the users’ parameters, the acquisition of the gestures, the elaboration by using the 
two methods and training of the ANN and finally the test for recognizing the gestures. 
The movements have been selected among those gestures that are considered easy to 
perform for a generic user. Particular attention has been devoted to verify that the 
selected movement performs well with the technology used, the techniques used for 
signal analysis adopted, and the kind of feature that has been extracted. In order  
to find a balance between the need of using 'user-friendly' movements and 'easy-to-
analyze' movements, several tests have been performed on the same subject by evalu-
ating different movements and estimating both the difficulties and the performances 
of the ANN in terms of number of movements correctly recognized. Experimentation 
confirms that the ANN with BP architecture for the classification, used in combina-
tion with the wavelets or FastICA, gives good performance for seven different move-
ments, which are: 

• open hand; 
• close hand; 
• wrist dorsi flexion; 
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• wrist palm flexion; 
• thumb extension (only by wavelet); 
• thumb bending (only by wavelet); 
• index extension (together with the medium finger); 

Table 1 shows that the movement recognition rate of a trained net using wavelet is 
very high, with a mean for all movements over 95%. By using FastICA the results are 
worse, but the sEMG recording classification is done almost in real-time. 

Table 1. Success in percentage of movements recognized, referred to four subjects, computed 
by our system based on wavelet and FastICA 

Movements Wavelet % FastICA % 
Open 99.1 85 
Close 95.6 90.2 

Wrist Dorsi Flexion 97.8 92.1 
Wrist Palm Flexion 99.3 89.5 
Thumb Extension 95 - 
Thumb Bending 98.4 - 

Index 95.6 72.2 

6.1   Discussion about the Results 

The analyses conducted on the Eracle board reveal that the output digital signal, 
elaborated by the sEMG signals by using two different methods, is clean and suitable 
to our purposes despite the small dimensions of the board. The Eracle board is small 
enough to be inserted inside the clothes with minimum annoyance for the users.  
The performances related to the gesture recognition are good and the metaphors, im-
plemented for the interaction, are powerful and intuitive. The movements recognized 
are easy to perform, and allow the user to act naturally even when he is using one of 
these movements as a command. Especially the movement related to thumb and  
index/medium has shown to be a good choice. In fact, the index is often used in the 
normal life to point at objects, and so it is suitable for commands in those user inter-
faces that include some kind of pointing action; and the thumb, the most important 
finger for human being, is often free to be used as a source of command. 

7   Conclusion 

This paper has presented a novel wearable interaction system based on the electric 
activity of the human muscles. The system, named Eracle, is a wearable acquisition 
system based on sEMG signals that allow us to recognize and manage the user's ges-
tures by using two different promising methods (wavelet and FastICA) for features 
extraction. The effectiveness and performances of the system have been demonstrated 
through some users’ tests. In the future, we will replace the electrodes with another  
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type, which will sewed up inside the clothes, and we will also integrate other different 
signal acquiring techniques, based on the use of other kinds of sensors, in order to 
increase the number and the quality of the recognized gestures. 
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Abstract. In this paper we discuss plans initiated to develop and evaluate 
multisensory displays (i.e. visual, haptic, tactile) to support dismounted (i.e., not 
in vehicle) Soldier movement, communication, and targeting. Human factors 
studies of an array of military operational roles have shown significant demand 
for focal visual attention that diminishes the capacity for task-sharing and 
attention allocation, especially in the context of unexpected changes and events. 
If other sensory modalities can be effectively used in a military environment, 
the benefit could be significant in increasing survivability, information flow, 
and mission achievement. We discuss operational task demands and two efforts 
supported from a 2010 SBIR (Small Business Innovative Research) topic.   

Keywords: Tactile displays; Haptic displays; Soldier navigation; Soldier 
performance; Multisensory displays; Intuitive displays.  

1   Introduction 

Tactile and haptic interfaces have long been used for intuitive displays and controls. 
Consider our daily use of devices such as steering wheels, joysticks, and computer 
mice (haptic), and cell phone vibrating alerts (tactile). Haptic devices incorporate the 
sense of touch and/or kinesthesis from motor activity based in the skin, muscles, 
joints and tendons, and includes tactile sensing [1]. Tactile devices are thus haptic by 
definition, but are based more specifically on stimulation of the skin—usually 
mechanical, but also including chemical or heat stimulations. It should be noted that 
haptic, and sometimes tactile, interactions are often in the form of input-output 
feedback loops, as opposed to more passive reception. That is, the user is actively 
interacting with the device.  

While simple versions of haptic and tactile devices are commonplace, more 
sophisticated applications are also proving their worth, in areas such as virtual reality 
[2], [3], robotic telepresence [4], and spatial orientation [5]. At the same time, 
research has focused on a number of human factors issues regarding multisensory 
display, such as sensory adaptation, spatial masking, temporal masking, and cross-
modal interactions [6]. A series of meta-analyses comprising hundreds of experiment-
based comparisons, has shown significant advantages can be gained from addition of 
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tactile information to existing visual displays [7]. In this paper, we will describe some 
applications of haptic and tactile devices to military performance, particularly Soldier 
performance, and plans for further instantiations of this capability as it can apply to 
combat Soldiers.      

1.1   Military Applications  

Haptic Systems. Haptic systems for military applications include devices such as 
haptic joysticks and gloves for control of robots and exoskeletons [8]. Haptic-
controlled exoskeletons have been demonstrated to ease physical workload and also to 
aid in rehabilitation of patients with stroke or head injuries [9]. Haptic capabilities 
have been demonstrated in virtual reality simulations that can be used for training or 
telepresence [10]. In addition, gesture-based controls can also be considered haptic in 
nature. 

Tactile Systems. Tactile systems for military performance have demonstrated their 
potential with regard to capability achievement and performance advantage, across a 
number of applications. Experiments and demonstrations have been conducted across 
a wide range of settings, from laboratory tasks to high-fidelity simulations and real-
world environments. Operators of these various tactile systems have successfully 
perceived and interpreted vibrotactile cues in averse, demanding, and distracting 
situations, such as combat vehicles [11], aircrew cockpits [12], high-speed watercraft 
[13], underwater environments [14] and during strenuous movements [15]. Also, 
tactile alerts have effectively supported performance during robot control [16] and 
UAV control [17].    

1.2   Some ARL Soldier-Based Experiments of Tactile Displays  

While tactile cues have been associated with better or faster performance, we cannot 
assume that all tactile cue displays will be effective. However, if we consider 
predictions of performance gained through (a) alleviation of sensory overload [18] or 
(b) alleviation of cognitive deliberation [6] we should expect that given a high 
workload multitask and multisensory situation, that a multisensory approach 
including a tactile channel will reduce workload and improve performance, assuming 
the tactile display is easily perceived and comprehended.  

Several HRED experiments conducted with Soldiers support these expectations.  
We started with task analysis information that identified key situations in which 
Soldiers are visually overloaded [19] then initiated several HRED studies to 
investigate effects of tactile cues in context [20]. The studies further supported the 
ability of Soldiers to detect not only single alerts but also patterns of multiple tactors 
to represent different communications [15]. It is particularly promising that these 
patterns can be perceived during strenuous movements [21]. 

Because tactile alerts have been demonstrated to effectively and easily portray 
spatial orientation [5] it is reasonable to assume that a torso belt would convey 
direction information that is also immediately understood. Three experiments 
investigated the efficacy and suitability of a torso-mounted tactile belt for Soldier 
navigation [22]. For all experiments, researchers used a tactile navigation system 
developed by the Netherlands Organisation for Applied Scientific Research – TNO 



 Development of Tactile and Haptic Systems for U.S. Infantry Navigation 401 

(Toegepast-Natuurwetenschappelijk Onderzoek), for U.S. Army Soldier land 
navigation (see Figure 1). Land navigation occurred at the Fort Benning training site 
for Soldier navigation – a challenging terrain that requires careful attention to one’s 
surroundings for threat from terrain and natural wildlife. In experiment 1 participants 
navigated three waypoints along 600 meters through heavily wooded terrain, using 
each system: the TNO tactile system, a map and compass, and with a handheld Army 
GPS system. Performance measures included quantitative measurement of navigation 
error, along with other objective and Soldier-based assessments (see figure 2).   

 

Fig. 1. Personal Tactile Navigator System      

In a second experiment researchers used terrain similar to the first experiment  with 
the additional challenge of night operations during intermittent thunderstorms. 
Soldiers navigated three waypoints while also searching for live and silhouette 
targets, using (a) handheld GPS device, (b) head-mounted map-based GPS, and (c) 
the tactile GPS system. Experiment 3 had participants navigate with (a) a commercial 
GPS arrow display, (b) the tactile GPS system, and (c) both together. Given this series 
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of results, more extensively discussed elsewhere [22], it was concluded that tactile 
navigation displays can be used in strenuous outdoor environments and can 
outperform visual displays under conditions of high cognitive and visual workload. In 
addition, Soldier comments were highly in favor of this capability, stating that the 
system was “hands-free, eyes-free, and mind-free.”   

 

Fig. 2. Quantitative MapQuest-based approach to performance measurement (navigation)   

A torso-mounted tactile belt was also demonstrated as useful for robot control 
operations [23]. In this experiment, three types of robot controller navigation map 
display configurations were evaluated for effects on beyond line-of-sight robotic 
navigation tasks. First was a larger split screen visual display that presented both a 
map display and a camera-based driving display on a 6.5 inch screen. Two smaller 
alternatives were also evaluated. One alternative was a 3.5 inch display that allowed 
the operator to toggle back and forth between the driving display and the map display. 
The third option added a torso-mounted tactile display to the toggle-based display in 
order to provide direction information simultaneously with the camera display and 
thus reduce the need to toggle as frequently to the map display. Each display option 
was evaluated based on objective performance data, expert-based observations, and 
scaled subjective Soldier questionnaire items. Findings indicated that operators’ 
navigation performance with the smaller, toggle display was much worse than with 
the larger split screen display. However, when the tactile display was added to the 
toggle display, performance was as effective as with the larger display.      

2   SBIR Topic 

The experiments described above establish the potential of tactile systems for 
supporting Soldier performance while easing workload and gaining high user 
acceptance. At the same time, Soldiers provided many suggestions for device design 
before a system can be practically used in combat. Certainly, the device must be made 
to be lightweight, comfortable, rugged, and easily maintained. The device must enable 
wireless communication among Soldiers, to enable commanders to easily and covertly 
signal Soldiers regarding alerts or movements. This would build upon battlefield 
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visualization techniques now common to command and control, by enabling the 
commanders to quickly relate critical communications as to where to go or where to 
shoot. In this way, the integration of a visual command center with distributed tactile 
communications enable dynamic battle maneuvers with intuitively understood signals.  

At the same time, we also need the development of tactile systems that can be used as 
research testbeds, to enable further research in multisensory performance issues while 
being fully grounded to Soldier task demands. Thus, systems must also provide the 
means by which performance can be easily assessed—tracking communications, time-
stamped performance events, GPS-enabled assessment of navigation performance, user-
based assessments of situation awareness, and data logs.  The purpose of the SBIR topic 
was to solicit approaches to such a tactile system—one that can serve to illustrate the 
advantage to Soldier performance, while offering a testbed for research. Of course, the 
resulting capabilities would generalize to many other military, government, first-
responder, and commercial (e.g., hiking, hunting, tourist navigation) applications.  

2.1   Tactile System with Navigation guidance 

Engineering Acoustics, Inc. (EAI) has a long history of tactile system engineering, for 
many military applications—such as situation awareness support for aircraft pilots 
[24]. Guided by experiments, sensory perception research, and user requirements, 
EAI has engineered specialized tactors that are very easily perceived by users, more 
accurately than other types of tactors, even during combat movements [21]. The 
military environment is severe, placing demands on equipment, system and Soldier. 
War-fighters may be under conditions of extreme physical noise and stress and, in 
critical situations, cannot afford to “miss” information. As part of this SBIR effort, 
EAI will demonstrate advanced tactors designed to overcome problems that can occur 
(e.g., poor perception, slow spin-up times, vulnerability to loading). Particularly, they 
will attend to the problem of auditory signatures, to enable a system that is more 
completely covert. The potential of a wearable vibrotactile system has been impeded 
by a lack of suitable tactors and sensors and non standardized tactile symbology. 
Figure 3 shows the EAI tactor types and steady state displacement performance into a 
skin load.   

Figure 4 shows a block diagram for the system. The system comprises visual 
display hardware(for Phase I we propose using a handheld or Tablet computer for this 
task) , EAI tactor controller and belt array, a COTS (Commercial off the shelf) GPS / 
compass sensor interfaced directly to the tactor controller and software components.   

In addition to engineering the system, EAI will address human factors 
considerations, building upon accumulated knowledge, with particular focus on 
Soldier requirements. The use of multiple tactile locations in vibrotactile displays for 
spatial orientation is known to be intuitive; however, effective design must, from the 
start, be based on user task demands and the context of performance. While the 
system will be constructed toward user requirements, it will also enable systematic 
research with regard to impact of multisensory systems on workload, grounded 
towards the context of Soldier navigation, communication, and performance. Thus the 
system and the research it enables are expected to support the core performance 
domain for Soldiers – to move, to shoot, and to communicate.    
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Fig. 3. The EAI C-2, C-3 and EMR vibrotactor transducers (top left to right respectively) 
together with their operational displacement output (measured with an optical fiber 
displacement sensor on a silicone skin phantom) 

 

Fig. 4. Block diagram for the proposed ATAC-NavCom system 

2.2   Tactile System with Haptic Communications  

The COMMAND (Communication-based Operational Multi-Modal Automated 
Navigation Device) system, in development by Anthrotronix, will build upon their 
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previous work for Office of Naval Research, which led to the development of a  
Haptic Automated Communication System (HACS) that utilizes an instrumented 
glove for real-time communications based on hand signals. The instrumented glove 
includes 6 embedded accelerometers, a gyroscope, and a digital compass for 
automated recognition of standard hand and arm signals, gestures, pointing, and 
weapon firing. It also includes a torso-mounted accelerometer and digital compass for 
Soldier location and stance (e.g., upright, prone).  Also included is a haptic display 
vest with 20 tactors for pattern-based communications, and a GPS-enabled handheld 
computer (see Fig 5).  

 

Fig. 5. COMMAND System 

While initially the system will demonstrate a proof of concept, there are plans to 
eventually provide real-time geospatial reports and tools for pre-mission planning and 
review. This would entail integration with the Lockheed Martin DisOPS™ 
(Distributed Operations) System, which is composed of a software package and a 
ruggedized handheld computing system, visualized to be used by Army squad and fire 
team leaders.   

The COMMAND system is visualized to integrate these technologies and 
incorporate a novel software system (WayPOINT) to provide intelligent, automated, 
multimodal information processing and display to support dismount infantry 
operations.  The resulting system will enable gesture-based communications, as well as 
tactile-based navigation and communications.    

3   Discussion 

Multiple experiments and demonstrations have proven the theory-based predictions 
regarding advantages of haptic and tactile cues to support performance in high-
workload situations, particularly multi-tasked situations with high demands for focal 
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visual attention. Task analysis models identified that Soldiers have very high demands 
for visual attention, particularly when Soldiers are moving or shooting. Subsequent 
experiments proved the value of tactile systems to support Soldier navigation and 
communication. At the same time, systems must be improved and refined before they 
can be practical in combat situations. They must be made lightweight, comfortable, 
rugged, networked within a command and control system, and they must be easy to 
use and easy to maintain. As tactile displays are increasingly used for communication 
of more complex and multiple concepts, it will become evident that tactile and 
multisensory systems in general must be designed for rapid and easy comprehension. 
This paper described efforts underway toward the goal of effective support of Soldier 
performance, and the development of a system that can also be used for grounded 
research (i.e.,high generalizability to military operations) in multisensory perception 
and comprehension.     
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Abstract. In this research, in order to assist creation of the body expression 
acidity in a group, the shadow media system that can cope with a group of up to 
30 kindergarteners was developed and utilized in the kindergarten. As a result, 
we found out that the shadow media system can open up bodies of individuals 
to improve physical sensitivities or that body expression to be created differs 
depending on each shadow media type. Moreover, it was observed that how the 
individual body expression was evolved to the body expression activities in one 
coherent group. Additionally, it was revealed that formation or breakup of a 
group can be observed in the body expression activity in the group of such kin-
dergarteners.  

Keywords: Bodily Expression, Image, Awareness, Co-creation, Shadow Media. 

1   Introduction 

The authors have developed the shadow media system which supports creation of 
bodily expression by transforming shadows, which is inseparable from the body, into 
various shapes, giving a gap between the body and the shadow so as to encourage 
awareness [1]. Actually, when we transform the shadow of the body into string or 
polygon-shaped through image processing, we can observe motions and bodily sense 
which cannot be seen normally are drawn out unconsciously and the bodily expres-
sion is promoted [2]. Therefore, if we can utilize the shadow media which has such 
effects in the field of bodily expression activity in groups, individual creativity is 
enriched and a new world may be born by touching other’s expressions and by co-
creation of expressions. Especially in early age, expression means creating one's own 
world. It is an important factor which supports a small child when he creates a stage 
on which he can feel alive [3]. On the other hand, however, there is a growing  
concern that overflowing information media degrades capability of infant’s bodily 
expression. Under such circumstances, as one of the methods which further enriches 
bodily expression, people are paying attention to technology which supports expres-
sion by utilizing visual and audio media which have been advancing rapidly these 
days in addition to conventional physical support [4-6]. However, this technology is 
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only targeted at an individual or a few people. No research targeted at 20 to 30 people 
has been done so far. Therefore, there are few media technologies for expression 
which we can apply to the field of the bodily expression activity in which the whole 
class from kindergarten or elementary school will participate. In this regard, unlimited 
number of people principally can use this shadow media system. However, it had 
been hard to utilize the shadow media system to support bodily expression activities 
in a group of over 5 to 6 people because the size of projecting space is limited. Con-
sequently, in this study, we decided to target educational scene of children and to 
develop a new version of shadow media system which can respond to maximum of 30 
people. Additionally, once the developed system was applied to the scene, bodily 
sense had been improved because his or her body was opened by the shadow media, 
various shapes of the shadow media encouraged children create different images and 
bodily motions and connection between individual children was facilitated and a well-
coordinated bodily expression was emerged. In short, the effectiveness of the shadow 
media was confirmed, which is reported as follows. 

2   Development of Shadow Media System 

The range of the shadow of human bodies projected in the shadow media system (size 
of the shadow media space) developed earlier shown in Fig. 1 is 4.0m in width, 3.0m 
in depth, and 3.0m in height. When we conduct the shadow media projection in the 
wide space (width 12m x depth 2.5m x height 2.0m) where 10 to 20 kindergartens can 
simultaneously experience, there will be following problems. 

(a) The distance from the screen to the thermo camera that captures human images 
(hereinafter called “acquisition distance”) gets longer. 

Fig.1 Shadow media system

4000

3000

3000
Thermo-camera
(Virtual light)

D

B

C

A

E

F

3000

A B

C D

E F

PC

Binary image processing
Projective transformation

Thermal image

Floor projected imageScreen projected image

Screen 
surface

Floor surface

Projector for floor 
projection

Projector for 
screen projection

4000

3000

3000
Thermo-camera
(Virtual light)

D

B

C

A

E

F

3000

A B

C D

E F

PC

Binary image processing
Projective transformation

Thermal image

Floor projected imageScreen projected image

Screen 
surface

Floor surface

Projector for floor 
projection

Projector for 
screen projection

Fig.1 Shadow media system

4000

3000

3000
Thermo-camera
(Virtual light)

D

B

C

A

E

F

3000

A B

C D

E F

PC

Binary image processing
Projective transformation

Thermal image

Floor projected imageScreen projected image

Screen 
surface

Floor surface

Projector for floor 
projection

Projector for 
screen projection

4000

3000

3000
Thermo-camera
(Virtual light)

D

B

C

A

E

F

3000

A B

C D

E F

PC

Binary image processing
Projective transformation

Thermal image

Floor projected imageScreen projected image

Screen 
surface

Floor surface

Projector for floor 
projection

Projector for 
screen projection

Fig. 1. Shadow media system 



410 K. Iida et al. 

 
(b) The distance from the picture plane (floor or screen) to the projector (hereinafter 

called “projection distance”) gets longer. 
To solve these problems, we developed the device shown in Fig. 2 in this study. 

Firstly, for the solution of (a), we built the human image capturing device composed 
of multiple thermo cameras. It allows extension of the horizontal angle, thereby short-
ening the acquisition distance. Secondly, to solve problem (b), we developed the de-
vice resembling a mobile basketball goal as a shadow projection device. Through 
multiple combination of the device, range of the shadow projection is divided by 
several projectors, thus allowing shortening of the projection distance. We will ex-
plain the detail of these devices below.  

Firstly, we will explain the device for capturing human images. If we deploy the 
thermo cameras as shown in Fig. 3(a), there will be an area (shaded area) where 
thermo cameras cannot capture human images. So, as shown in Fig. 3(b) we deployed 
the thermo cameras to overlap the view frustum of the neighboring thermo camera. In 
this device, we installed up to 3 thermo camera as shown in Fig. 3(c), and developed 
the camera mount that allows rotation of these cameras around the vertical axis pass-
ing through the optical center of the lens. This made it possible to expand the angle up 
to 160deg horizontally and 52deg verticality while connecting the image capturing 
range in seamless manner. As a result, we achieved capturing of the images of people 
in the space of 12m in width, 2.5m in depth, and 2.0m in height with the thermo cam-
era installed around 6.5m from the screen. 
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Secondly, we will describe the shadow projection device resembling a mobile bas-
ketball goal. Fig. 4 shows the detail of this device. This device uses stainless steel 
pipes (38mm in diameter) as the constructional member. The device consists of two 
units: one is the truss structure basis (0.8m in width, 1.3m in depth, and 1.2m in 
height). The other is the arm (4.1m in length and 0.4m in width) extending obliquely 
upward on this basis. We can raise this arm though the counter weight by using sin-
gle-degree rotating holder installed in the joint part of the two units as the fulcrum 
point. For the projection on the floor, the mirror (0.9m in width and 0.6m in height) 
installed on the distal end of the arm and the projector installed on the arm facing the 
mirror are used. In addition, the projector (BenQ MP771, horizontal angle of view: 
73.9deg, vertical angle of view: 44.7deg) installed at the bottom of the base archived 
rear projection on the screen through the convex mirror, decreasing the projection 
distance to 65% of conventional distance while expanding the projection range. Thus, 
one projector for the floor projection and other projector for the screen projection 
made it possible to project the shadow in the space of up to 5.0m in width, 2.5m in 
depth, and 2.0m in height. Finally, we achieved continuous projection of shadows  
of the bodies in the space of 12m in width, 2.5m in depth, and 2.0m in height in a 
continuous manner. 

3   Bodily Expression Activity in a Group through the Shadow 
Media 

3.1   Experiment Method 

As shown in Fig. 5, a shadow media system designed to function for a group activity, 
which is previously explained, was installed in the hall (12.5m width, 10.8m depth, 
3.0m height) at Daini Sawarabi kindergarten (Okazaki, Japan). A maximum of 30 
kindergarten children, who make a group living in the same classroom every day, 
experience this system. Each party experiences this system for about 30 minutes. 
During the experiment, kindergarten children show bodily expression activity through 
regular shadow, string-shaped shadow, polygon shadow, dual residual shadow and 
particle shadow (please see reference [1] for the information about the dual residual 
shadow and the particle shadow). When conducting this experiment, our facilitator 
explains to kindergarten children that their shadow, deformed occasionally, is pro-
jected by this system. And kindergarten children freely performed the activity in the 
remaining time. He sometimes tells them to pay attention to their shadow which the 
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system projects in order to facilitate their bodily expression activity during this  
experiment. 

We used video footage and simplified position-measurement method with CCD 
camera to carefully look into changes in individual bodily expression activity which is 
shown by the children. In the same manner, we also observed how bodily expression 
activity in a group of more than 5 children develops. For the measurement, as shown 
in Fig. 6, we installed a CCD camera, which had viewing angle of 135deg by 110deg 
and was equipped with fish-eye lens and infrared light transmission filter, at the level 
of 3.0m above the room floor to extract a human head region that does not reflect 
infrared light from an acquired image by digitalization processing. Furthermore, after 
the experiment of this system, we interviewed the children to hear what kind of things 
they expressed during the play. We also conducted an interview with their homeroom 
teachers. 

3.2   Bodily Expression Activity by Individuals 

First, a state of bodily expression activity drawn out by the shadow media in individu-
als is described. For the regular shadow which is not transformed, the way to use the 
shadows which change in sizes responding to the distance between the light source 
and the body was observed. When the regular shadow which had been artificially 
created was deleted, the kindergarten children became bewildered; they became  
either restless or motionless. It indicates that the children are highly interested in the 
shadows of their bodies.  

Next, when the shadow was transformed, active state was voluntarily created with-
out being encouraged by the facilitator and bodily expression which was not observed 
under the condition with regular shadow was seen. For example, when a string-shaped 
shadow was projected, there were many children who started wiggling their entire 
bodies like octopus and squid (Fig. 7(a)). When a polygon shadow was projected, 
some children widely stretched their arms and legs like star and starfish (Fig. 7(b)) 
while some children spread their arms up and down; other children imitating such 
motions. Furthermore, there was a scene where 2 to 3 children made one bodily ex-
pression together. For example, in Fig. 8, children made one shape together with the 
facilitator or moved together holding their hands while the s string-shaped shadow 
was projected. Also, there is a report on comments of homeroom teacher such as: “I 
was able to find a new aspect of a child who is normally quiet was actively engaged in 
bodily expression”, “it was surprising to see the children who usually do not play 
together worked together while experiencing this shadow media.” Note that the Table 
1 shows a summary of what the children tried expressing obtained from the hearing 
investigation from them after the experience. From above results, we know that vari-
ous images were evoked and multiple bodily expressions were drawn through the 
shadow media. 

3.3   Bodily Expression Activity by Groups 

Second, bodily expression activity in groups is described. Various bodily expression 
activities by 1 to 3 kindergarten children mentioned in previous section were further 
developed to activities of groups with more than 5 children. For example, as indicated  
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(a) String-shaped 
(a) shadow

(b)  Polygon shadow(a) String-shaped 
(a) shadow

(b)  Polygon shadow

   

Fig. 7. Appearance of individual body expression  Fig. 8. Appearance of body expression in a  
                                                                          few people 

Table 1. Something that is expressed by infants 

Snow, Rainbow, Twinkling stars, Rain, Flower, ConfettiParticle shadow

Riffle, Extinguishing fire, Sea, Invisible person, Fire, Magma, 
Bonfire

Dual residual shadow 

Star, Starfish, House, Heart-shape, Shark, DrillPolygon shadow

Cactus, Rod-like person, Snake, Skeleton, Octopus, Squid, Eel, 
Shark

String-shaped shadow

Snow, Rainbow, Twinkling stars, Rain, Flower, ConfettiParticle shadow

Riffle, Extinguishing fire, Sea, Invisible person, Fire, Magma, 
Bonfire

Dual residual shadow 

Star, Starfish, House, Heart-shape, Shark, DrillPolygon shadow

Cactus, Rod-like person, Snake, Skeleton, Octopus, Squid, Eel, 
Shark

String-shaped shadow

 
 
 
in Fig. 9, when string-shaped shadow is projected, each child wiggled their whole 
bodies discretely and expressed aquatic animals such as squid and octopus. Under 
such situation, one child spread his arms up and down, expressing a shark eating other 
aquatic animals with its wide mouth. Afterward, the boy took a lead and suggested 
other boys to express one large shark together: 4 boys moved across the space to-
gether while each of them representing the mouth, the body, and the tail respectively, 
creating one large shark swimming in the sea. Then, other children started joining the 
shark one after another, and eventually all the children experiencing the shadow me-
dia developed one gigantic shark swimming in the space. Later, when the gigantic 
shark became apart, some children continued to express shark while others trying to 
escape from the shark. Moreover, how a story of the body expression activity in a 
group was evolved was observed. Fig. 10 shows the children expressing a small fire 
lit with a match when dual residual shadow is projected. They first bent their bodies 
and then slowly started rising to express a spreading fire; intense frame was expressed 
by movement of each child making shape of sparks. Then the children display a mo-
tion to extinguish the fire with water in a bucket. That is to say, there was role allot-
ment made naturally (i.e. some children were expressing fire while others expressing 
water) among the children in a series of expressions; they improvisationally made 
bodily expressions that matched the story. In conclusion, we found out that in the 
bodily expression activities of child groups using the shadow media, the image of 
each child was voluntarily shared and bodily expression of each was improvisation-
ally developing into those of groups with co-creation of the story. 
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Fig. 9. Development into group activity from individual activity 

 

Fig. 10. Story-making process in the group activity  

3.4   Group Formation in Bodily Expression Activities 

Next, result of position measurement of groups in bodily expression activities of the 
kindergarten children is described. To begin with, we have studied about the position 
of the shadow media space (width 12m x depth 2.5m) in which the frequency of bod-
ily expression activities by the children was high. In order to do that, we have divided 
this space into grids, and observed the position of the grids each child stayed every 
1/20 second. Note that the size of the grid is fixed in certain size (width 0.5m x depth 
0.5m) to prevent several children from staying in the same grid. Then accumulated 
time of the children performed bodily expression in each grid was observed, and this 
accumulated time was calculated as the ratio against the presentation time of the 
shadow media. Presentation times of each shadow media are: 5 minutes for regular 
and polygon shadows, and 4 minutes for string-shaped shadow. Fig. 11 shows com-
parison of each shadow media indicating frequent distribution of the children in the 
shadow media space calculated by the aforementioned method. In this figure, red area 
indicates the area with high frequency rate of the children staying, and blue area indi-
cates the area with low frequency rate of children staying. As a result, we found out 
that in any media, the children stayed 1m away from the screen, and moved widely 
from end to end of the shadow media space to perform bodily expression, in parallel 
to the screen.  

Furthermore, we have studied group formation of the children in bodily expression 
activities. For this purpose, we decided to conduct calculation of frequent distribution 
of the children in abovementioned shadow media space every 30 seconds. It clarifies 
temporal transition of area with high frequency rate of the children staying as well as 
the number, allowing us to study temporal variation in group formation of the children. 
In regular shadow, the plurality of red regions where the children highly frequency stay 
are rarely found in any time zone, hence, we assume that the children uniformly spread 
in parallel to the screen and performed bodily expression (Fig. 12). On the other hand, 
in transformed shadows (string-shaped and polygon shadows), position and number of 
the red area were temporally changed as shown in Fig. 13 and 14. For example,  
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(b) String-shaped shadow (c)  Polygon shadow(a) Regular shadow (b) String-shaped shadow (c)  Polygon shadow(a) Regular shadow (b) String-shaped shadow (c)  Polygon shadow(a) Regular shadow  
Fig. 11. Frequent distribution of staying time in shadow media space 
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Fig. 12. Frequent distribution of staying time in case of regular shadow 
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Fig. 13. Frequent distribution of staying time in case of string-shaped shadow 

(b) 30-60 seconds (c) 60-90 seconds(a) 0-30 seconds (b) 30-60 seconds (c) 60-90 seconds(a) 0-30 seconds (b) 30-60 seconds (c) 60-90 seconds(a) 0-30 seconds  

Fig. 14. Frequent distribution of staying time in case of polygon shadow 
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in string-shaped shadow, at first, there are 5 to 6 red areas spread in parallel to the 
screen (Fig. 13(a)). Then it changed to the state where red areas are concentrated in the 
center (Fig. 13(b)) or to the state where red areas exist locally at either end of the 
screen as well as the center (Fig.13 (c)). Thus, we can see that there is temporal varia-
tion in position and number of the red area. That is, the children concentrated to  
one place while transformed shadow was projected, and then they   spread in entire 
space from few clusters, repeating formation and collapse of groups. In addition,  
as Fig. 14(b) shows, in polygon shadow, groups were formed in perpendicular direc-
tion against the screen unlike the case observed in string-shaped shadow. The result 
indicates that group forming behavior differs depending on types of the shadow media. 

4   Discussion 

In this study, we newly developed a shadow media system, which could simultane-
ously lay out bodily expressions of around 20 people, to support activity of bodily 
expression which a group of children demonstrate. As a result, we found that, depend-
ing on difference in the shadow media, distinct images and bodily motions emerge 
within individual child. Regarding this, the authors assume that the shadow media 
works as image generator. That is, since the body and its shadow are inseparable, 
when we artificially transform the shadow, the body senses a feeling of gap. It is ex-
pected that this brings awareness to the body and consequently, images emerge. Re-
flecting expressions originated from the inseparable shadow media open up bodies of 
children and elicit potential images which their bodies possess. If that is the case, the 
result of this study implies that the way the shadow media elicits images varies de-
pending on its type. In other words, depending on how we designs shadow media, we 
can elicit various kinds of bodily expressions. 

This relates to how individual bodily expression improvisationally develops into 
that of groups through the shadow media in the bodily expression activity targeted at 
a group of children. That is because, it is necessary for a group of children demon-
strating bodily expressions to unconsciously share what will likely to happen in the 
next moment of time. We think that, by sharing such image, each child plays each 
sharing role, and bodily expression, which is consistent with time and space, is real-
ized. In that case, since the bodily shadow has a sense of equality, children can easily 
accept expressions of others, which create relationship of mutual dependence. Addi-
tionally, since the shadow media limits indefiniteness, co-creation of context  
and story, which gives a way to relate to each other, emerges. Also, we found that 
temporal and spatial phase change which forms a group could vary depending on 
what types of shadow media we use. For now, it is presumed that such a difference is 
produced because how to position the existence in the space differs depending on 
each shadow media type. 

5   Summary 

In this study, we aimed to utilize the shadow media system, which supports creation 
of bodily expression that we had developed, in the field of bodily expression activity 
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in groups. Therefore, we developed a shadow media system which can be applicable 
to a group of 30 children at the maximum and used the system at Daini Sawarabi 
kindergarten (Okazaki, Japan). As a result, we have found that the shadow media 
system opens up individual body and improves bodily sense and that created expres-
sions vary depending on the types of the shadow media. Also, we could observe how 
bodily expression of an individual expanded into an integrated bodily expression 
activity performed in groups. What’s more, we discovered that this sort of bodily 
expression performed in groups by children formed a group and destroy it. Because of 
these, we think that the shadow media has effects which can not only draw out indi-
vidual bodily expression through the relation with one’s own shadow but also can 
support creation of bodily expression activity in groups by facilitating the connection 
between individuals. 
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Abstract. We tried to simulate human bodily movements to put on clothing. 
This is a combination of mechanical clothing simulation and measurement of 
bodily movements. A vest was modeled as virtual clothing because of its simple 
structure. Paper patterns were scanned and from the obtained images, virtual 
component panels of clothing were created. A model of clothing was con-
structed to seam virtually different component panels. The bodily movements to 
put on clothing were measured by a motion capture system. A virtual human 
model was moved according to the measured data of the movements. First, the 
shape of a vest in stable state hanging in the air was calculated, human body 
model was started to move, then the shape of the vest was calculated in every 
step of the movements. The movements to put on clothing were reproduced 
with the simulation. 

Keywords: simulation, dressing activity, clothing, bodily movements, motion 
capture, BVH file format. 

1   Introduction 

The purpose of this study is to realize the simulation of dressing activity by bodily 
movements of virtual human model. The simulation consists of the mechanical simu-
lation of clothing model and bodily movements of virtual human synthesis. We are 
aiming at the prediction and evaluation of the shape of clothing as the result of dress-
ing activity and generation of the animation of dressing activity. 

Simulations for cloth or clothing also have been studied [1-5]. Though there exists 
a fully geometric approach, mechanical approach is common for the purpose of cloth-
ing designing. Mass-spring model or continuum model has been utilized for cloth 
model of the simulation. Some of the clothing simulations are dynamic, and others are 
static. The practical application of the clothing simulation in the present situation is 
not designing or manufacturing but animation. 

In conventional clothing simulation, prediction of the shape of clothing put on a 
human body has been focused, and the way to put on clothing has not been cared so 
much. There have been simulations of the change in shape of clothing accompanied 
by the bodily movements of virtual human, but the simulation of dressing activity is 
not be found. The way that virtual human puts on clothing is completely different [1-
5] from the way we do everyday. In the simulations, it is usual that the panels of 
clothing are floating around a virtual human body in the initial state of the simulation, 
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and then the panels are gradually approaching to the body and finally those are joined 
as clothing. Another approach is that the clothing model is created geometrically, and 
then it is changed into mechanical model [6]. 

The simulation to put on clothing has following advantages. The differences of 
bodily movements to put on clothing may cause the differences of the final state of 
clothing especially for under wear. It may become possible to predict the differences 
of the final state of clothing by realization of the simulation. Sometimes, persons with 
disabilities have difficulties to put on clothing. As the conditions of disabilities are 
different for each person, the clothing has to be designed in accordance with each 
person. It might be possible to design clothing for each person with disabilities if it 
becomes possible to predict the difficulties. Recently, care robots for elders have been 
studied [7]. In this field, the simulation might be applied to the control of robots that 
dress a care receiver. 

2   Clothing Simulation 

2.1   Formulation of Cloth Model 

Clothing simulation here is based on the study of Okabe et al. [8,9]. Cloth is regarded 
as continuum and formulated based on theory of elasticity [10]. The strain of cloth 
model is determined from the deformation of cloth model. r is a position vector of a 
point on cloth surface in the three dimensional Cartesian coordinate system, and  
another coordinate system (u, v) the axes of which are fixed on cloth surface is  
considered. Tensile strain components are defined as functions of first order partial 
derivative of r with respect to u or v. Bending strain components are defined as func-
tions of second order partial derivative of r with respect to u or v and w which is the 
unit vector normal to cloth surface. 

The continuum cloth model was triangulated for numerical calculation, and strains 
were calculated form each triangular element. With mechanical properties of cloth, 
forces acting on each node of triangular elements are calculated from strains.  
The energy was minimized based on the force acting on each node of the triangular 
elements which is derivative of the energy. In the process of minimizing energy, 
nodes of triangular elements were moved until the energy minima was obtained. 

2.2   Clothing Model 

The processes to construct clothing model are shown in Figure 1. Paper patterns that 
are design drawings of component panels of clothing were scanned. The scanned 
images of the paper patterns were binarized, resized and noise was reduced using 
MATLAB. The virtual component panels of clothing were created from the data of 
the outlines of the scanned image. Each panel of the paper pattern was triangulated for 
numerical calculation. The panels were virtually sewn together and integrated as 
clothing model. Here, sewing means that corresponding nodes on seam in different 
panels were moved to the same point and identified as one node. The sewn clothing 
model is used for as the initial state of numerical calculation. 
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Fig. 1. Processes of constructing clothing model 

2.3   Motion Capture 

There would be several ways to generate bodily movements [11] for the simulation. The 
first way is to construct a mechanical human model, and to generate bodily movements 
based on geometrical and mechanical evaluation function [12]. The technique is now 
under development and it is difficult to generate complicated movements as dressing 
activity. The second way is to generate movements by interpolation of postures [13]. 
For this technique, various human postures are recorded in a database. To generate 
bodily movements, some intermediate postures in movements are defined, postures 
close to the intermediate postures from the database are extracted as key frames, and 
movements between the key frames are interpolated. Since bodily movements of dress-
ing activity are complicated, it might be difficult to determine key frames. The third 
technique is to capture movements of dressing activity. This technique was adopted for 
this study because it may be the most feasible for our simulation. 

An optical motion capture system “OptiTrack” of NaturalPoint Inc. was utilized to 
capture bodily movements of dressing activity. The system consists of a computer, 
eight infra red cameras and software “ARENA”. When motion was captured, the 
eight cameras were arranged around a subject and the subject wore black tights on 
which reflective markers were attached. Ordinal clothing was not proper to use for 
measurement of dressing activity, since it sometimes block the markers while clothing 
was put on. The clothing for the capture was made of transparent fabric through 
which the markers could be seen. The bodily movements of a subject to put on cloth-
ing was captured and saved as a BVH formatted file. 
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2.4   Human Model 

BVH format file assumes a skeletal structure. The structure consists of 16 joints, 5 
end points (here we call those characteristic points) and 20 bones connect them. The 
skeletal structure is shown in Figure 2. In BVH file, the dimension of each skeleton 
was defined, and the rotational angles around each axis of each joint were recorded. 
The coordinate of each characteristic point was calculated from the rotational angles 
and the dimension of the skeleton of a human body model for each time step. 

For simplicity of the program, the human body model parts such as trunk, arm, leg 
were defined as solids of simple shape such as sphere or cylinder. The structure of the 
human body model was defined based on the characteristic points. 
Collision detection and reaction between the triangular elements of clothing model 
and the spheres or the cylinders of human body model were needed for the simulation. 
In this case, there are two types of collisions, one is a point and a cylinder and  
the other is a point and a sphere. When a collision between a point and a cylinder is 
detected, the point is moved to the surface of the cylinder. The same reaction is per-
formed in the case of a collision between a point and a sphere. 

 

Fig. 2. The human model for the simulation 

3   Simulation to Put on a Vest 

3.1   Vest Model 

Vest was selected as clothing for the simulation because it is easy to put on. Paper 
patterns of a vest were scanned, noise was reduced from the scanned images and then 
the images were binarized. The outline of the paper pattern was extracted as coordi-
nate of points by thinning and edge detection of the scanned image. The virtual panels 
of a vest were generated form the outline data, and those were triangulated for nu-
merical calculation. The nodes on seam line in different panel were moved to the 
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same position to saw the seam line. Mechanical calculation was executed for the vest 
model to obtain an equilibrium state under the condition suspended at four points, and 
the shape was utilized for the initial state of the vest in the simulation of dressing 
activity. 

3.2   Bodily Movements 

We selected simple bodily movements for the simulation. The measured dressing 
activity was to put on a vest widely opened and suspended at two points on front 
collar (collar points) and two corner points of the front body (corner points) as shown 
in Figure 3. Each suspended point was fixed with string which could be disengaged 
by very weak force. The suspended position of the vest was determined from height 
of the subject and easiness to put on.  

Following rules were set to definitely define dressing activity. The rules to put on a 
vest were, 

(1) Begin with T shaped pause 
(2) Hold a front corner point (either left or right) 
(3) Put an arm opposite to the arm holding the corner point into an armhole 
(4) Release the front corner point 
(5) Hold a front corner point opposite to that of (2) 
(6) Put an arm opposite to that of (3) into an armhole 
(7) Release the other front corner point 
(8) End with T shaped pause. 
 

The number of steps of the measured bodily movements was 1,700 (100 steps per 
second), and the maximum movement of the characteristic point of the skeletal body 
model per one step was about 15 mm. Since the motion capture system utilized in this 
study could not record when and where the subject held clothing, some rules had to be  
 

 

Fig. 3. The vest widely opened and suspended at two points on front collar and two corner 
points of the front body 
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set to execute the simulation. (1) When “LeftWrist” or “RightWrist”, the characteris-
tic point of the skeletal human body model got close to a front corner point, “Wrist” 
was regarded holding the corner point. (2) When the direction of horizontal move-
ment of the “Wrist” was changed, the front corner point and the collar point on the 
same side were regarded to be released.  

4   Results and Discussion 

The simulation to put on a vest consisted of two processes. The first step of the simu-
lation, the initial suspended state of the vest was calculated. In the second step, the 
skeletal human body model was moved for one step of the measured movements, and 
the nodes of clothing were pushed out by the collision reaction. This is the initial state 
of this step and the minimum energy state of the clothing was calculated to obtain  
the shape of the clothing at the step. Then the human body model was moved to the 
posture of the next step, and the processes were iterated until the final step of the 
measured bodily mvement. 

The dressing activity to put on a vest was able to simulate. The results of the simu-
lation are shown in Figure 8a and 8b. In Figure 8a, Left side figures show both the 
human body model and the vest model and right side figures show only the vest model. 
The simulation might owe the easiness to put on a vest since there was no sleeve and 
small amount of displacement of the nodes of triangular element in one step. 

Dressing activity is determined by the interaction between bodily movements and 
mechanical properties of clothing. Bodily movements may be affected by the proper-
ties of clothing such as light or heavy, stiff or soft. On the other hand, the shape of 
clothing may be different according to bodily movements or mechanical properties of 
the clothing. Rather soft fabric was used to make the real vest for the measurement of 
bodily movements of dressing activity. Mechanical properties of the cloth to make the 
vest for the motion capture was measured by the KES system which is usually used 
for measurement of fabric. Tensile property in warp and weft direction was 49.0 N/m, 
shear property was 49.0 N/m and bending property in warp and weft direction was 9.8 
* 10-7 Nm2/m. Mass of the cloth was 0.001 g/cm2 and Poisson’s ratio of tensile and 
bending were set to zero. Those values were used for the mechanical calculation. 

Since dressing activity is dynamic bodily movements, dynamic method may be 
utilized for the simulation. But there are some problems for dynamic method to pre-
dict the shape of clothing. It is difficult to determine damping property, and to verify 
the results of the dynamic movements. The result of numerical calculation varies 
according to integral algorithm. Because of the reasons above, a sequence of static 
mechanical calculation was utilized in the simulation. In the steady state, the results of 
static method are verified at least by visual judgment of the shape of cloth. To utilize 
static method for the simulation of dressing activity may correspond to put on  
clothing very slowly in the real world. In this case, we think it makes not so much 
difference of the shape of clothing when dressing activity is finished whether the 
calculation is dynamic or static. 

Extensions of the simulation are expected. The first extension is the variety of 
clothing. This simulation method should be applied to clothing of more complex 
structure, for example with sleeves. The second extension is the way of dressing  
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activity. Clothing should be picked up and put on by the human model itself. Im-
provements of the simulation and the measurement of bodily movements are needed 
for the extension. 

 

Fig. 4. The results of the simulation (Initial state, 600th step, 1200th step) 
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Abstract. This study proposes an idea of hand gesture-based manipulation of 
an personalized avatar robot for video conference and presents the on-going 
work for this study. To achieve this goal, a remote controlled communication 
robot called Collabo-Bot is under development, which has face projection, ma-
neuvering and manipulation functions to improve the better communication 
over the network. One of the challenging ideas in this study is to personalize the 
communication robot using face projection to represent the operator. By doing 
this, the remote operating person who controls the robot enables the video con-
ference attendees at the local site to feel the existence of the operator much 
stronger than a regular video conference without using a robot, or even than  
a typical robot-based conference. In addition to that, hand gesture-based ma-
nipulation is under study to control the avatar robot. This paper overviews  
the design and manufacturing of Collabo-Bot and presents some experimental 
results on the implementation of this hand gesture-based manipulation.  

Keywords: Network-based robot, hand gesture-based manipulation, robotic 
arm manipulation, human interface, face projection. 

1   Introduction 

Network-based communication is getting popular according as the development of 
video conference systems (Abowdm 2000). Even though the remote communication is 
possible over the network using these systems, it is generally difficult to feel the exis-
tence of those participants who are physically located on a remote site as opposed to a 
face-to-face meeting (Greenberg 1996). Under these circumstances, humanoid robots 
attract attention as an avatar which works remotely in favor of the operator. Using a 
humanoid robot for remote communication with multimodal information, the experi-
mental results in several studies show the effectiveness of these remote controlled 
robots in communication. For example, GestureMan (Kuzuoka 2000), wakamaru 
(MHI), Giraffe (HeadThere) belong to this category. These robots provide basic func-
tion to suppose distance communication using several critical functions such as face 
image display of the operator, drivability to move around, tele-manipulation on remote 
objects as well as basic communication functions including talk/listen/see. Even a 
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smaller robot is now available on the market for these purposes as well. For example, 
Rovio (WowWee) is a Wi-Fi enabled mobile webcam robot that lets the user view and 
interact with its environment through streaming video and audio. There robots could 
provide an existence of the operator in the remote site and even enables some kinds of 
tele-operating tasks from distance. However, there are still a gap between robot-based 
video conferences/meetings and face-to-face ones, which is an open issue to be solved 
for better communication.  

First, this paper describes the background of the communication robot in the appli-
cations such as remote instruction (Singh 2007), distance learning class work (Ogata 
2007), etc. Then this paper presents the remote controlled communication robot in 
this study, called Collabo-Bot, in terms of its design and implementation. Presenting 
the experimental implementation on the hand gesture-based manipulation, this paper 
discusses the feasibility of this manipulation in video conferencing purposes.  

2   Research Background 

Internet-based video conference is getting popular these days thanks to the advanced 
information technology. However, as opposed to the face-to-face meeting, video con-
ference does not always work to support good communication because of the feeling 
of non-existence of the remote participants (Sugimoto 2004). One of the solutions to 
this issue would be to use a remote controlled robot to represent the operator, which is 
stated at the introduction section. As for the operator side, the robot could take care of 
the task which is supposed to achieve on a remote site by way of tele-manipulation of 
the operator. As for the participant side, the remote controlled robot provides an exis-
tence of the operator as well as performing a tele-operation task thanks to the fact  
that a physical object explicitly exists there. For both sides, enhancement of mutual 
communication could be expected not only by using sound/audio media, but also by 
carrying out interaction with the remote controlled robot. However, it is not clear  
how to use the robot in an effective way in video conference. In order to study the 
feasibility of the effectiveness of the robot as expected, experimental evaluation is 
required. The challenge of this study is not simply to use a communication robot, but 
also to personalize the communication robot so that the robot more appropriately 
represents the operator on the remote site. The idea behind this is to implement a face 
projection function on the robot. However, it is not clear how effective the face  
projection is. Therefore, experimental study is also required to show the feasibility of 
the proposed idea.  

This research is developing a remote controlled communication robot called Col-
labo-Bot, implementing some basic functions for remote controlled robot. In this 
research, the robot could not merely work as a slaved avatar of the operator but also 
work as a partner which represents the operator on a remote site. To do so, this study 
focuses on an effect of face projection of the operator on the robot, to clarify how to 
provide an atmosphere of the operator on a remote site. In this way, this study will 
pursue to find a clue to clarify the effective use of face projection for further en-
hancement of robot-based remote communication as the research goal.  
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3   Collabo-Bot: Its Design 

3.1   Overview of Collabo-Bot Design 

To achieve the goal of remote communication support, a remote controlled communi-
cation robot called Collabo-Bot is under development. Collabo-Bot is composed of 
several basic units; such as maneuvering module, projection module, manipulation 
module, communication module, and conference module. All of these modules are 
controlled by a Laptop PC with WiFi connection module installed inside of Collabo-
Bot. This section covers these basic units and presents the basic design of Collabo-Bot.  

Figure 1 shows the overview of Collabo-Bot components, including five modules 
and three units to configure the robot. The five modules include internal processing 
modules, whereas the three units include the basic physical framework to configure 
the robot. Considering the use of Collabo-Bot in a meeting or in a class, the size of the 
robot is designed as 1500mm height and 600mm width as shown in Figure 1.  

 

Fig. 1. Basic components of Collabo-Bot and its overview photo 

3.2   Maneuvering Module with Four Omni-Wheels 

The driving module of the robot is composed of four sets of omni-wheel (Mfg by 
Tosadenshi ) with geared DC motor (Tamiya), which are controlled by a servo motor 
controller (PhidgetMotorControl LV). Tamiya’s DC motor is operated by 7.2 V  
batteries and the maximum load of the driving module is 30Kg, which meets the  
requirements of the design of Collabo-Bot. The details will be given in section 4.  

3.3   Projection Module for Face Projection 

The projection module is installed in the middle portion of Collabo-Bot. It is designed 
not only to show the face of a remote operator, but also to show presentation 
slides/images controlled by the remote operator. Since the size of the middle part of 
the robot body is designed as 500mm width, 600mm height and 500mm depth, 
straight projection to the screen exceeds the available projection distance. Therefore, a 
mirror projection was designed. The details of the design and its manufacturing will 
be shown in section 4.  
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3.4   Face and Eye Module with Web Camera and a Small LCD 

An eight inch LCD monitor (Century) is installed to show the face of the remote op-
erator inside of the head portion of the robot attached at the top plate panel. A web 
camera (Logicool) is installed above the monitor to work as an eye of the robot, as 
shown in Figure 2. Even though the face projection is the critical part of Collabo-Bot, 
this LCD monitor is installed to compare the feasibility of remote communication 
support.  

 

Fig. 2. Face and eye modules 

3.5   Manipulation Module with Robotic Arms 

In front of the head unit, two sets of robotic arm (Lynx 5 robotic arm) with motor 
controller are installed on the top panel of Collabo-Bot. These arms are controlled by 
a remote operator during video conference; for example, raising a hand to pose a 
question during conversation, pre-defined several hand gestures to support communi-
cation, manipulation with the arms on a remote object, etc. Figure 3 shows the photo 
of the robotic arms and its CAD modeling images. As opposed to a standard video 
conference based on audio/image communication, it would be possible to perform 
these remote manipulations using Collabo-Bot.  

            

Fig. 3. Manipulation module: robotic arms image and its CAD model 
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3.6   Communication Module and Conference Module 

There are various video conference software available today. Among these, this  
research adopted Skype, which allows users to make voice and video calls over  
the internet. Skype is installed on the Labtop PC inside Collabo-Bot to make video  
communication.  

Skype chat allows both calling a single user and a conference calling. Since Col-
labo-Bot is pursuing conference calling, a speaker phone (Sanwa Supply) is installed 
inside of the robot body so that multiple person could chat with the remote users 
through the robot. 

4   Collabo-Bot: Its Manufacturing 

4.1   Overview of Collabo-Bot Manufacturing 

Collabo-Bot is under development at the University of Tokushima based on the de-
sign ideas presented in the previous section. This section presents how the manufac-
turing is conducted to build Collabo-Bot.  

4.2   Components of Materials and Assembly Units 

Figure 1 in the previous section showed that Collabo-Bot is composed of three  
core units, which are the maneuvering unit at the bottom portion of the robot, the 
conference unit in the middle portion of the robot, and the manipulation unit at the top 
portion of the robot. These units are under manufacturing respectively, and will be 
assembled to configure the robot in the final stage of manufacturing. In this section, 
the current status of manufacturing will be covered briefly.  

The internal structure of maneuvering unit is made with a frame structure of square 
aluminum pipes and acrylic inner plates, which is covered by a set of polycarbonate 
panels. Inside of this unit, several key components are installed; such as maneuvering 
module, controller board, battery unit, and connecting terminals. The laptop PC for 
control is also installed inside of this unit. Figure 4 shows the CAD image of this unit 
as well as the manufactured unit. Control program for remote operation is also under 
development to be used during video conference.  

 

 

Fig. 4. Manipulation module design and its manufacturing 
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Fig. 5. Projection unit design and its manufacturing 

The conference unit, which is placed in the middle of the robot, is also built on a 
square aluminum pipe with acrylic plate inner structure. The front panel is installed 
with a transparent polycarbonate sheet covered with a rear projection screen. To keep 
the appropriate projection distance between the projector and the screen, a combina-
tion of two mirrors is used as explained in the previous section. Figure 5 shows the 
design of rear projection unit and its manufacturing. The original screen in the proto-
type (Ito 2004 & 2005) is based on a white colored polycarbonate panel. For better 
view of the projection image, a combination of transparent polycarbonate plate and a 
special rear projection sheet is used. However, the shape of the projection panel of the 
robot is not flat but has a curved surface. Therefore, further experiments are scheduled 
to achieve the high quality of projection. 

The third unit of Collabo-Bot, or a manipulation unit, at the top is built on an alu-
minum frame with several acrylic panels attached with a dorm cap over it. This unit 
also includes a small LCD display, a remote controlled web camera, and the two sets 
of robotic arms with a gripper. All of these are assembled and configured to build this 
unit. Especially, the user interface for the arms is very critical in order to provide a 
user-friendly and intuitive interaction with the robot. 

5   Hand Gesture-Based Manipulation of Collabo-Bot 

Hand gesture plays a significant role in face-to-face communication. It has the poten-
tial to express one’s feeling or to describe one’s situation in an intuitive way as a  
non-verbal language. This study assumes that a hand gesture could be used as an 
interface for a robot arm manipulation during the video conference and reviewed  
how to use the hand gesture for this purpose. This section presents a method for ges-
ture-based arm control in this study and compares it with other forms of controlling 
operation; including joystick-based manipulation and voice-command-based manipu-
lation (Ogawa et al. 2007).  

Implementation of hand gesture for arm manipulation has been achieved in  
several steps, which is also presented in this section. Figure 6 shows the basic com-
ponents of robotic arm manipulation for the gesture manipulation experiment. The 
components include P5 data glove, Lynx 6 robotic arm, SSC-32 Controller, StrokeIt 
and RIOS software.  



 Hand Gesture-Based Manipulation of a Personalized Avatar Robot 431 

 

Fig. 6. Components for hand gesture-based robot arm manipulation 

5.1   Experimental Description 

By using the RIOS software, several sets of arm manipulation operation have been 
made and their data were saved under different projects in play module. In other 
words, each complete manipulating operation (for example, grasping an object in 
front of the arm and put it in a definite location) is composed of several sequences, 
and they were saved as manipulation projects.  

5.2   How to Create a Gesture Using P5 Data Glove 

While the P5 glove is in active mode, it is difficult to recognize the starting point of a 
gesture. The major reason of this is that the P5 glove continuously sends its position 
signal to the receptor tower. To recognize the starting point of a gesture, this study 
uses a combination of an index finger and a thumb finger. When an index finger and a 
thumb finger touch each other, a gesture recognition process starts until it finishes 
with the release of these two fingers. In other words, the gesture recognition process 
stops when these fingers are detached.  

5.3   Gesture-Based Arm Manipulation 

Using the P5 data glove, several simple gestures were registered. A gesture recogni-
tion software, or called StrokeIt, is used to identify these gestures. A new gesture is 
defined in learning mode of StrokIt. An application program of windows or group of 
programs can be configured for special use with StrokeIt. When P5 glove function 
properly makes expected gesture, StrokeIt recognizes it and initiate a stored move-
ment project in RIOS.  

5.4   Gesture Recognition and Successful Manipulation Rate 

Not every gesture by the P5 glove was successfully recognized. One of the reason 
why is that a human hand often quivers to some degrees when it is placed in a free 
space. The starting point of a gesture is very critical, because the P5 glove always 
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needs to be placed within three to four feet range of the receptor tower. Sometime the 
receptor tower lost the signal from the P5 glove, and an expected dynamic gesture 
was not performed.  

5.5   Discussions on Pros and Cons of Gesture-Based Interactions 

a. A distinguishing feature of gesture based command would be that it could be terse 
and powerful for interaction. However, the experiments in this study showed that the 
major obstacle for gesture interaction was associated with the use of P5 data glove. The 
P5 data glove needs to attach to sensor components and wires, which limit the user’s 
freedom of movement. It also limits the range in space where it can be operated. 

b. Making-gesture causes hand-fatigue very easily. During mice or joystick interac-
tion, user’s hand is supported by a desk or a table which minimizes the fatigue. 

c. In the gesture based control, the operator must know a well-defined set of gestures 
to initiate a particular movement of the robotic arm. In keyboards or joysticks, typical 
key functions are well known and used; for example, up, down, left or right arrow 
keys in keyboards or joysticks are well understood as the functions to the up, down, 
left or right movements, respectively. However, there is no universal set of gestures in 
order to operate these functions.  

d. A Joystick is used to control the robotic arm and to do the same kind of manipulat-
ing operation done by hand gesture. In joystick, it is quite difficult to make a precise 
operation. In order to grasp an object and to place the robot hand gripper to the right 
position, operator should closely observe the manipulation. Since joystick is a common 
controlling device, its installing process and smoothness of operation is very good. 

e. Voice-command-based arm control is another form of interactive arm manipula-
tion, especially when an operator knows the necessary commands to manipulate the 
robotic arm. For executing the operation, voice command software (e-speaking) is 
used. RIOS is configured to operate through voice command. In the experiment, while 
the hand gesture based manipulation method suffered form the incapability of produc-
ing gesture (by P5 glove), the voice command based control had no such obstacles. 

Table 1. Several examples of gesture-making attempts and successful arm manipulation rate 

Gesture 
type 

No. of 
gesture 
making 
attempt 

No. of  
successful 

recognition 
by StrokeIt 

No. of  
successful 

manipulation 
of robot arm 

Successful 
manipulation 

rate 

 
10 6 6 60% 

 
10 5 5 50% 

 
10 6 6 60% 

 
10 4 4 40% 
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6   Concluding Remarks 

This paper focuses on the use of communication robot to increase the feeling of exis-
tence of a remote participant in video conference over the network. The idea to use 
one of these communication robots is not new. However, personalization of the robot 
using the idea of face projection and hand gesture-based manipulation are the major 
challenges pursued in this study.  

The design of Collabo-Bot is almost finished and its manufacturing is under way. 
The idea of rear projection inside of Collabo-Bot has been reviewed as feasible from 
the experimental prototype evaluation. Manipulation program of robot arms with 
grippers, and maneuvering operation of the robot are also under development. Based 
on these achievements, the next step of manufacturing is to assemble all of these units 
and configure them to build Collabo-Bot. More detailed description of manufacturing 
status of the robot will be presented in the conference. The experiments on the effect 
of face projection and hand gesture-based manipulation will follow after that. 
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Vector Keyboard for Android Platform-Based Devices 
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Abstract. This paper introduces a Vector keyboard for mobile devices with a 
touchscreen. Typing is produced by simple strokes sourcing from one of four 
blocks of letters. A user study was made comparing this keyboard with standard 
QWERTY, ABC and a Mobile keyboards. The study resulted in a comparable 
performance in terms of speed and typing with all the named layouts but 
QWERTY. The user preference and subjective evaluation is in contrast to the 
performance measured preferring the Vector keyboard over ABC and Mobile. 

Keywords: vector keyboard, virtual keyboard, touch screen, PDA, QWERTY, 
ABC. 

1   Motivation 

The goal of this research is to introduce a new type of keyboard design for touch 
screen mobile devices, which would be immune to disturbing influence of surround-
ing when typing in a mobile environment.  

There are several commonly used virtual keyboards designed for either mobile 
phones or handheld devices in general whose performance is degraded when using on 
small screens. An example of such a keyboard is the QWERTY keyboard, which is 
present on all smart-phone operating system like Android, iPhone OS, Windows Mo-
bile and others. Such keyboard, when displayed on a small screen, does not scale well 
with degreasing screen size and its performance drops dramatically. Therefore we 
designed a keyboard layout which scales well and which should perform better  
on touch-screen mobile devices. This study is about verification and evaluation of 
usability of our modified keyboard and about objective performance evaluation and 
subjective user experience results. We focused solely on comparison of virtual  
keyboards that make it possible to enter text using fingers only (e.g. no stylus is nec-
essary). No prediction algorithms was used with any of the keyboards measured since 
we wanted to evaluate the core qualities of the keyboard, not the quality of prediction 
algorithm used. 

2   State of Art 

Our research is primarily based on our previous work [1] in this area, which intro-
duced the first version of a vector keyboard for mobile devices. This design used a 
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combination of tapping on the touch screen and drawing a vector.  Each action (tap or 
draw) resulted in typing one character. 

Fig. 1 shows the layout of the keyboard which consisted of three blocks of alpha-
numerical characters, each blocks organized in a matrix of 3x3 characters. The blocks 
can be exchanged for a different set of three blocks by either pressing the shift button 
(upper left) or by pressing the symbol button (lower left).  

 

Fig. 1. The layout of vector keyboard designed in [1] 

Typing on the keyboard was done by two principles.  

─ The first and major one was drawing a vector with a starting point within one of 
the three blocks and heading in a direction which is parallel to a vector starting 
from the center of the block heading to the character to be typed. The principle 
is demonstrated in Fig. 2 on typing letter “a”. Please notice, that the starting 
point of the vector can be anywhere in the area. Such design makes it easy to lo-
cate the relatively large block.  

─ The second one was tapping anywhere in the area which resulted in typing the 
character in the middle of the block. An example is typing letter “n” in Fig. 2. 

 

Fig. 2. Typing letters a and n 

The major problem of the approach was that the user often confused tapping and 
drawing very which increased the error rate. The study as introduced in [1] was car-
ried out on an ultra mobile PC with a resistive display which did not correspond to 
regular mobile phones in terms of display size, touch screen sensitivity nor the size 
and weight of the device.  

Besides the above introduced technique, there are methods that employ gestures for 
typing individual characters or whole words. A nice overview is given in Jochen Rick 
[3] where a number of layouts for virtual keyboards is summarized. Most of them are 
a variation to tapping QWERTY keyboards and thus not differing from the well 
known layout. An interesting approach is the Cirrin [4] where the letters are organized 
in a one circle and word is written by drawing a stroke through all the letters. This 
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approach was later improved by Cechanowicz et al [5]. This approach uses one stroke 
to type multiple letters at once. Since our primary focus is on a mobile environment 
where the user might be disturbed in producing long and complicated gestures, we do 
not find this method suitable. An interesting approach is Quikwriting [9][10] where 
individual letters are written by drawing gestures starting and ending in the same 
point. The path of the stroke must follow complicated rules in order to distinguish 
which of 8 letters in one region should be typed.  

The most well know virtual keyboard lately is the Swype keyboard which has the 
ability to degrade to a standard QWERTY keyboard but can also offer a fast gesture 
based word typing. Since this method is based on dictionary and language model 
based algorithm, it is out of scope of our study (same as other well known methods 
including Dasher). 

3   Problem Description 

There are several major problems of the existing vector keyboard designed in [1]. 
Firstly the layout of the three blocks is not suitable for mobile devices like smart 
phones with their display size (portrait orientation). The three blocks simply do not fit 
to the display apart from the controlling elements that make the space indigence yet 
more serious. 

Secondly the nature of the typing and the controlling of the other elements - delete, 
shift, enter, symbols is different. While the typing is done by strokes, the other named 
actions are made by clicking (tapping). This may confuse the user. 

Thirdly there is an internal inconsistency in the way the individual characters are 
typed. While some are typed using strokes, others are typed using tapping. This fact 
was identified as a problem in the previous study and users did complain about this. 
Our aim was to:  

─ Redesign the vector keyboard to be suitable for the commonly used smart 
phones using Android platform.  

─ Make a qualitative usability study comparing the most common methods of text 
inputs. These methods should not be based on a language model or dictionary. 

4   Solution 

Our keyboard layout consists of four blocks, each containing eight different letters 
(see Fig. 3). A letter is typed by drawing a vector (stroke) from one of the blocks in a 
direction which is parallel to vector directing from the center of the block to the letter 
on its border. In contrast to the previous work, there is no letter in the middle of the 
rectangle, no tapping is ever needed. 

All special actions needed for managing the texts are distributed in the blocks. This 
covers the delete, enter, shift, space and other alphanumeric characters.  

In the center of the four blocks, there is a special sliding button for changing the set 
of typed letters. By dragging this button to the left or right, it is possible to switch to a 
different set of letters. Dragging the button to the bottom hides the keyboard from the 
visible screen area. 
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aa
a

kk
k

 

Fig. 3. Vector keyboard layout and usage 

The study. We designed our study based on a hypothesis that the keyboard is more 
error prone than QWERTY and ABC layout keyboard of a comparable size and that 
the total typing speed will be faster and thus the vector keyboard more efficient. Prior 
to the study we had two users using the keyboard for a two weeks period who 
reported better user experience compared to the QWERTY. The reported positive 
experience was prior to all based on situations where it was not possible to use any 
prediction algorithm.  

The study consisted of comparison of four different keyboard types, namely 
QWERTY, ABC, 12 buttons cell phone like virtual keyboard (a representative of nu-
merical keyboard of a traditional cell phone) and our vector keyboard. We collected 
data from 18 users who typed equally difficult texts on each keyboard type. All of the 
keyboard had built-in logging mechanism which recorded all user actions and timings.  

We used four different texts originating from a web site informing about latest fi-
nancial news. All four of them had equal length of 100 words, equal difficulty and 
equal frequency of special characters like numbers, parenthesis or quotation marks. 

The texts were dictated so that the user did not have to spend time thinking about 
any grammar and spelling issues. Keyboards and texts were used in a random order, 
users made pauses between individual typing for at least 10 minutes. 

Device used for the test was a HTC Hero with Android OS. Users were sitting dur-
ing the tests. The style of typing was up to the user whether he/she used one or two 
hands, left or right.  

The users were of age from 16 to 28 (mean 22 and std. dev. 2.76), 6 users had pre-
vious experience with typing texts on a touch screen smart phone using QWERTY 
virtual keyboard, 12 users did not have any previous experience with smart phones. 
All users were experienced in using regular mobile phones and PC with QWERTY or 
QWERTZ keyboard. 

The test covered the first experience with the vector keyboard, no training except 
of introduction to the principles of typing was given to the users. 

5   Results 

We used several metrics for evaluation of the typing performance.  
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Fig. 4. Raw typing speed including typos and spaces (lower is better) 

First a typing speed of a single letter was evaluated with no filtration on typos, 
pauses between words and first letters in words and is presented in Fig. 4. 

QWERTY in this test performed best, probably thanks to the fact that users were 
familiar with its layout from the PC. The other three keyboards performed equally 
well in average.  

Table 1 shows relative speed compared to QWERTY keyboard as a reference. 

Table 1. Relative keyboards speed with no regard to typos (average) 

QWERTY ABC MOBILE VECTOR 

100% 163% 159% 160%

 
Second evaluation was performed on a data set, where we extracted only such let-

ters that were inside a word, e.g. starting from the second letter in the word. Spaces 
and single letter words as well as typos were removed. The reason for such extraction 
was our observation that users needed extra time for preparation for typing between 
words rather than in the middle of a word. By excluding the first letter and the spaces 
from this statistics we subtracted the mental preparation phase for the whole word 
from the average time needed to type a single letter. 
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Fig. 5. Typing speed with no typos, spaces and first letters 

The relative slowdown of the virtual keyboards compared to the QWERTY is 
shown in Table 2. 

Table 3 shows the difference in results for the named methods. All keyboards ex-
hibit faster times when the major mental preparation phase for typing is excluded. It is 
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a very interesting observation - the QWERTY is the most well know layout and the 
mental preparation plays significantly smaller role. It is difficult to extract the mental 
preparation phase between individual characters types in the first experience study. It 
could be observed in a longer study as a typing speed improvement (learning). 

Table 2. Relative keyboard speed with regard to typos (average) 

QWERTY ABC MOBILE VECTOR 

100% 156% 152% 156%

Table 3. Speed of typing method evaluation 

QWERTY ABC MOBILE VECTOR 

5% 9% 10% 7%

 
In contrast to our expectation, the vector keyboard did not perform significantly 

different from the ABC and Mobile layout. The evaluation of the errors, e.g. typos 
was done by measuring all initial typos made in a word. In case the user made a typo 
and continued typing without notifying, than noticed the typo, deleted all characters 
following the typo and typed everything again, we considered this just as one typo. 
This way we excluded false typos caused by the nature of individual users.  
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Fig. 6. Error rates 

The error rate produced during typing on individual keyboards is displayed in  
Fig. 6. In average the vector keyboard did not perform significantly better than other 
keyboards, which did not prove our hypothesis. It is that some users performed very 
well compared to QWERTY (1,6,8,9,11,16) but for some users the typing philosophy 
of the vector keyboard was extremely unusual (3,4,10,17) and did not reach a good 
performance during the short testing period. 

Finally we did a subjective evaluation of the keyboards where the users assigned to 
1 to 4 (best) points to each keyboard expressing its speed, error proneness and usabil-
ity. The sums of the points is shown in Fig. 7.  

Surprisingly, the results are not in a correlation with the performance measured. 
Users definitely prefer the QWERTY layout, which also performed best. Despite the 
fact that the ABC keyboard was performing equally well as the Mobile and Vector  
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Fig. 7. Subjective keyboard evaluation 

keyboard, it was evaluated significantly worse. Subjectively the usability of the Vec-
tor keyboard received the second highest score.  

As a subjective observation we identified a problem with typing letters in the lower 
right block of letters when holding the device by right hand and producing stroke in 
the direction to the right and right bottom. Similarly the same issue arises when hold-
ing the device by left hand and typing letters located in the left or left bottom area. 
This problem is caused by the anatomy of human hand – thumb. We will consider this 
issue in the next versions and will adapt the system of coordinates to reflect the natu-
ral move capabilities of human hand. 

6   Conclusion 

We measured the real and subjective performance of the Vector keyboard imple-
mented on a smart phone with Android platform. We compared the Vector keyboard 
with other commonly used layouts (QWERTY, ABC, Mobile) with no typing predic-
tion. Our initial hypothesis that is will naturally perform better than a QWERTY key-
board did not prove true. The keyboard is performing similarly well as the ABC and 
Mobile keyboards while the QWERTY wins. One of the interesting observation was 
the fact, that the cognitive load (mental preparation) is significantly higher by all the 
ABC, Mobile and Vector keyboards, almost a double the value of the QWERTY. The 
performance is in a correlation with this finding.  

The subjective evaluation of speed, error proneness and usability shows that users 
give priority to the Vector keyboard over ABC and Mobile.  

As a possible improvement and a future work we now consider implementation of 
a language model and a prediction. The user types one letter per stroke and the stroke 
hits ideally one letter. In the worst case we can consider also the neighboring letters. 
The prediction can take advantage of this limited set of letter that come in question. 
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Abstract. Touch panel operation is low-skilled interface for young individu-
als, thus the map on PDA (digital map) is used by the young individuals. 
However, we have not seen the less Japanese elderly or older persons use the 
digital map. Although our previous study pointed that Japanese elderly have an 
allergy to using PC, we conducted the simulation experiment and investigated 
the usability of our custom digital map for Japanese elderly. Although almost 
of the older participants could not get to the goal by using the digital map,  
we assumed that the haptic interaction supported planning route and under-
standing present location but the haptic interaction. Therefore, we observed  
the older participant’s haptic interaction with paper map and digital map  
while they move to a goal position in residential area. From the results of the  
observational study, the relation between the haptic interaction and their  
performance was revealed. 

Keywords: haptic interaction, digital map, touch panel operation, navigation. 

1   Introduction 

1.1   Background 

Recently, personal digital assistance (PDA) with touch panel is in widespread use in 
Japan. The touch panel operation is low-skilled interface for young individuals, thus 
the map on PDA (digital map) such as Google Map is used by the young individuals. 
More, it is known that the mobile device with touch panel such as the iPad® are easy 
to use for elderly. Although our previous study pointed that Japanese elderly have an 
allergy to using PC, we conducted a simulation experiment and investigated the us-
ability of our custom digital map on PDA for Japanese elderly. As the simulation 
results, almost of the older participants could not get to the goal using the digital map 
and we observed unintentional or intentional manipulation at different situation. 
However, the effectiveness of HIM such as tracing a route on a map by a finger could 
not be cleared [1]. 
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1.2   Classification of Haptic Interaction 

Recently, haptic interaction by hands was classified based on physiological aspect 
such as surface-electromyogram signals and articular angles (e.g. Ishikawa et al. [2], 
2010), and aimed to apply to robotics engineering, remote-control interface, virtual 
interface and so on. On the other hand, Gibson (1966) pointed that the relation be-
tween haptic perception and body movement [3]. Lederman et al. (1996) observed 
was classified the haptic perception from the proprioceptive aspect [4]. The haptic 
perception is moving fingers, touching, holding, and manipulating for recognizing the 
object.  

1.3   The Concept of Haptic Interaction with Paper Map 

When an individual move to the goal using a paper map, he/she accesses the map and 
get information for the mobility; for example, an operator could rotate the map when 
the operator knows or decides the direction to move. These kinds of action are for 
getting visual information easily from the map and the environment. On the other 
hand, the operator’s HIM is such as tracing the path again and again by a finger on the 
map for confirming the route. As regards the aim of the haptic interaction, we assume 
that the movement of the finger promotes more imaging the shape of the path toward 
the goal than imaging by just visual information. Therefore, we think that the HIM, a 
kind of innate behavior, draw a distinction between the path the operator should pro-
gress and the other path in the operator’s mental map. That is, the HIM supports the 
recognizing the path toward the goal which is the object the operator should recognize 
from the map. 

1.4   Haptic Interaction with Digital Map 

In recent years, the digital map on mobile device with touch panel such as Google 
Map on PDA, personal navigation device, and so on has been widely used. The inter-
faces of the digital map with touch panel look similar. For example, the digital map 
scrolls by flipping the digital map in the opposite direction of what the operator is 
supposed to. This way of manipulation is not just for digital map but for touch panel 
operation of general application software on mobile device with touch panel. Thus 
there is a possibility that the touch operation for manipulation of digital map makes 
the haptic interaction with paper map difficult. Therefore, the relation between HIM 
and the touch operation for digital map should be considered. 

1.5   Aim of This Study 

In general, Japanese elderly people who have an allergy to information technology 
tend to dislike the troublesome operation. Almost of touch panel operation designed 
based on the innate behavior. Thus the mobile devise with touch panel is easier to  
use for the elderly than PCs with keyboard and computer mouse. Therefore, the ma-
nipulation of digital map should be introduced the HIM if the HIM is effective for 
recognizing and memorizing the route in the map. Accordingly, the characteristics of 
the HIM and the relation to mobility is discussed in this paper. 
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2   Method 

2.1   Overview 

To reveal the the relation between the HIM and the mobility, we conducted simula-
tion experiment in real environment and observed the performance of the participants 
using video cameras. The respective participants walked the same starting point to the 
same goal one at a time using a map. The map the participant had was a paper map or 
a digital map. The digital map was made based on the paper map and displayed on a 
PDA with touch panel. The manipulations by the participants were classified into 
some categories and considered the relation to their mobility. 

2.2   Experimental Area 

The experimental area was a residential area in Tokyo and has 400 × 300 square  
meters with crowded city blocks of wooden dwellings and temples.  

2.3   Participant 

The participants were 10 elderly individuals who were residents near the experimental 
area and respective participants were physically unimpaired. They were randomized 
into 2 groups (Group-A and Group-B). Group-A, 3 males and 2 females, has ages 
ranging from 61 to 76 (mean = 67.7, S.D. = 5.5). Group-B, 2 males and 3 females, has 
ages ranging from 66 to 81 (mean = 74.3, S.D. = 6.2). All participants were not PDA 
users. 

2.4   Maps 

In experiment, a paper map and a digital map was used. The paper map, A3 size 
sheets was made based on blank map published by Ministry of Land, Infrastructure, 
Transport and Tourism of Japan. The content of digital map was the same as the paper 
map and the devise for indicating the digital map was a PDA (NTT DoCoMo T-01A). 
The PDA has a 4.1 inches wide VGA display with touch panel and was running Mi-
crosoft Windows Mobile 6.1 Professional Japanese edition. The custom software for 
indicating the digital map on the PDA was developed using Adobe Flash. The digital 
map displayed on a PDA was slide-able upward, downward, left or right by rubbing a 
finger across the screen as well as the way for the common digital maps. In addition, 
the digital map included two semi-transparent buttons on the map for zooming in and 
zooming out. Both of the maps indicated 12 impassable points because of the follow-
ing two reasons: one was preventing them from proceed to uncharted area; and  
the other was because this experiment was not for getting to the goal easily by the 
participants. Therefore, the participants had to concern about avoiding passing the 
impassable point using the map. 

2.5   Procedure 

The respective participants of Group-A tried to walk promptly using the paper map 
one at a time and the participants of Group-B promptly walked using the digital map 
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as well as the Group-A. Before the trial, we instructed the participant to reach the goal 
within 30 minutes and indicated the starting point on the map. Further, the participant 
of Group-B was allowed to practice in an attempt to use the digital map before they 
started to the goal. The participant’s manipulation of the map was observed by two 
experimenters. The experimenters followed the participant and recorded from a  
different viewpoint using video cameras (SONY Handycam HDR-SR12). When a 
participant inadvertently passes the impassable point, the experimenter diverted the 
participant without telling where the participant was. After a participant accomplished 
the trial, they answered a questionnaire we had prepared for the Group-A. The ques-
tionnaire consisted of 9 question items, which requested feedback about the difficulty 
of the trial and the interaction between the participant and the map. Meanwhile we 
had prepared another questionnaire for the Group-B, which requested feedback about 
the difficulty of trial and the usability of the digital map on PDA. 

3   Results 

As the results of experiment, one male and one female participant of each group could 
not get to the goal within 30 minutes. According to this result, 4 participants gave-up 
trial or could not get to the goal; therefore, each group included 3 successful individu-
als and 2 failures. Although the respective groups include failures, we observed all 
participants’ behavioral data in order to extract the behavior relating to the interaction 
with the map.  

3.1   Classification of Manipulation 

The participants’ behavior observed was classified into 6 types. The appearance fre-
quencies (behaviors per minute) of all behavior are shown by Table 1. In this regard, 
the ‘Zooming’ and the ‘Sliding Map’ manipulation were for operating the digital map 
and the ‘Folding’ and the ‘Spreading’ manipulation were for operating the paper map. 
Further, the manipulation ‘Steadying a Point’ means applying thumb pressure to a 
point on the map where the participant wanted to memory for a while. The point was 
such as present location, the next destination, and so on. The ‘Rotating’ manipulation 
is such as facing the paper map or the PDA displaying the digital map in the direction 
the participant going. The aim of the ‘Rotating’ was matching the map and the real 
environment where the participant was located in order to orient.  

Table 1 indicates that the frequencies of the ‘Rotating’ and the ‘Steadying a Point’ 
manipulation in Group-B were higher than Group-A. However, ‘Tracing a Route’ 
manipulation, was the only kind of HIM, was commonly observed in two groups. 
These 3 types of manipulation were observed in both groups; therefore we compared 
these frequencies between successful participants’ and failures’. In this regards, there 
were too few participants to compare statistically and all participants’ data is repre-
sented as the following figures. 

3.2   The Manipulation Was Intentional? 

The feedback from the Group-A showed a few manipulations was intentional action. 
According to the feedback, the 4 of 5 participants of the Group-A intentionally rotated 
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the paper map in order to face the map in the direction the participant was walking. 
However, the other one participant of Group-A never rotate the map could not get to 
the goal in the trial. Meanwhile, the ‘Steadying a Point’ manipulation and the ‘Trac-
ing a Route’ manipulation was observed in all participants’ trials; however, one or 
two participants who could not reach the goal, reported that they could not remember 
these 2 types of manipulations. Therefore, in the case of these manipulation types, the 
participants who intentionally interact with the map succeeded the trial. 

Table 1. Types of manipulations observed from the behavior of respective groups and the 
appearance frequencies. The number shown in parentheses indicates the standard deviation. 

Manipulation Group A Group B 
Rotating 0.975 (0.710) 1.493 (0.459) 
Folding 0.049 (0.305) N/A 
Spreading 0.026 (0.214) N/A 
Steadying a Point 0.539 (0.372) 1.376 (0.950) 
Tracing a Route 1.337 (0.817) 1.079 (0.593) 
Zooming N/A 0.391 (0.165) 
Sliding Map N/A 0.731 (0.623) 

3.2   Usability of the Digital Map 

The usability evaluation by the Group-B indicates that our custom digital map was 
usable and easy to use; however, a participant reported that touch panel interface was 
easy to use but the digital map was slightly difficult to use. The reason why such  
the digital map was usable, the all participants pointed, was to be able to magnify the 
map. Although the all participants were elderly or older individuals, they answered 
that touch panel was preferable alternative of human-computer interface. Therefore, 
the following results should be taken into account that it was not hard to try to use the 
digital map for the participants of Group-B. 

 

Fig. 1. Appearance frequency of the ‘Rotating’ manipulation in Group-A (left) and Group-B 
(right) 
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3.4   Frequency of ‘Rotating’ Manipulation 

Figure 1 represents the frequencies of the ‘Rotating’ manipulation. The frequency of 
successes in Group-A is lower than successes’ in Group-B. These frequencies suggest 
that the ‘Rotating’ manipulation have less to do with the mobility and the type of the 
map. 

3.5   Frequency of ‘Steadying a Point’ Manipulation 

Figure 2 indicates that there is no relation between the maps or task success. Thus, it 
is suggested that the manipulation ‘Steadying a Point’ have less to do with the mobil-
ity and the type of the map. 

 

Fig. 2. Appearance frequency of the ‘Steadying a Point’ manipulation in Group-A (left) and 
Group-B (right) 

 

Fig. 3. Appearance frequency of the ‘Tracing a Route’ manipulation in Group-A (left) and 
Group-B (right) 
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3.6   Frequency of ‘Tracing a Route’ Manipulation 

As Table 1 shows the frequency of the ‘Tracing a Route’ manipulation, the kind of 
HIM, observed with highest frequently in Group-A; however, the manipulation was 
the third highest frequently in Group-B. The differences of the frequency between 
successive participants and failures in each group are shown as Figure 3. Because of 
insufficient data, it is not certain but Figure 3 shows that the frequency of successes 
tends to be higher than failures’ in both groups.  

4   Discussion 

The feedbacks from the participants suggest that intentional manipulation for the paper 
map leaded to successful mobility. However, the results also suggest that never the all 
manipulation but the ‘Tracing a Route’ intentional manipulation could relate to the 
successful mobility in spite of a few numbers of participants’ data. Moreover, the re-
sults of the ‘Tracing a Route’ manipulation for digital map were as well as the results 
of using the paper map. Therefore, we assumed that such the ‘Tracing a Route’ ma-
nipulation could be an effective intentional manipulation and could be a kind of HIM. 

The participants using the paper map made an effort to walk to the goal as much as 
possible, and they seemed to perform by decision-making process for mobility. The 
manipulation for the paper map or the digital map we observed could be such  
the intentional behavior in accordance with the decision-making or the strategy for 
mobility. In other words, the individuals who own the significant way for grasping the 
direction to move and the present location could reach the goal. If the ‘Tracing a 
Route’ manipulation led the navigator to smart mobility, the next digital map opera-
tion should include the HIM. 

5   Conclusion 

According to this study, we believe that the ‘Tracing a Route’ manipulation was a 
HIM. Further, it is possible that the HIM leads an individual to successful mobility. 
However, further study should be done in order to explain the characteristics of HIM 
more clearly. 
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Abstract. Recently, tactile interfaces, which are user interfaces that employ tac-
tile perception for input/output, have been the focus of an increasing number of 
studies. However, tactile interface design guidelines to help optimize the char-
acteristics of human tactile perception have not yet been fully developed. Thus, 
the objective of the study was to identify the influence of perception of phantom 
sensation on the location of stimulus presentation on the palm. For this purpose, 
a noncontact tactile display with an independent driven 12 by 12 matrix air-jet 
driver was constructed. The subjects orally responded one of following three 
perception levels, i.e., (1) a crisp phantom sensation was obtained, (2) incom-
plete phantom sensation was perceived due to scattered stimuli, and (3) only 
separate stimuli were perceived and no integrated perception was generated. 
Phantom sensation was perceived apparently at the proximal side of the index 
finger compared to the wrist areas. The obtained topography drastically 
changed between subjects, suggesting that each individual has different distri-
bution of perceived phantom sensations. Future study included the range of  
securely perceived phantom sensations for determining the specifications of  
tactile displays. 

1   Introduction 

Tactile interfaces, which are user interfaces that employ tactile perception for in-
put/output, have been the focus of an increasing number of studies. However, tactile 
interface design guidelines to help optimize the characteristics of human tactile  
perception have not yet been fully developed. It was indicated that the fundamental 
characteristics of tactile interface design are not properly understood [1]. Especially, 
we have been studied the characteristics of phantom sensation for tactile display, 
where a total of eight different shapers were identified with a less than 10 percents of 
error rates [2]. The individual differences varied although the same location of the 
palm was carefully arranged for the appropriate tactile stimulus presentation. It should 
be good to know the distribution of accurate perception of tactile stimuli by individu-
als which may offer quantitative specification for the design of tactile displays. Thus, 
the objective of the study was to identify the influence of perception of phantom  
sensation on the location of stimulus presentation on the palm. 
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2   Methods 

A noncontact tactile display with an independent driven 12 by 12 matrix air-jet driver 
was constructed as shown in Figure 1. Pressurized air was generated by an air com-
pressor and delivered using solenoid valves. The air pressure was then regulated using 
a series of electro-pneumatic regulators. The intensity of the air-jet stimuli was con-
trolled at 100kPa, and stimuli were applied to the center of the left palm. A total of six 
subjects consented to participate in the study. All of them were recruited from the 
university community and were right-handed. The tested area consisted of 81 loca-
tions of the palm (see Figure 2), each of which was generated by using phantom  
sensations consisted of stimuli generated by three independent nozzles. There were 
five trials for each location. The subjects orally responded one of following three  
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1. Contactless tactile display (Left: system apparatus, Right: the display part where inde-
pendent 144 air-jet nozzles were attached under the 50mm by 50mm-metal plate) 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
Fig. 2. Location of stimuli presentation given by phantom sensation. A total of 81 locations 
were chosen. The top middle point was aligned at the center point between the MP joint of the 
index finger and the MP joint of the little finger. Nine different symbolic patterns denote the 
regions tested as a location effect for statistical analysis. 

50mm 
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perception levels, i.e., (1) a crisp phantom sensation was obtained, (2) incomplete 
phantom sensation was perceived due to scattered stimuli, and (3) only separate  
stimuli were perceived and no integrated perception was generated. Topography of 
perception of phantom sensation was generated for the individual to identify the ten-
dency of the distribution of clearness of phantom sensation. The topography consisted 
of 255 levels of gradations ranging from white (no PS) and black (crisp PS). 

3   Results 

A two-way ANOVA was conducted to see the effects of subjects and the locations on 
the perception of tactile phantom sensations. The results revealed that significant 
individual differences F(8, 432) = 5.810, p<.01), and location differences (F(5, 432) = 
28.801 p<.01) were found. Phantom sensation was perceived apparently at the proxi-
mal side of the index finger compared to the wrist areas, as shown in figure 3. The 
obtained topography drastically changed between subjects, suggesting that each indi-
vidual has different distribution of perceived phantom sensations (see figure 3).  
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

No PS       Clear PS 
 

Fig. 3. Left: Grand average of topography of perceived clearness of phantom sensation (Grand 
average). In the figure legend, “No PS” means that a crisp phantom sensation was obtained, and 
“Clear PS” means that only separate stimuli were perceived and no integrated perception was 
generated. The clearly perceived locations for phantom sensation was distributed at the proxi-
mal side of the index and little fingers, whereas the center to the proximal side of the palm 
relatively shows that the subject perceived blur phantom sensation.Right: two topographies 
showing individual differences. Topography obtained from subject C showed clear PS over the 
palm area, whereas topography obtained from subject F showed a little PS on the palm and 
clear PS on the left of the palm (little finger side). 
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4   Discussion 

Shimawaki, et al. [3] reported the detailed results associated with tactile two-point 
discrimination threshold by using calipers on the palm. Their results showed that 
distal part of the palm showed the highest sensitivity whereas the center of the palm 
had the lowest sensitivity. Our results can be interpreted that the air-jet stimuli applied 
at the distal part of the fingers relatively generated crisp phantom sensations, how-
ever, the individual differences for phantom sensation was so diverse that the ten-
dency was rather marginal. Clear phantom sensations may be obtained under certain 
conditions including pressure levels and the shape of the palm as well as individual 
discrimination thresholds. The results implied that tactile transmission rates for non-
contact tactile display heavily depended upon individuals thus the information using 
this device has been limited in current structure unless the information was presented 
at the outer edge of the palm close to the little finger; the users for this device may 
perceive information differently, compared with system as an alternate medium for 
visual information such as Braille. Future study included the range of securely per-
ceived phantom sensations for determining the specifications of tactile displays. 
 
Acknowledgements. This research was financially supported in part by the Kansai 
University Research Grants: Grant-in-Aid for Cooperated Work, 2010.  

References 

1. Suzuki, Y., Kobayashi, M.: Air jet driven force feedback in virtual reality. IEEE Computer 
Graphics and Applications 25(1), 44–47 (2005) 

2. Hayashi, M., Kotani, K., Asao, T., Horii, K.: Recognition mechanism for tactile shape pat-
terns presented by an air-jet driven tactile display. Annual Meeting of Japanese Ergonomics 
Society 45, 326–327 (2009) (Japanese) 

3. Shimawaki, S., Sakai, N.: Comparison of blind and sighted subjects’ volar tactile sensation 
using static and moving two-point discrimination tests. Japanese Journal of Mechanical  
Engineering, Part C 72(715), 147–152 (2005) (Abstract in English) 



M.J. Smith, G. Salvendy (Eds.): Human Interface, Part I, HCII 2011, LNCS 6771, pp. 454–461, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Multimodal Threat Cueing in Simulated Combat Vehicle 
with Tactile Information Switching between Threat and 

Waypoint Indication 

Patrik Lif, Per-Anders Oskarsson, Björn Lindahl, Johan Hedström,  
and Jonathan Svensson 

Swedish Defence Research Agency, (FOI) P.O. Box 1165, SE-581 11 Linköping, Sweden 
{patrik.lif,per-anders.oskarsson,bjorn.lindahl, 

johan.hedstrom,jonathan.svensson}@foi.se 

Abstract. We investigated four display configurations for threat cueing in a 
simulated combat vehicle. The display configurations were a tactile belt only; 
the tactile belt combined with 3D audio; two visual displays combined with 3D 
audio; and a multimodal configuration (the visual displays, the tactile belt and 
3D audio combined). The tactile display was also used for navigation informa-
tion. The participant’s main task was to drive according to the navigation  
information, and when threat cueing onsets occurred, as fast as possible align 
the heading of the combat vehicle with the displayed direction of the threat. The 
tactile display thus switched between navigation and treat cueing information. 
Performance was overall best with the multimodal display. Threat localization 
error was smallest with the visual and multimodal displays. The response time 
was somewhat longer with the tactile belt only, and especially in the front sec-
tor. This indicates interference between the two tasks, when threat cueing onsets 
occurred at the same position as the navigation information. This should how-
ever not be a problem in a real combat vehicle, since the sound alert will most 
likely not be excluded. Thus, if coded correctly tactile information may be  
presented for both navigation and threat cueing. 

1   Background 

Human perceptual experience normally involves stimulation of several senses or 
perceptual systems and multisensory information that is complementary or redundant 
can among other things improve detection and alerting effects [e.g. 1]. In virtual and 
augmented reality applications, the experience of immersion can be enhanced by 
combining information introduced to the visual, auditive and tactile senses. Combined 
information in bimodal and multimodal displays is considered and used for multi-
tasking and attention management [2, 3].  

We know from previous studies that multimodal information can improve operator 
performance [4, 5, 6 ]. In [4] the driver of a simulated combat vehicle efficiently used 
multimodal threat cueing by combined visual head down (HDD), tactile and 3D audio 
displays. Whereas the use of the 3D audio only display led to some front-back confu-
sions, these were neutralized by the addition of the tactile display. The response time 
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with the HDD improved when it was combined with the tactile and 3D audio displays 
into a multimodal display, and the precision of the tactile display improved when it 
was combined with the HDD and 3D audio into a multimodal display. According to 
the results in [4], the 3D audio display did not seem to contribute much to these im-
provement, thus these improvements were mainly due to the combination of the HDD 
and tactile displays. When the visual display was changed from a HDD to a HUD the 
response time was comparable with the tactile display [5]. Furthermore, in both stud-
ies the overall perception of threat position was rated highest with the multimodal 
display [4, 5]. 

Even though multimodal displays can improve operator performance, switching at-
tention between two tasks using tactile stimulation in a combat vehicle is not fully 
investigated. Previous research has however shown the possibility of simultaneous use 
of several tactile signals, for instance, for soldier communication [e.g. 7, 8] and for  
in-vehicle information [e.g. 9]. We thus believe that tactile information in a combat 
vehicle can be simultaneously used both for threat cueing and navigation information. 

The purpose of the present study was to investigate performance of visual, tactile 
and multimodal threat cueing combined with tactile presentation. 

2   Method 

2.1   Participants 

Twelve naïve non-military subjects with normal sight and hearing participated in the 
experiment. Their mean age was 22.3 years (18 – 26 years). 

2.2   Apparatus 

The experiment was performed in a simulated combat vehicle, CV90. The simulator 
was built on a Moog 6DOF200E motion platform, and the simulation was delivered 
and controlled by an FOI custom-made simulation engine (HiFi Engine). The out of 
the window view was presented on a 37’’ plasma screen. 
Visual threat cueing was presented with both a HUD (Head-Up Display) and a HDD 
(Head-Down Display) (Fig. 1).  

The HUD consisted of green dynamic arrows overlaid on the left or right side of 
the central simulated out of the window view. The dynamics of the arrows included a 
pulsing flow, with speed decreased by reduced angular distance to the threat. When 
the threat was within sight in the window, the arrows disappeared and a vertical line 
appeared for alignment to the threat. The HDD below the out of the window view 
showed a top view of the vehicle, with horizontal threat position indicated by a 15º 
wide wedge-shaped indicator. The HDD display was always oriented in the direction 
of the vehicle, thus the pointer rotated dynamically while turning the vehicle (Fig 1).  

Tactile threat cueing and waypoint navigation was presented by a torso belt with 
twelve tactors (approximate frequency 120 Hz) positioned on clock positions (i.e. 
each tactor covered 30° of the horizontal dimension at 0°, 30°, 60°, 90° etc.). The 
tactors were individually activated, and only one tactor was activated simultaneously. 
Two easily distinguishable tactile patterns were used, for tactile threat cueing and 
navigation information respectively. The tactile pattern for the navigation task was 
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Fig. 1. Simulated out of the window view, with visual head-up display with arrow, indicating 
threat to the left and below head-down display showing threat position to the rear left of the 
own vehicle 

continuously presented (on: 100 ms, off: 100 ms etc.) during driving until a threat 
appeared. The tactile pattern for threats was presented at threat cueing onsets (on: 
90ms, off: 70ms, on: 100ms, off: 20ms, on: 100ms, off: 120ms etc.). 

3D audio threat cueing was generated by an external soundcard and presented 
through headphones with a closed circumaural design. A LaserBIRD II headtracker 
was used to compensate for head movements in the 3D audio presentation. 

Questionnaires with 7-point rating scales were used to assess mental workload; ef-
fort of receiving threat information; effort of receiving navigation information; if the 
navigation task interfered with threat handling; effort of performing the combined 
task of driving and handling the threat task; effort of driving; and perception of threat 
position in the different phases of the task (1 = very low, 7 = very high). The phases 
were at threat cueing onset (initial), when aligning the vehicle with the threat (mid-
dle), and when pushing the trigger button (final).  

2.3   Experimental Design, Stimuli, and Procedure 

The experiment had a within-subjects design with four display modes for threat cue-
ing: visual+3D audio, tactile+3D audio, tactile-only, and multimodal (visual, tactile 
and 3D audio combined) and threat presentation in three sectors: front, back, and side. 
Waypoint navigation was given by the tactile display in all four display configura-
tions (Table 1). 

Table 1. Display configurations for waypoint and threat indication 

Waypoint indication Threat indication 
Tactile Visual + 3D audio 
Tactile Tactile + 3D audio 
Tactile Tactile-only 
Tactile Multimodal (visual+tactile+3D audio) 
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The participant’s task was to maneuver the combat vehicle along a route, following 
waypoints indicated by a tactile pattern, and respond as quickly as possible when a 
threat was indicated. When the threat was perceived as being located straight ahead of 
the vehicle (indicated with a line in the visual display, vibrations in the front centre of 
the torso, or 3D audio sound positioned in the front of the vehicle) a trigger button 
was to be pushed. The threats were not visible, but textual feedback was given in the 
form of “hit” or “miss” overlaid on the simulated out of the window view. A hit was 
defined as vehicle heading aligned within ±10º from the threat direction. Each threat 
presentation was limited to the duration of 20 seconds or was terminated by the trig-
ger button response. After the threat presentation was terminated the tactile navigation 
pattern was activated again. When the vibration pattern was on the side of the torso 
this indicated a new driving direction, and the participant should then turn the combat 
vehicle to get the vibration aligned with the centre of the torso. The simulated envi-
ronment contained mainly open fields and some forests. The waypoints were placed 
in the terrain, thus it was not possible to follow roads.  

The threats were presented in sectors relative to vehicle heading: at the front (0º 
±40º but excluding the central ±10º), the sides (90º ±40º and 270º ±40º), and the back 
(180º ±40º). Direction of threat presentation was independent of vehicle orientation. 

Localization error (LE) was defined as the absolute value in degrees of angular de-
viation of vehicle heading from threat direction when the trigger button was pushed. 
Response time (RT) was defined as elapsed time in ms from threat cueing onset to 
having turned the vehicle by 10°.  

Each participant was exposed to four blocks of trials, one for each of the four  
display configurations. Each block consisted of 24 threat presentations, 8 randomly 
distributed in each of the 3 sectors (front, back, sides). The presentation order was 
balanced over participants. 

First the background questionnaire was answered and a training session was per-
formed with eight threat presentations for each display configuration. Then the four 
experimental blocks were performed, with one questionnaire after each block, and 
finally a summarizing questionnaire. The participants were told to turn the vehicle 
towards the displayed threat position and push the trigger button as fast as possible, 
and to perform the navigation task as accurately as possible. 

3   Results 

Performance data was analyzed with analysis of variance (ANOVA) with a 4 × 3 
repeated measures factorial design (4 displays × 3 threat sectors).  Subjective ratings 
of perception of threat position was analyzed with ANOVA with a 4 × 3 repeated 
measures factorial design (4 displays × 3 threat phases). The other subjective ratings 
were analyzed with ANOVA for a one-way repeated measures design (4 display con-
figurations). Tukey HSD was used for all post-hoc testing.  

Response Time (RT). The ANOVA showed a significant main effect of display  
configuration F(3, 33) = 9.41, p < .0005, and of sector, F(2, 22) = 9.41, p < .005, and 
a tendency of interaction effect of display configuration by sector, F(6, 66) = 1.88, p = 
.097 (Fig. 2). 
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Fig. 2. Response time (RT) for the four display modalities for front, back, and side sector 

Post hoc testing showed that the main effect of display was due to significantly 
longer RTs with tactile-only compared to the other display configurations (ps < .001). 
The main effect of sector was due to significantly longer RT in the front sector com-
pared to the other sectors. The reason for the tendency of interaction effect was that 
the difference between the tactile-only and the other displays was largest in the front 
sector (ps < .01). 

Localization error (LE). The ANOVA showed a significant main effect of display 
configuration F(3, 33) = 63.2, p < .0001, and a significant main effect of sector F(2, 
22) = 3.6, p < .05. 

Post hoc testing showed that the main effect of display was due to significantly lar-
ger LEs for both the tactile+3D audio (7.4 ±0.4) (Mean ±SE) and tactile-only (6.7 
±0.5) compared to both the visual+3D audio (2.3 ±0.3) and multimodal (2.4 ±0.3) 
displays. Post hoc testing also showed that the main effect of sector was due to small, 
but significantly higher LEs for threat cueing onsets presented in the side (5.1 ±0.4) 
compared to the back (4.4 ±0.2) (p < .05), but not compared to the front sector (4.6 
±0.2) (p > .05). 
 
Perception of threat position. The ANOVA showed a significant main effect of 
display configuration, F(3, 33) = 3.08, p < .05, a significant main effect of threat 
phase, F(2, 22) = 9.96, p < .001, and a significant interaction effect of display con-
figuration by threat phase, F(6, 66) = 3.18, p < .01 (Fig. 3).  

Post hoc testing of the interaction effect showed that in the initial phase the ratings 
of the multimodal were significantly higher compared to the visual+3D audio display 
(p < .05) and a tendency of higher ratings compared to the tactile-only display 
(p = .08). In the middle phase the ratings of the multimodal display were only signifi-
cantly higher compared to the tactile-only configuration (p < .01). In the final phase  
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Fig. 3. Ratings of perceived threat position for the four display configuration at threat cueing 
onset (initial), when aligning the vehicle with the threat (middle), and when pushing the trigger 
button (final) (ratings made after simulation) 

the ratings of the multimodal display were significantly higher compared to the  
tactile-only display (p < .01), and a tendency of higher ratings compared to the tac-
tile+3D audio display (p = .08).  

The main effect of display was due to overall higher ratings of the multimodal dis-
play compared to the tactile-only display (p < .05). The main effect of threat phase 
was due to overall lower ratings in the final threat phase. 

Mental workload. The ANOVA showed no significant effect of display configuration, 
F(3, 33) = 2.2, p > .05). All means were on an intermediate level: visual (3.5 ±0.5) 
(Mean ±SE), tactile+3D (4.1 ±0.5), tactile-only (4.4 ±0.5), and multimodal (3.3 ±0.5). 

Effort of threat information. The ANOVA showed no significant effect of display 
configuration, F(3, 33) = 0.1, p > .05). All means were low: visual (2.1 ±0.5), tac-
tile+3D audio (2.0 ±0.3), tactile-only (1.9 ±0.4), and multimodal (2.2 ±0.4). 

Effort of navigation information. The ANOVA showed a significant effect of dis-
play configuration, F(3, 33) = 2.9, p < .05). However, post hoc testing did not identify 
any significant differences between the displays, and all means were low: visual (1.1 
±0.1), tactile+3D audio (1.6 ±0.3), tactile-only (1.3 ±0.2), and multimodal (1.1 ±0.1). 

Interference of navigation information. The ANOVA showed no significant effect 
of display configuration, F(3, 33) = 1.8, p > .05). All means were low: visual (2.3 
±0.4), tactile+3D audio (2.5 ±0.4), tactile-only (2.5 ±0.5), and multimodal (1.9 ±0.3). 

Effort of combined tasks. The ANOVA showed no significant effect of display  
configuration, F(3, 33) = 1.4, p > .05). All means were rather low: visual (2.8 ±0.4), 
tactile+3D audio (3.2 ±0.5), tactile-only (2.7 ±0.3), and multimodal (2.6 ±0.4). 
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Effort of driving task. The ANOVA showed no significant effect of display configu-
ration, F(3, 33) = 1.1, p > .05). All means were low: visual (1.5 ±SE), tactile+3D 
audio (2.2 ±0.4), tactile-only (1.8 ±0.3), and multimodal (1.6 ±0.2). 

4   Discussion 

The visual+3D audio threat cueing display configuration provided high precision and 
short response time. Since previous experiments [e.g. 4] have shown low precision 
with the 3D audio display, this indicates the importance of vision for precision tasks. 
Perceived threat position was however rated lower in the initial threat phase, during 
threat cueing onsets, compared to the multimodal display. This indicates the advan-
tage of combining visual displays with tactile information for initial threat cueing. 

The tactile threat cueing display configurations provided lower precision than the 
other displays. The tactile-only display provided longer RT than the other display 
configurations. That the tactile display+3D audio led to shorter RT, in level with  
the other display configurations, indicates the alerting value of the 3D audio sound. 
The longer RT with the tactile-only display in the front sector is probably due to inter-
ference with the tactile navigation task. The reason is most likely that at threat cueing 
onsets the participants were driving according to the navigation information, and thus 
received navigation information on the frontal tactors. Consequently, when the pattern 
changed to threat indication, there was a delay of about 400 ms before the participants 
noticed the change (compared to the other display configurations). According to the 
subjective ratings, the participants did not recognize this as a problem. This delay was 
remedied when tactile threat cueing was combined with 3D audio.  

The multimodal threat cueing display provided high precision, short response time, 
and good perception of threat position in all three threat phases. That is, for all meas-
ures it was comparable, or better, than the best of the other displays. It is important 
that the rated mental workload of the multimodal display was only on an intermediate 
level, and not higher compared to the other displays.  

The small but significant difference between the back and side sector for localiza-
tion error was probably due to chance. A possibility is however that threat cueing 
onsets to the side of the vehicle triggered a more distinct initial turning, and thus a 
somewhat less careful final alignment with the threat. 

According to the subjective ratings the participants did not find the presentation of 
navigation information as effortful, nor did they experience it as effortful to perform 
the combined task of navigating and handling threats, and they did not experience that 
the navigation information interfered with the threat handling. Threat cueing perform-
ance was at approximately the same level as in previous experiments without a tactile 
navigation task [4, 5]. Thus, the tactile navigation task did not seem to negatively 
affect threat cueing performance, except for a small impairment with the unimodal 
tactile-only display where threat cueing onsets could occur at the same position as the 
navigation information. Even if this impairment was only indicated by a tendency of 
an interaction effect, the post hoc test was significant. Although this effect was not 
formally identified by the analyses, we find it important to report this indication, since 
a delay of action in the order of 400 ms in a combat vehicle may be decisive. On the 
other hand, this problem is unlikely to occur in a real combat vehicle, since the sound 
alert for threat cueing will probably never be excluded.  
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The main conclusions of this study are, firstly, that the multimodal display with 
visual, tactile, and 3D audio displays combined can overcome display specific limita-
tions and thus provide enhanced performance, which is in line with previous studies 
[4, 5]. Secondly, if coded correctly tactile information may be presented for both 
navigation and threat cueing.  
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Abstract. In this paper, we describe the influence of vibratory adaptation on vi-
bration perception and its correction method. Vibration strength after change 
depends on the vibration frequency before change even if the vibration fre-
quency itself does not change. We found that the higher the vibration frequency 
before change, the weaker the perceived vibration strength. To correct this per-
ception gap, the frequency before change is fed back to the KI model that ex-
presses the vibratory adaptation. We performed a simulation to show that output 
of the KI model is able to express changes in vibration caused by adaptation. 

Keywords: Vibration, Adaptation, Sense of touch. 

1   Introduction 

Recent studies have focused on conveying information through the sense of touch, 
including vibrations, and tactile impressions. As an example, a system that conveys 
road-departure warnings and proximity warnings to drivers by steering wheel vibra-
tions has already been put to practical use in cars.  

Much information is displayed in a visual manner, but it is necessary to consider the 
user’s line of sight and how disruptive it might be to, for example, driving car. In the 
case of information presented through audible sounds, the information is conveyed not 
only to the user, but also individuals located in the vicinity of the user, which might be 
undesirable for the given application.   Information conveyed through vibrations does 
not have these drawbacks. Therefore, research has been conducted on a number of top-
ics regarding the presentation of information through touch, such as [1][2][3]. 

In this paper, we present a vibration alert interface (VAI) that consists of multiple vi-
bration frequencies. Conventional devices using vibration convey only one bit of infor-
mation to indicate danger based on an on/off control of the vibration motor. The VAI 
aims to convey analog-like information by using changes in the vibration frequency; 
however, such changes in vibration are not always perceived due to human adaptation, 
which poses a problem for VAI applications. More specifically, even if the vibration 
frequency is the same, user perception changed based on vibratory adaptation.  

In addition to this introductory section, this paper is organized as follows:  
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Section 2 describes our experimental results regarding changes in vibration percep-
tion due to adaptation; Section 3 explains the KI model and our proposed correction 
method for the change in vibration perception induced by adaptation; in Section 4,  
we confirm through simulation that the KI model is able to express the vibratory  
adaptation and is effective in correcting the perception gap; and we conclude our 
paper and discuss future work in Section 5. 

2   Change in Vibration Perception Induced by Adaptation 

The VAI is a device that conveys information to users by using vibrations. Users 
recognize such information as proximity or danger from the VAI by perceiving the 
vibration strength, frequency, and pattern; however, a user’s vibration perception 
changes due to disturbance [4][5][6]. Therefore, it is necessary to consider this distur-
bance in designing the VAI to keep the vibration perception of the user constant. For 
this, we conducted experiments to examine the change in vibration perception in-
duced by vibratory adaptation in the form of disturbance. 

2.1   Experimental Setup 

For our experiments, we used magnitude estimation as an approach. Magnitude esti-
mation is a scaling method used in psychophysics to evaluate a subject’s perception of 
stimulus intensity. Our experimental method was as follows: 

1. Subjects grasp the VAI vibrating at 110 Hz and are informed that the stimulus has 
a magnitude of 10. 

2. The VAI is vibrated at frequencies 70, 90, 110, 130, or 150 Hz. The frequencies 
are randomly selected. Vibration at each of these frequencies lasts for 5 sec. These 
frequencies are labeled as frequency before change. 

3. The frequency of VAI change. Subjects reported their perceived vibration strength 
relative to the standard strength of 10 after the change in frequency. These fre-
quencies are labeled as frequency after change. 

This experiment examined the change in vibration perception after the frequency 
change as a function of the vibration frequency before change. In this experiment, the 
vibration device shown in Fig. 1(a) was used as the VAI. The diameter and length of the 
vibration device are 4 cm and 10 cm, respectively; a vibration motor was mounted in-
side the device. The test involved 13 subjects, both males and females, with an average 
age of 24.5 years. Subjects wore eye masks and heard white noise with headphones 
during the experiment to ensure they were focused solely on their tactile senses.  

2.2   Experimental Results 

We examined the difference of vibration perception after change that is caused by the 
frequency before change by changing the frequency to each of the possible values 
noted above. The correlation coefficient between the frequency before change and the 
reported vibration perception after frequency change was calculated. On average, 5 
correlation coefficients for 11 out of 13 subjects had a negative value. Moreover, all 
correlation coefficients for 10 of the 13 subjects were negative. A negative correlation 
coefficient means that the vibration perception became weak; this occurred when  
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Fig. 1. Experimental setup and environment. (a)  The VAI used in the experiment. (b) Experi-
mental environment A vibration motor is mounted inside the vibration device.  
 
the frequency after change was high, even if the vibration frequency after change was 
the same. On the other hand, a positive correlation coefficient means that the lower 
the frequency before change, the stronger is the vibration strength perceived by the 
subjects. The correlation coefficients and experimental results of all subjects are 
shown in Table 1 and Fig. 2. 

Table 1. Correlation coefficients between perception after change and the frequency before 
change. 

Frequency after change Correlation coefficient
70 -0.93 
90 -0.94 

110 -0.99 
130 -0.98 
150 -0.97 

 

Fig. 2. Change in perceived vibration strength caused by vibration before change 
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Perceived vibration strength after change was induced by vibration before change, 
even if the vibratio frequency after change was the same. Subjectts perceived strength 
10 when the frequency changed to 110 Hz, from 150 Hz, while subjects perceived 
strength 12 when the frequency changed to 110 Hz, from 70 Hz. 

All correlation coefficients were close to 1.0; however, it was cleary shown that 
subjects perceived vibration s much more prominently when the frequency before 
change was low. In Fig. 2, the x-axis represents the frequency before change and the 
y-axis represents the perceived vibration strength after change. The slope of lines 
consistently point downward and this also shows how the perceived vibration strength 
changes with the frequency before the change. 

3   KI Model 

3.1   Configuration of Arrayed Neurons 

In section 2 above, we described our experimental results in which the vibratory adapta-
tion changed the perception of vibration. To convey correct information to a user, the 
perception gap due to adaptation has to be eliminated. Therefore, we propose incorpo-
rating a feedback mechanism for frequency before change into the vibratory adaptation 
model, as shown in Fig. 3. We chose the KI model as the adaptation model [7]. 

Fig. 4 shows a schematic configuration of arrayed neuron of the KI model. The KI 
model consists of excitatory and inhibitory neurons complement one another. An 
excitatory neuron generates a positive impulse and an inhibitory neuron generates 
negative impulse. Each receptor is connected with an excitatory and an inhibitory 
neuron. The two neurons are combined to form a 2nd-order neuron. When a signal 
input is applied to a receptor, both the neurons generate a nerve impulse and informa-
tion is captured by the 2nd-order neuron.  

3.2   Formulation 

A single pulse generated by each of the excitatory and inhibitory neuron is given as 
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Fig. 3. Correcting the perception gap due to adaptation; the frequency before change is fed back 
and the VAI vibrates at the corrected frequency as calculated by the KI model 
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Fig. 4. Configuration of arrayed neurons for KI model and an equivalent circuit 

where + and – correspond to the excitatory and inhibitory neurons, respectively, 

2/0Q   shows pulsed current at x = 0, R is the resistance, α is the diffusion speed, 

and 2/ αβ is the attenuation speed. These pulses are accumulated and given at the 

2nd-order neuron as 
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where τ is the firing time  difference between the excitatory and inhibitory neu-
rons, and T is the pulse interval form the sensory receptor.     

4   Simulation Using KI Model 

To calculate the correction frequency using KI model, the KI model needs to express 
the change in vibration perception caused by vibration before change. If the KI model 
expresses the vibratory adaptation, the correction frequency is calculated using the 
frequency before change. 

We conducted a simulation using KI model to examine the adaptation effect in this 
KI model. In this simulation, the vibration frequency was input into a sensory recep-
tor, and the output was accumulated at the 2nd-order neuron. This output is taken as 
the perceived vibration strength. The input frequency changed at the 5-second mark. 
Our simulation results are shown in Fig.5.   
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(d) 130 (c) 110 

(b) 90 Hz(a) 70 Hz 

(e) 150 
 

Fig. 5. Simulation using the KI model of the change in vibration strength due to the frequency 
before change. The vertical axis represents the perceived vibration strength after change. The 

frequency of 70-150 Hz changed to one frequency at the 5-second mark. The vibration strength 
after the change was changed due to the frequency before change, although the frequency after 

change was the same. Parameters:
 ,30.0,58.0 == −+ αα  ,05.1/ 2 =++ αβ  52.0/ 2 =−− αβ .
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Fig. 6. A comparison of simulation results with experimental results; black lines represent 
simulation results, whereas gray lines represent experimental results from Fig. 2 

 

Fig. 7. Correction frequency calculated by the vibration strength and the frequency before 
change. When the frequency before change is 70 Hz and the VAI wants user to perceive the 
vibration strength 12, the correction frequency become 110 Hz.  

Fig. 5(a) shows that the vibration perception for different values of frequency  
before change when the frequency after change was 70 Hz. Naturally, the vibration 
strength before change was different because the frequency before change was differ-
ent; however, the vibration strength after change was different even though the  
frequency after change was the same. This is owing to the influence of adaptation, 
which was also confirmed for other frequencies, as shown in Fig. 5(b)-(e). 

Fig. 6 shows a comparison of the simulation results with our experimental results. 
The slopes of the simulation results point downward similar to our experimental re-
sults. Further, the KI model seems to express the adaptation effect, because both sets 
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of results are close to one another. From this simulation, we found that the KI model 
was able to express the change in vibration perception caused by adaptation. 

Using the KI model, we can calculate the correction frequency to eliminate the 
change in vibration perception due to the adaptation effect because the KI model was 
able to express the change in vibration perception caused by adaptation. The vertical 
axis and the horizontal axis from Fig. 6 change to the frequency after change and 
vibration strength, respectively, we obtain Fig. 7. Fig. 7 shows the correction fre-
quency calculated by the vibration strength and the frequency before change. There-
fore, the KI model can calculate the correction frequency by input the vibration 
strength that the VAI wants to convey and the frequency before change. 

5   Conclusion 

In this paper, we examined the change in vibration perception by adaptation. We 
found that vibration perception after change was changed by the frequency before 
change when the vibration frequency changes. Moreover, owing to the adaptation 
effect, the higher the vibration frequency before change, the weaker the perceived 
vibration strength. To correct this effect of adaptation, we proposed a correction 
method that feeds back the frequency before change to the KI model. We trust that the 
KI model is able to successfully calculate the correction frequency, because through 
simulation the KI model successfully expressed the change in vibration perception 
caused by adaptation. In our future work, we ascertain the effectiveness of this feed-
back correction by using the KI model in correction experiments. 
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Abstract. At present, designing controllers considering the physical aspect, 
such as a user’s muscle load or range of movement, and the cognitive aspect, 
such as easy handling or simple functions, has become a basic requirement, and 
many products have satisfied these aspects. Thus, conversely describing, 
because it is difficult to find differences among products using these aspects for 
customers, manufacturers are seeking ways to effectively appeal to users in the 
psychological aspect. A touch sense is expected to produce new interaction that 
meets our psychological satisfaction beyond visual and auditory senses. In this 
study, aiming at producing the reality effectively in user–system interaction, we 
examine the applicability of controllers with warm and cold sensation that 
match users’ images of a change in system conditions. In particular, 1) we  
examine if there is a relationship between the cold or warm sensation that users 
feel at their fingertips and an image of changes in system conditions, and 2) we 
examine if a slider-type controller with warm and cold sensations helps a user’s 
finger to slide correctly and naturally. Furthermore, on the basis of the results  
of this study, we propose some concepts for applying a touch sense to actual 
situations. 

Keywords: Touch sense, Warm and cold sensations, System conditions. 

1   Introduction 

In an overwhelming majority of user–system interaction, controllers that use hands as 
a modality to input information from a user to a system are adopted. Human hands are 
good at detail work and have a fine touch sense [1]-[4]. With advancing technologies, 
many controllers, from conventional handles and levers to the latest mice and touch 
pads, have appeared, and much ergonomic design has been applied to them. At pre-
sent, designing controllers considering the physical aspect, such as a user’s muscle 
load or range of movement, and the cognitive aspect, such as easy handling or simple 
functions, has become a basic requirement, and many products have satisfied these 
aspects. Thus, conversely describing, because it is difficult to find differences among 
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products that use these aspects for customers, manufacturers are seeking ways to 
effectively appeal to users in the psychological aspect. 

Regarding user–system interaction, it is well known that information is input from 
a system to a user via eyes or ears and that from a user to a system via hands or legs. 
However, Gibson [5][6] found that touching an object with hands could produce 
complex and rich information; hence, hands are a very useful modality that enable a 
user to obtain information from and provide information to a system simultaneously. 
Moreover, Norman [7] referred to the importance of embedding “reality” in designing 
a tool, and Katz [8] suggested that a touch sense with hands could give a more im-
pressive reality to a user than the other senses. Therefore, a touch sense is expected to 
produce new interaction that meets our psychological satisfaction beyond visual and 
auditory senses. 

In an experimental study to examine the possibility of using controllers with im-
pressive reality, Nakanishi, et al. [9] found that users could recognize roughness or 
smoothness of the surface of a simple switch by just pushing it with their index finger, 
and that there were relationships that users shared between some of the images of 
system conditions and the roughness or smoothness that users felt when touching the 
surface of switches. (For example, users commonly thought of “start up” by the 
switch with a smooth surface and “stop” by that with a rough surface.) Furthermore, 
Nakanishi, et al. [10] carried out an experiment in which users experienced the remote 
controller of an air conditioner to which the above findings were applied, and ob-
tained the results that attaching roughness and smoothness to the surface of individual 
buttons on the controller so that each matched the users’ images made them feel more 
comfortable and relieved. 

In this study, focusing on two additional viewpoints, we explore the application of 
a touch sense to controllers. The first point focuses on the warm and cold sensations 
felt at the fingertips and examines the applicability of the sensation to controllers. The 
second point focuses on active finger movement as applied to recent mobile phones, 
and in particular, examines finger slide in controlling system conditions. This study 
aims at producing the reality effectively in user–system interaction, and examines the 
applicability of controllers with warm and cold sensations that match users’ images of 
a change in system conditions. In particular, 1) we examine if there is a relationship 
between the cold or warm sensation that users feel at their fingertips and an image of 
changes in system conditions and 2) we clarify if a slider-type controller with warm 
and cold sensations helps a user’s finger to slide correctly and naturally.  

2   First Experiment 

In the first experiment, we tried to clarify whether there is a common image on a 
change in system conditions that occurred when users felt a warm or cold sensation at 
their fingertip while it was sliding on the controller.  

2.1   Method 

Experimental apparatus. We prepared an oblong panel composed of three pieces of 
thermo modules (Peltier devices) covered with an aluminum plate on which a user’s 
finger slid (Fig. 1). A piece of thermo module uses the Peltier effect, which states that 



472 M. Nakanishi and S. Yamamoto 

heat transfers from one side to another when a 
current is made to flow at two junctures and 
that it is possible to absorb and radiate heat by 
changing the current direction. Each part of 
the oblong panel was designed to be warmer 
or cooler than the normal temperature by con-
necting each of the three modules to one or 
more dry batteries. The room temperature was 
adjusted to 25–26°C, so that the temperature 
of the panel surface was normally 25–26°C 
without passing a current.  

In order that a subject sliding a finger on 
the oblong panel could feel a gradual change 

in temperature, different numbers of dry batteries were connected to each module. 
Table 1 shows six patterns of the temperature change. For example, when a subject 
slid a finger left to right on the oblong panel of pattern I-iii, he could feel a gradual 
temperature change, from cold to warm. The surface temperatures in Table 1 were 
measured using a surface thermometer (905-T2, manufactured by Testo). 

 
Experimental task. The subjects positioned their index 
finger on the right or left side of the panel and slid it 
toward the opposite side (Fig. 2). They performed the 
task using the six patterns shown in Table 1 in two  
manners: left to right and right to left. To eliminate the 
order effect, the 12 experimental conditions were tested  
randomly. 

After performing the tasks under each experimental 
condition, they answered questions about the relation-
ship between the feeling of temperature change at their 
fingertip and the image of change in system conditions 
in the following manner. Twenty pairs of words repre-
senting system conditions, which were composed on the 
basis of our previous study [9] (Table 2), were presented to them, and they selected 
the side of a pair word that corresponded more to the temperature change they experi-
enced at their fingertip. For example, when they slid their finger left to right on the  
 

Slide

Fig. 2. Sliding the index 
finger on the thermo modules 

Fig. 1. Oblong panel composed of 
three pieces of thermo modules (Peltier 
devices) 

Table 1. Six patterns of arrangement of thermo modules 

Left Center Right

Pattern I-i Low -> Normal 13 19 25

Pattern I-ii Normal -> High 26 37 48

Pattern I-iii Low -> High 19 27 37

Pattern II-i High -> Normal 48 36 25

Pattern II-ii High -> Normal 25 19 15

Pattern II-iii Low -> Normal 37 26 18

Increase
in temperature

Decrease
in temperature

Surface temperature (°C)
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panel of pattern I-iii and 
evaluated the experience on 
the image of a system  
condition of “For-
ward/Backward,” if they 
felt that the experience 
matched with the image of 
“Backward,” they selected 
it; however, if they felt that 
the experience matched 
with the image of “For-
ward,” they selected it. 
While answering each pair 
word, they were allowed to 
repeatedly experience the 
temperature  change  in   the  
panel under an experimental condition. 
 
Subject. The subjects included 16 students aging 22 to 26. We obtained the informed 
consent of all participants. 

2.2   Results  

Fig. 3 shows the answers given for the pair words “Open/Close.” The results indicate 
that most of the subjects thought of the image “Open” from the pattern of a tempera-
ture rise and the image “Close” from that of a temperature fall. However, we cannot 
find significant characteristics in the pattern where the temperature changed from 
high to normal or low to normal. Table 3 summarizes all results including the  
answers to the other pair words. In this table, the proportion that a left word was 

selected was represented with a nega-
tive value, and the proportion that a 
right word was selected was repre-
sented with a positive value. If the 
bias was symmetrical and the propor-
tion was over 80%, an asterisk  
was placed in the right row. As this 
table shows, the images of system 
conditions represented by all  
pair words except “Stable/Instable” 
and “Sharp/Blunt” were related to the 
temperature change. Moreover, it 
was confirmed that for a temperature 
change from high to normal or low to 
normal, it was difficult to create an 
image.  

 

Table 2. Pair words representing system conditions 

Forward/Backward Near/Far

Up/Down Stable/Instable

Large/Small Sharp/Blunt

Fast/Slow Light/Dark

Long/Short Soft/Hard

High/Low True/False

Heavy/Light Play/Pause

Open/Close Start/Stop

Right/Left On/Off

Front/Back Increase/Decrease

Fig. 3. Proportion of the answers given to the 
pair word “Open/Close” 
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Table 3. Proportion of the answers given to all pair words 

 

3   Second Experiment 

Next, we examined if the slider-type controller with warm and cold sensations that 
was designed on the basis of the results of the first experiment helped a user’s correct 
and intuitive operation.  

3.1   Method 

Experimental apparatus. We prepared a mimic slide-type controller composed of 
five pieces of thermo modules (Peltier devices) covered with an aluminum plate. The 
number of dry batteries connected to each module and the direction of each current 
were fixed, as shown in Fig. 4, to set the temperature of each module to as shown in 
Fig. 5, so that a subject who slid a finger on the controller felt a temperature change 
(increase or decrease) from one side to another. 
 
Experimental task. The subjects were given various words that indicated a change in 
system conditions (Table 4). They were asked to consider the given words as an  
 

 
 
 

 

2 batteries 1 battery 1 battery 2 batteries

Fig. 4. Number of dry batteries connected to  
each module and the direction of each current 

   Fig. 5. Temperature of each module 
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Table 4. Words meaning change in system conditions 

Up A little up A little down Down

Increase A little increase A little decrease Decrease

Open A little Open A little Close Close

Light A little light A little dark Dark

High A little high A little low Low

Large A little large A little small Small

Strong A little strong A little weak Weak

Forward A little forward A little backward Backward  
 
 
operation purpose and to operate the slider-type controller. These words were com-
posed of eight types of system conditions and four grades for each type, which were 
selected from the pair words used in the first experiment. The subjects positioned 
their index finger on the center of the slider-type controller and slid it to the position 
of a temperature that they thought matched the image of the given word; that is, the 
operation purpose. For example, when they were given the operation purpose “A little 
open,” they slid their finger from the center toward the right or left, feeling warm or 
cold, and stopped at the position they thought matched the image of the operation 
purpose. The subjects performed the task 64 times, with each of the above operation 
purposes, using two types of controllers, in which the temperature increased from left 
to right or decreased from left to right. To eliminate the order effect, the operation 
purposes and the types of controllers were given to the subjects randomly. After each 
trial, we recorded the position where their finger stopped. 
 
Subject: The subjects included 21 students aging 22 to 26. We obtained the informed 
consent of all participants. 

3.2   Results  

Fig. 6 shows the correlation be-
tween four grades of operation 
purposes concerning “Open/Close” 
and the temperature at which the 
subjects’ finger stopped. From the 
results of the one-way ANOVA, we 
found a significant effect of the 
grades of the operation purposes on 
the temperature at which they 
stopped their finger (F = 32.45, p 
< .05). This means that for the 
operation purpose “Open,” their 
finger intuitively moved toward the 
direction of high temperature and 
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Fig. 6. Correlation between four grades of the opera-
tion purposes concerning “Open/Close” and the 
temperature at which the subjects’ finger stopped 
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for the operation purpose “Close,” their finger intuitively moved toward the direction 
of low temperature. Only one subject showed the opposite reaction; thus, it was a 
common characteristic among the subjects. Moreover, the correlation coefficient 0.73 
suggests that their finger stopped corresponding to the degree of the temperature. 
However, because the length of the finger movement was relative to the change in 
temperature in this experiment, it was understood that the correspondence of the de-
gree between the system condition and the temperature described above was caused 
by both factors. Table 5 shows the correlation between the other operation purposes 
and the temperatures at which the subjects’ finger stopped. The results indicated that 
the subjects’ finger slid in common directions according to the increase or decrease in 
the temperature when they were given each operation purpose concerning the eight 
images of changing system conditions. 

Table 5. Correlation between four grades of the operation purposes and the temperature at 
which the subjects’ finger stopped 

F-value *<.05

Up A little up A little down Down 77.55 *

Increase A little increase A little decrease Decrease 67.13 *

Open A little Open A little Close Close 32.45 *

Light A little light A little dark Dark 42.74 *

High A little high A little low Low 28.89 *

Large A little large A little small Small 100.37 *

Strong A little strong A little weak Weak 39.43 *

Forward A little forward A little backward Backward 34.4 *  

4   Application 

This study’s results suggest the applicability of the controller using warm and cold 
sensations to the following situations as more impressive user interfaces. First, we can 
transfer the application to controllers in a car. Although the drivers have to pay atten-
tion to the outside environment for safety, it is also necessary to operate the air condi-
tioner, the audio, and the navigation in order to enjoy driving. A touch sense can be 
effectively applied to user interfaces that are difficult to pay attention to while operat-
ing the vehicle. For example, if warm and cold sensations is applied to the slider-type 
interface to control the volume of the audio, it might provide drivers with a more 
intuitive and enjoyable experience in the car. Second, it will be effective to use a 
touch sense for user interfaces to operate some functions of machines in industrial 
fields. In general, touch panels are installed in some of the latest industrial machines 
for setting the amount of work or patterns of processes. However, in the industrial 
fields, the work environment is often much different from that in offices, in terms of 
lighting and noise. In such cases, if workers can control the amount of work or pat-
terns of processes by using a touch panel with warm and cold sensations that match 
their intuition, human error can be reduced and relief and comfort can be enhanced. 
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5   Conclusion 

In this study, aiming to effectively apply a touch sense to controllers in human–
system interaction, we examined the usefulness of applying warm and cold sensations 
that matched users’ intuition to a slider-type interface in order to control system  
conditions. The results suggested the following ideas. First, 18 types of images con-
cerning system conditions were related to warm and cold sensations common to users. 
Second, when users operated a slider-type controller with operation purposes such as 
“Open/Close” and “Up/Down,” a warm or cold sensation navigated their finger in the 
direction that matched the operation purpose.  

Furthermore, on the basis of the above results, we propose to apply warm and cold 
sensations to interfaces in private cars or industrial fields, in order to give users or 
workers a more error-free, comfortable, and enjoyable experience. While the hard-
ware technologies related to a touch sense are progressing, it is important to explore 
how such technologies should be utilized to satisfy users’ psychological aspects. This 
study focused on matching users’ intuitive images, and obtained the basic data that 
can be useful to realize users’ intrinsic comfort and satisfaction. 
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Abstract. We clarified whether temporal changes in information processing  
exist by comparing real and apparent motion conditions when tactile moving 
perception was given. We used magnetoencephalography (MEG), which has a 
high temporal resolution, to capture the dynamic changes in brain information 
processing. As a result, it was revealed that temporal transition through several 
cortexes was shown in which initial information processing occurred in the 
somatosensory cortex, followed by MT/V5, and then the activity was transmit-
ted to motor-related areas when tactile moving stimuli were given. 

Keywords: Magnetoencephalography, Tactile, Apparent motion, Real motion, 
Perception of speed, Somatosensory, Motor cortex, MT/V5. 

1   Introduction 

Recently, a study associated with tactile interface to present information at the skin 
surface has been conducted [1]. When characters are presented via tactile interface, a 
technique using moving stimuli is more effective than static presentation. By applying 
such a technique, apparent motion, a type of tactile illusion normally known as visual 
illusion, has been used [2]. Apparent motion is perceived as if a stimulus is continu-
ally moving from the initial location toward the subsequent location on the skin  
surface by presenting several stimuli at a certain temporal and spatial distribution [3]. 
Tactile apparent motion can be presented perception of different speed when stimulus 
duration and inter-stimulus onset interval (ISOI) are optimally changed [4]. Tactile 
apparent motion stimuli can generate perception of speed, which offers rich informa-
tion representing emergency and priority of information via tactile moving stimuli [4]. 
For the development of tactile interface in the future, it is necessary to research the 
fundamental mechanisms of information processing associated with perception of 
tactile apparent motion in the brain [5] along with the psychological study to clarify 
tactile apparent motion. 
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It has been under debates how is tactile information obtained on the skin surface 
processed in the brain. It is well known by previous studies that the activation occurs 
in the somatosensory area, corresponding to the location of stimulus presentation in 
the body when tactile stimuli were presented [6]. Moreover, it has been shown that 
the area MT/V5, which is related to visual motion perception, was activated when 
tactile real motion stimuli were presented to the skin surface [7]. A recent study of 
brain activity generated by tactile apparent motion stimuli applied to the fingertips 
showed activation not only in the somatosensory area but also in the motor area only 
when subjects perceived apparent motion stimuli compared with the simultaneous 
presentation of stimuli [8]. Although tactile apparent motion is given by a set of dis-
crete single stimuli, perception of motion is obtained. Motion perception provided by 
tactile apparent motion implied the possibility of higher level information processing 
such that discretely given tactile stimuli were transferred and constructed into con-
tinuous moving perception. We expected that the area MT/V5 is activated not only 
when real moving stimuli were presented but also when the stimuli consisting of tac-
tile apparent motion are presented. It has not been clarified how the perception of 
speed provided by tactile apparent motion stimuli was processed in the brain by now. 
We expected that this research is clarified any changes in information processing time 
in related areas of the brain when the tactile apparent motion conditions are given 
different velocity which included an element of time. We clarified whether or not 
temporal changes in information processing exist by comparing real and apparent 
motion conditions when tactile moving perception was given. 

2   Methods 

2.1   Subjects 

A total of 13 healthy college students (age range: 20-23 years; right-handed) partici-
pated in the experiments. 11 participated in both apparent motion experiment and real 
motion experiment and 2 participated in only apparent motion experiment. 

2.2   Tactile Stimuli Presentation Device 

Tactile apparent motion was generated by air-jet. The equipment for presenting tactile 
apparent motions consisted of an air compressor, a precision regulator, an electro 
pneumatic regulator, and an electro-magnetic valve, each of which was connected 
serially to produce air-jet from the nozzle. Tactile real motion was presented at the 
skin surface by moving a wooden pin. The equipment for presenting tactile moving 
stimuli consisted of similar elements used for tactile apparent motions except for a 
wooden pin which was moved by compressed air generated via the nozzles (Fig. 1). 
The nozzle’s internal diameter using the tactile apparent motion stimuli presentation 
device was 1.0 mm. The movable pin’s diameter using the real moving tactile stimuli 
presentation device was 2 mm. 

2.3   Stimulated Area 

Subjects were seated with their right hand fixed on a table under which nozzles were 
located. A set of the stimulus condition of tactile apparent motion was given to the 
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Fig. 1. Real moving tactile stimuli presentation device 

subject’s right index finger. The first stimulus was given between the distal interpha-
langeal (DIP) and metacarpal phalangeal (MP) joints, whereas the second stimulus 
was given between the proximal interphalangeal (PIP) and DIP joints. The distance 
between nozzles was 30 mm, and the interval between the nozzle and the skin was 5.0 
mm (Fig. 2(a)). For the stimulus condition of real tactile motion, the stimulus started 
between the DIP and MP joints and moved 30 mm forward to the location at the mid-
dle point between the DIP and PIP joints (Fig. 2(b)). 

 
                                     (a)                                (b) 

     

Fig. 2. (a) Tactile apparent motion stimulated area, (b) Real moving tactile stimulated area 

2.4   Stimulation Paradigm 

For the stimulus condition of tactile apparent motion, three levels of velocity percep-
tion were provided by changing duration and ISOI, that is, 50 ms of duration and 30 
ms of ISOI for high-speed condition, 100ms of duration and 70ms of ISOI for middle-
speed condition, and 200 ms of duration and 150 ms of ISOI for low-speed condition. 
A total of 60 stimuli for each stimulus condition were randomly presented. All trials 
were completed in approximately 11 minutes.  

For the stimulus condition of real tactile motion, 60 trials were presented. All trials 
were completed in approximately 6 minutes. 

2.5   Data Analysis 

We used MEG due to its high temporal resolution for capturing dynamic changes  
in information processing in the brain. MEG data were recorded by a whole-head 
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multi-channel DC-squid neuromagnetometer. Data were filtered on-line with a band-
pass filter of 0.03-100 Hz and digitized at a sampling rate of 400 Hz. The signal was 
averaged off-line with epochs ranging from -500 to 1000 ms. Trigger signals for 
opening electromagnetic valves were used for the initial tactile stimulus as well as 
time onset for averaging the MEG signals for the stimulus condition of apparent mo-
tion. For the stimulus condition of real motion, the signal for moving the pin was 
obtained by an optical sensor. The signal was also used as a trigger signal. Averaged 
data were bandpass filtered between 1 and 30 Hz. Baseline was set to the averaged 
MEG signal using between -500 and -300 ms. From this averaged MEG data, root 
mean square (RMS) data were obtained to evaluate the intensity and latency of activa-
tion in related areas of the brain. Equivalent current dipoles (ECDs) were used to 
clarify the transition of information processing involving tactile motion stimuli. 

3   Results 

Figure 3 shows typical changes in the RMS values of MEG responses in three differ-
ent regions of the brain for the high-speed condition of tactile apparent motion (sub-
ject G). Peak activities were observed at the left somatosensory area (LS) at 90.0 ms, 
left motor area (LM) at 382.5 ms, and left area MT/V5 (LMT) at 247.5 ms. 
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Fig. 3. RMS values of MEG responses in three different regions of the brain for the high-speed 
condition of tactile apparent motion (subject G). Gray blocks under the waveforms show the 
duration from stimulus onset.  

Figure 4 shows typical changes in the RMS values of MEG responses in three dif-
ferent regions of the brain for the tactile real motion condition (subject G). Peak ac-
tivities were observed at the LS at 32.5 ms, LM at 287.5 ms, and LMT at 237.5 ms. 

Figure 5 shows the estimated sources of MEG responses when tactile motion per-
ception was given (subject G, high-speed condition for tactile apparent motion). Each 
figure is superimposed on magnetic resonance images. When tactile motion percep-
tion was given, the sources of MEG responses were estimated at the LS at 85.0 - 92.5 
ms (Fig. 7 (a)) and at the LM at 360.0 - 387.5 ms (Fig. 7 (b)). 
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Fig. 4. RMS values of MEG responses in three different regions of the brain for the tactile real 
motion condition (subject G). Gray blocks under the waveforms show the duration from stimu-
lus onset. 

                     (a) 

 
                 (b) 

 

Fig. 5. Estimated sources of MEG responses with tactile motion perception (subject G, high-
speed condition for tactile apparent motion). (a) LS (85.0 - 92.5 ms from the onset of the first 
stimulus presentation), (b) LM (360.0 – 387.5 ms from the onset of the first stimulus presenta-
tion). Acceptance criteria for ECD localization include (i) > 90% of goodness of fit, (ii) < 
10000 mm3 of confidence volume, (iii) and dipole moments significantly lasted at least 10 ms. 

4   Discussion 

4.1   Somatosensory Area 

Previous studies observing brain activity when a single tactile stimulus was presented 
demonstrated activation of the contralateral primary somatosensory area at 20 - 60 ms 
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following stimulus onset [8]. In the present results, the contralateral somatosensory 
area was activated when tactile apparent motion stimuli and real motion stimuli were 
given, which was in consistent with a previous study. 

4.2   Motor Area 

Activation in the motor area was previously demonstrated when tactile apparent mo-
tion stimuli was given, suggesting that the motor area might function for high-order 
tactile motion perception [8]. Furthermore, the premotor area was reported to be 
strongly associated with the dorsolateral prefrontal cortex, which is responsible for 
“attention” and “memory” [9]. Hence, it was supposed that subjects attended to the 
stimuli, evoked sense of stroking stimuli from their essential memory and perceived 
tactile motion. 

4.3   Area MT/V5 

The area MT/V5 is reported to process not only information regarding visual real 
motion but also apparent motion [10]. In the present study, the area MT/V5 was acti-
vated not only by tactile real motion stimuli but also by tactile apparent motion stim-
uli. Presently, results showing recruitment of visual areas in a supposedly tactile task 
are open to an alternative interpretation in terms of visual imagery (e.g., activation in 
the area MT/V5 may be evoked by visually imagining movement, rather than being 
specifically associated with the processing of tactile motion) [7]. We assumed that the 
area MT/V5 was activated because many subjects visually interpreted a set of tactile 
stimuli as a movement. Additionally, a previous study of brain activity with tactile 
single stimuli demonstrated no activation in the area MT/V5 [7]. We consider that the 
activation of the area MT/V5 with tactile stimuli is one supporting evidence that sub-
jects perceived and constructed the motion of stimuli. 
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Fig. 6. Mean peak amplitude with standard deviations in the left area MT/V5 in each condition. 
The different significance levels of the paired, one-tailed t test are shown with **: p < 0.01. 

** : p < 0.01 
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4.4   Comparisons of the Peak Amplitude between Conditions of Tactile 
Apparent Motion and Tactile Real Motion 

As shown in Fig. 6, the mean peak amplitude in the real motion condition was signifi-
cantly (p < 0.01) higher than that in all other conditions for tactile apparent motion in 
the left area MT/V5.  

Comparing the tactile real motion condition with all the conditions of tactile appar-
ent motion, the peak amplitude in the tactile real motion condition was significantly 
higher than that in all the conditions of tactile apparent motion in the left area MT/V5. 
A previous study of brain activity involving visual perception using visual apparent 
motion stimuli and visual real motion stimuli in which various distances of stimulus 
locations were changed, demonstrated that the peak amplitude of real motion stimuli 
was higher than that of apparent motion stimuli [11]. Moreover, significant differ-
ences in the peak amplitudes in the left area MT/V5 between conditions were  
observed because subjects could visualize movement easier than that of the tactile 
apparent motion stimuli. 

4.5   Changes in the Mean Time Intervals from the Peak in the Left 
Somatosensory Area to the Peak in the Left Area MT/V5 with Changes in 
the Perceived Velocity Generated by a Set of Stimuli 

As shown in Fig. 7, the mean time intervals from the peak latency in the left somato-
sensory area to the peak latency in the left area MT/V5 between all conditions showed 
a significant difference (p < 0.01). In the tactile apparent motion condition, as per-
ceived speed generated by the stimuli became higher, the mean time intervals from the 
peak latency in the left somatosensory area to that in the left area MT/V5 became 
shorter. The duration generated by the condition for tactile real motion stimuli was 
approximately 20 ms higher than that generated by the high-speed condition for tactile 
apparent motion. This demonstrated that the mean time interval obtained by the real 
motion condition was much shorter than that obtained by the high-speed condition. 

Kawakami et al. [12] showed that the peak latency of the area MT/V5 became 
shorter when perceived velocity generated by the visual stimuli became higher. In the 
present study, as perceived velocity generated by the tactile stimuli became higher, 
the mean time intervals from the peak time in the left somatosensory area to that in 
the left area MT/V5 became shorter (Fig. 7). It was considered that the duration to 
transmit information from the left somatosensory area to the left area MT/V5 became 
shorter as perceived velocity generated by the tactile stimuli became higher. In our 
experimental conditions, the duration of stimuli application became longer as per-
ceived speed generated by the stimuli became lower. Thus, a time lag occurred from 
the receipt of sensory information generated by tactile stimuli in the somatosensory 
area to the start of information processing in the other related areas by changing the 
duration of stimulus presentation. Unfortunately in our experimental conditions, the 
perceived velocity generated by the stimuli was proportional to the time intervals 
from the peak in the somatosensory area to the peak in the area MT/V5. This was 
because the tactile apparent motion was an illusion phenomenon so that the perceived 
velocity given by tactile apparent motion could not be evaluated quantitatively. How-
ever, further implementation of devices associated with variable velocity changes in 
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real pin movement would clarify such proportional relationships. There was also a 
possibility of a different relationship between the perceived velocity and the time 
intervals from the peak in the somatosensory area to the peak in the area MT/V5 when 
the tactile apparent motion stimuli are compared with the real moving tactile stimuli. 
It would be a future challenge to control the condition of the experiment using tactile 
apparent motion stimuli and real moving tactile stimuli such that both stimuli generate 
identical magnitudes of perceived velocity. 
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Fig. 7. Mean time intervals from the peak latency in the left somatosensory area to the peak 
latency in the left area MT/V5 in each condition and standard deviations. Paired, one-tailed t 
test; **: p < 0.01. 

4.6   Information Processing for Tactile Motion Perception 

Figure 8 shows the time chart of brain information processing for the tactile apparent 
motion stimuli of three velocity conditions as well as the condition of real moving 
tactile stimuli. 

As shown in Fig. 8, the time intervals between the duration from stimulus onset 
and the peak latency of the motor area were relatively constant, even though the type 
of motion was different. In the tactile apparent motion stimuli, the subjects started to 
perceive stimulus movement after the second stimulus was given. In the real moving 
tactile stimuli, the subjects perceived stimulus movement once the stimulus was 
started. Therefore, there may be a constant time interval from realizing the existence 
of stimulus movement to processing, in a supplemental manner, a high-order tactile 
motion perception in the motor area.  

Inter-cortical information processing for constructing tactile motion perception  
can be summarized as follows. The somatosensory area initially processes sensory 
information given by tactile stimuli. Then, when continuous or “semi-continuous” 
sets of stimuli, as represented by apparent motion, are received, the high-order visual  
 

**:p < 0.01 
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area MT/V5 processes the visual images of tactual perception of motion. Furthermore, 
the time interval between the peaks of the somatosensory cortex and at the motor 
cortex suggested that the motor area processed information to supplement a high-
order tactile motion perception and to evoke sense of stroking stimuli assisted by 
memory. 
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Fig. 8. Information processing for tactile motion perception. White inverted triangles indicate 
the activation time of the LS. Gray inverted triangles denote the activation time of the LM. 
Black inverted triangles represents the activation time of the LMT. Gray blocks under the time 
chart show the duration from stimulus onset in each condition. St1 denotes the first stimulus of 
the tactile apparent motion, St2 indicates the second stimulus, and St represents the tactile real 
motion stimulus. 

5   Conclusion 

The results associated with dipole moment locations revealed that the contralateral 
motor area was activated when tactile motion perception was given, consistent with a 
previous study [8]. The high-order visual area MT/V5 was activated by not only tac-
tile real motion stimuli but also tactile apparent motion stimuli. When tactile motion 
perception was given, sensory information generated by the tactile stimuli was  
transmitted to the area MT/V5 and then to the motor area after completing the initial 
processing in the somatosensory area. As perceived velocity generated by the tactile 
stimuli became lower, a time lag was apparent from the receipt of sensory information 
generated by tactile stimuli in the somatosensory area to the start of information  
processing in the other related areas. 
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Abstract. Intuitive gestures are very effective for interactions. Pointing gesture 
with a finger would be used for interactions like pie menu selection. It has been 
researched as to the appropriate numbers of menu items being displayed in a pie 
menu. However, no research has been made for the case where menus are se-
lected by using gestures. We will experiment in order to examine the ability of 
pointing gesture (selection ability) in the 3-dimensional space. The experiment 
was conducted in order to find out the test subjects’ selection ability of pointing 
gesture. By combining the obtained resolution abilities of pointing gesture at 
the 2-dimentional surface of Pitch and Yaw, it is suggested that the selection 
ability of selection behavior in the 3-dimentional space is 22 areas. 

Keywords: Gesture, Selection Ability, Menu, Pie menu. 

1   Introduction 

Intuitive gestures are very effective for interactions. In recent years, the researches on 
interactions, which operate various products and services such as music players and 
TV by using gestures, are being actively conducted.  

It is difficult for computers to recognize the intentions of users from their natural 
gestures. Although it is relatively easy for computers to recognize standard gestures 
like sign language (commands), users need educations and trainings to be able to use 
them. Both have merits and demerits. Generally speaking, gestures are very effective 
for interactions if the use is limited to interactions like making selections from the 
displayed menu[1]. 

However, as the case now stands, there is no coherence between gestures and the 
allocations of interactions, and each application and service makes its own alloca-
tions. Products and services have become diversified and multifunctional, and there 
are more functions and interactions which need to be allocated to gestures, thereby the 
allocation has become difficult. 

Therefore, pointing gesture with a finger would be used for interactions like menu 
selection. It is possible to select with simple gesture even when there are many menu 
items. In addition, pointing gesture is intuitive, thus users need no special education 
or training. 
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Pie menu is a kind of GUI menus. It displays menu items in a radial fashion center-
ing on the mouse pointer. Users select a menu item by the direction to which they 
move the mouse pointer. Pie menu can be selected by the angles. It is suitable for 
interactions using pointing gesture. 

It has been researched as to the appropriate numbers of menu items being dis-
played in a pie menu. However, no research has been made for the case where menus 
are selected by using gestures. In order to find it out, it is necessary to know human 
ability of pointing properly. Therefore, we will experiment in order to examine the 
ability of pointing gesture (selection ability) in the 3-dimensional space. 

2   Related Research 

Miyamoto et al. have discussed how they should allocate menu items to the extended 
pie menu[2]. They examined how the selection accuracy varied depending on the 
sizes and locations of each area within the pie menu so that they could discuss the 
most appropriate area pattern of the pie menu. 

Saeki et al. have attempted to examine the selection ability of pointing gesture in 
the 3-dimentional space[3]. The experiment was conducted without posing restric-
tions on the arm joints of the test subjects, which allowed the free movements.  
Because each test subject had different pointing gestures, they were not able to con-
duct statistical analysis effectively.  

Therefore, we thought it was necessary to examine the range of motion and the  
arthresthesia of joints of shoulder, elbows, wrists and fingers separately. 

3   Experiment 1 

The experiment was conducted in order to find out the test subjects’ selection ability 
of pointing gesture. With their forearms fixed horizontally, the selection ability for 
Pitch (vertical) direction was obtained. The selection ability for Yaw (horizontal) 
direction was obtained for the each obtained selection ability for Pitch (Fig.1.). 

 

Fig. 1. Pointing Gesture by the finger(Left: Pitch, Right: Yaw) 
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3.1   The Experiment to Obtain the Selection Ability for Pitch 

The below restrictions were added to the vision and arm joints of the test subjects  

1. Visual feedback was eliminated. 
2. The joints of arms and fingers, which were except for wrists, were fixed. (Fig.2.). 
3. The joints of wrists were fixed in a way to prevent adduction and abduction. 

Pointing gesture in this research is by using the wrist and finger joints. In order to 
separate pointing gestures into Pitch (vertical direction) and Yaw (horizontal direc-
tion), the condition (2) was added. With the forearm fixed, the hemisphere centering 
on the direction from the elbow to the wrist was considered. The test subjects were 
instructed to point at the center of a certain area, which was a part of the partitioned 
hemisphere. The accuracy of their pointing gestures was examined. 

In order to obtain the pointing angles of the test subjects, 3D sensor module 
(TDS01V[4]) was attached on top of their index finger. TDS01V is a sensor equipped 
with a triaxial acceleration speed sensor and a triaxial geomagnetic sensor. 

The test subjects were 18 males and females who were in early twenties and right-
handed. All of them had normal wrists joints. It was defined that one trial consisted of 
the test subjects pointing at the center of an area as instructed one time. It was defined 
that one set consisted (135 trials) of one trial for each 2 to 16 partitioned areas of 
Pitch. Two sets were completed in the experiment. The order of the trials was random 
within one set. Each set had different order. The experiment took approximately 60 
minutes. 

 

Fig. 2. The joints of arms and fingers were fixed 

Evaluation Method. The results of measuring the pointing angles of the gestures 
were analyzed. The pointing angles in one particular area of all the test subjects were 
nearly normal distribution. We let the average pointing angle in a particular area be μ 
and its standard variation be σ, assuming that they were able to point with the accu-
racy of approximately 68.3% if μ±σ was within the area. they were able to point with 
the accuracy of approximately 95.5% if μ±2σ was within the area. they were able to 
point with the accuracy of approximately 99.7% if μ±3σ was within the area. 

Because the wrists have a range of motion, it is not possible to point at outside the 
range. In the case of Pitch, the area above the center is outside the range of motion. It 
was necessary to evaluate by excluding such area. 
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Results. The results of pointing for Pitch are shown in Table 1. From Table 1, it is 
possible to obtain the selection ability of pointing gesture at the 2-dimentional sur-
face. The column of μ±σ of Table 1 shows whether μ±σ from the distribution of the 
pointing angles were within a particular area. If so, it indicates that it was possible to 
properly point with that accuracy. It is same for the column of  μ±2σ and that of 
μ±3σ. check cell means possible to point, while blank cell means impossible to point 
properly. 

Table 1. The accuracy of pointing gesture for Pitch 

Number of 
partitions Area No. 

Central angle 
(degrees) μ±σ μ±2σ μ±3σ 

1 (Up) -45.0     
2 

2 (Bottom) 45.0     
1 -60.0     
2 0.0     3 
3 60.0     
1 -67.5     
2 -22.5     
3 22.5     4 

4 67.5     
1 -72.0     
2 -36.0     
3 0.0     

4 36.0     
5 

5 72.0     

 
As to μ±3σ, it was possible to properly point at the area 2, which were parts of the 

three-partitioned area. As to μ±2σ, it was possible to properly point at the area 2 and 3 
which were parts of the three-partitioned area. As to μ±σ, it was possible to properly 
point at the area 3, 4 and 5, which were parts of the five-partitioned area. 
 
Discussion. In one trial of pointing gesture, deviation was developed between the 
actual angle of pointing gesture and the angle which was meant to be. The scatter 
diagram of the deviations shows the tendency that the actual angles deviated from the 
correct angles toward the center (toward the front). It was indicated that there was a 
certain tendency of deviation between the correct angles and the actual pointing an-
gles. By doing a regression analysis, corrected values were obtained based on the 
regression expression. The corrected angle y of  Pitch is Eq. 1. 

y = -0.195x + 9.948 (1) 

The accuracy of pointing after the correction is shown in Table 2. As a result of the 
correction, the selection ability for Pitch was not improved at to μ±σ. It was found out 
possible to properly point at the area 3 (the central angle 0 degree), the area 4 (-36 
degrees) and the area 5 (-72 degrees) out of the five-partitioned area of Pitch. 
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Table 2. The accuracy of pointing gesture for Pitch after the correction 

Number of 
partitions Area No. 

Central angle 
(degrees) μ±σ μ±2σ μ±3σ 

1  -45.0     
2 

2  45.0     
1 -60.0     
2 0.0     3 
3 60.0     
1 -67.5     
2 -22.5     
3 22.5     4 

4 67.5     
1 -72.0     
2 -36.0     
3 0.0     

4 36.0     
5 

5 72.0     

Table 3. The accuracy of pointing gesture for Yaw (0 degrees) after the correction 

Number of 
partitions Area No. 

Central angle 
(degrees) μ±σ μ±2σ μ±3σ 

1 (Left) -45.0     
2 

2 (Right) 45.0     

1 -60.0     

2 0.0     3 

3 60.0     

1 -67.5     

2 -22.5     

3 22.5     
4 

4 67.5     

1 -72.0     

2 -36.0     

3 0.0     
4 36.0     

5 

5 72.0     

3.2   The Experiment to Obtain the Selection Ability for Yaw 

It was experimented in order to obtain the selection ability for Yaw at the area of 3 
and 4 out of the five-partitioned area of Pitch. As to the area 5, it was not experi-
mented since the range of motion of wrists was extremely small.  
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The experiment was conducted under each condition where the movable surface of 
the wrists was fixed at 0 (horizontal) and  -36 degrees. The experiment conditions and 
evaluation method were same as Pitch in the experiment 1. 
 
Results. There was a tendency that the pointing angles uniformly deviated toward the 
same direction. Table 3 and Table 4 show that the accuracy of pointing which was 
obtained by using corrected data. 

From Table 3, as to μ±3σ, it was possible to properly point at the area 1, which 
were parts of the two-partitioned area. As to μ±2σ, it was possible to properly point  
at the area 1 and 2, which were parts of the two-partitioned area. As to μ±σ, it was 
possible to properly point at the area 1, 2, 3 and 4, which were parts of the four-
partitioned area. 

Table 4. The accuracy of pointing gesture for Yaw (-36 degrees) after the correction 

Number of 
partitions Area No. 

Central angle 
(degrees) μ±σ μ±2σ μ±3σ 

1  -45.0     
2 

2  45.0     

1 -60.0     

2 0.0     3 

3 60.0     

1 -67.5     

2 -22.5     

3 22.5     
4 

4 67.5     

1 -72.0     

2 -36.0     

3 0.0     

4 36.0     

5 

5 72.0     

 
From Table 4, as to μ±3σ, it was possible to properly point at the area 1 and 2, 

which were parts of the two-partitioned area. As to μ±2σ, it was possible to properly 
point at the area 1 and 2, which were parts of the three-partitioned area. As to μ±σ, it 
was possible to properly point at the area 1, 2, 3 and 4, which were parts of the five-
partitioned area. 

3.3   Discussion 

In one trial of pointing gesture, deviation was developed between the actual angle of 
pointing gesture and the angle which was meant to be. The analysis was made based 
on the idea that non-overlapping of adjacent areas meant that they were able to point 
properly, rather than obtaining the selection ability based on whether they were able 
to point at where they intended. 
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Fig. 3. Histogram of pointing gesture for Pitch of five-partitioned area 

Figure 3 is the histogram of the results of partitioning the area into five toward the 
Yaw direction and at 0 degree of Pitch direction (horizontal surface). It is suggested 
that they can properly point more areas than four partitions. It is necessary to experi-
ment while considering the analysis methods. 

4   Experiment 2 

It was experimented by removing the condition 3 of the experiment 1 and adding the 
adduction and abduction of wrists to the experiment 1. The experiment conditions and 
evaluation method were same as experiment 1. The experimental order was same as 
the experiment 1. The test subjects were 20 males and females who were in early 
twenties and right-handed. All of them had normal wrists joints. 

4.1   The Experiment to Obtain the Selection Ability for Pitch 

As the experiment 1, there was a tendency that the pointing angles uniformly deviated 
toward the same direction. By doing a regression analysis, corrected values were 
obtained based on the regression expression. Table 5 show the accuracy obtained by 
using the corrected data. 
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Table 5. The accuracy of pointing gesture for Pitch after the correction 

Number of 
partitions Area No. 

Central angle 
(degrees) μ±σ μ±2σ μ±3σ 

1  -45.0     
2 

2  45.0     

1 -60.0     

2 0.0     3 

3 60.0     

1 -67.5     

2 -22.5     

3 22.5     
4 

4 67.5     

1 -72.0     

2 -36.0     

3 0.0     

4 36.0     

5 

5 72.0     

Table 6. The accuracy of pointing gesture for Yaw after the correction 

Number of 
partitions 

Area 
No. 

Central angle 
(degrees) 

-72deg 
μ±σ 

-36deg 
μ±σ 

0deg 
μ±σ 

36deg 
μ±σ 

72deg 
μ±σ 

1 -45.0       
2 

2  45.0       

1 -60.0       
2 0.0       3 

3 60.0       

1 -67.5       

2 -22.5       

3 22.5       
4 

4 67.5       

1 -72.0       
2 -36.0       

3 0.0       

4 36.0       
5 

5 72.0       
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As to μ±σ, it was possible to properly point at the area 1, 2, 3, 4 and 5, which were 
parts of the five-partitioned area. 

4.2   The Experiment to Obtain the Selection Ability for Yaw 

It was possible to point properly up to five-partitioning of Pitch. It was experimented 
to examine the selection ability for Yaw as to the entire areas of five partitions of 
Pitch. The experiment was conducted under each condition where the movable sur-
face of the wrists was fixed at -72, -36, 0 (horizontal), 36 and 72 degrees. 
 
Results. The corrected measured values are shown in Table 6. 

Discussion. It is the areas on the extreme left and the extreme right out of the entire 
area that showed a significant deviation of the observed values. It was found out that 
they became able to point properly at some areas after the correction. However, as to 
the extreme left of Yaw in the area 2 and area 3 in the five partitions of Pitch, they 
remained unable to point properly. It may be necessary to add other restrictions to 
pointing gesture. 

5   Conclusion 

In the experiment 1, they pointed with wrists joints under the condition where the arm 
joints were fixed and adduction and abduction of the wrists were restricted. By  
combining the obtained resolution abilities of pointing gesture at the 2-dimentional 
surface of Pitch and Yaw, it is suggested that the selection ability of selection behav-
ior in the 3-dimentional space is 9 areas.  The details of the 9 areas are the area 3, 4 
and 5 out of five partitions of Pitch. The selection ability for Yaw in the area 3 of the 
five partitions of Pitch was four areas. The selection ability for Yaw in the area 4 of 
the five partitions of Pitch was four areas. The selection ability for Yaw in the area 5 
of the five partitions of Pitch was one area. Combining those results indicates that the 
selection ability of selection behavior in the 3-dimentional space is 9 areas.  

The experiment 2 was conducted by adding adduction and abduction of the wrists 
to the experiment 1. By combining the obtained resolution abilities of pointing gesture 
at the 2-dimentional surface of Pitch and Yaw, it is suggested that the selection ability 
of selection behavior in the 3-dimentional space is 22 areas. 

6   Future Work 

Since the selection ability obtained from the results had the added restrictions, they are 
not the true selection ability of free pointing gesture. As it is obvious from the results 
of this research report, the selection ability is improved as the degree of freedom of 
joints increases. It is necessary to experiment by changing the experimental conditions 
in the future to obtain selection ability of pointing gesture with more freedom. 

In addition, the experiment methods used in this research were meant to obtain the 
3-dimentional selection ability by combining those at 2-dimentional surface. It is 
necessary to further examine by using pointing gestures in the 3-dimentional space. 
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Abstract. This study focuses on sheet switches, which are among the most 
common user interfaces in electrical appliances, and explores the comfort level 
required by elderly users. Touching a switch is a common action in our daily 
lives; however, little research has been performed on this action. In particular, 
we were unable to find any reports on the comfort elderly users experience 
upon touching a sheet switch. Thus, electrical-appliance designers have no 
well-prepared reference data when designing new products. As a consequence, 
elderly users experience discomfort when using new appliances. Our goal is to 
construct a guideline for designing comfortable sheet switches for elderly users. 
In this study, as the first step toward achieving this goal, we attempt to clarify 
the physical parameters of sheet-switch features that contribute toward ease of 
use and comfort.  

Keywords: Sheet switches, Electrical appliances, Elderly users, EMG, Comfort. 

1   Introduction 

One of the most famous research institutes in Japan, the Mitsubishi Research Institute 
(MRI), predicts that in 2030, the Japanese market of electrical appliances for the eld-
erly will have expanded to one and a half times of that in 2010 [1]. Such electrical 
appliances have already been labeled as “mature products,” and their focus is shifting 
from functions and performance to user comfort. Thus, designing user interfaces  
for such appliances by considering the physical, cognitive, and psychological charac-
teristics of the elderly is becoming increasingly important for market growth in the 
near future. 

At present, the user interfaces of commonly used electrical appliances such as  
rice cookers, washing machines, and microwave ovens are generally control panels 
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consisting of few switches. In particular, switches covered with plastic sheets, “sheet 
switches,” are included in most recently designed products. Sheet switches have the 
advantage of flexibility in tactile and haptic design; therefore, they are expected to be 
applied to more products in the future. Our study focuses on such sheet switches, 
which are among the most common user interfaces of electrical appliances, and ex-
plores the comfort required by elderly users. 

Little research has been performed on actions as common as touching a switch; 
in particular, we were unable to find any specific report on user comfort for the 
elderly when touching sheet switches. Thus, electrical-appliance designers face a 
challenge when designing new products because of the lack of well-prepared refer-
ence data. As a consequence, elderly users experience discomfort when using new 
appliances. 

The Research Institute of Human Engineering for Quality Life (HQL) in Japan re-
vealed that older users tend to push hard keys more strongly than younger users [2]. 
Although hard keys are no longer used in recently designed household products, this 
data suggests that a difference in practice exists between older and younger users 
when performing such simple actions, leading to the anticipation that a “comfortable” 
sheet switch may vary in application between these two groups. Our goal is to con-
struct a guideline for designing comfortable sheet switches for the elderly. In this 
study, as the first step toward this goal, we attempt to clarify the physical parameters 
of sheet-switch features that contribute toward ease of use and comfort.  

2   Experiment 

2.1   Participants 

Six healthy men and women 73 to 81 years old, and five healthy men and women 21 
to 23 years old participated in the experiment, representing older and younger users, 
respectively. Both groups operated commonly used electrical appliances, such as rice 
cookers, washing machines, and microwave ovens, each day of the study.  

2.2   Experimental Parameters 

The following three parameters were expected to be related to comfort when touching 
the sheet switch: 

(1) Size: defined as the diameter of the sheet switch (unit: mm).  
(2) Depth: defined as the length from the top of the switch to the reaction point (unit: 

mm). 
(3) Reaction force: defined as the force needed to complete a switch touch without 

plastic sheet (unit: N).  

Three different levels were assigned to each of the above parameters and 27 types of 
sheet switches were designed as model switches for the experiment. The levels as-
signed to each parameter are summarized in Table 1. Each model switch was installed 
on an aluminum base as shown in Fig. 1.  
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2.3   Experimental Task  

The participants operated each of the 27 model switches in the vertical and horizontal 
manner as shown in Figs. 2 and 3, respectively. 

To examine vertical touch, users were instructed to approach the model switch in 
the same manner as they would when using a rice cooker in their usual daily lives. 
Similarly, a microwave oven was employed to examine horizontal touch. The model 
switches representing vertical touch were tested first and those representing horizontal 
touch were tested next. The order of testing trials was randomized to eliminate order 
effects.  

2.4   Experimental Environment 

In normal practice, electrical appliances such as a rice cockers and microwave  
ovens are operated from a standing position. However, considering that the partici-
pants included the elderly who required more than one hour to complete the testing 
trials, we prepared the experimental environment such that the tasks could be per-
formed from a sitting position. According to some electrical-appliance manufacturers, 

Fig. 1. Model switches       Fig. 2. Vertical touch      Fig. 3. Horizontal touch 

Table 1. Levels assigned to each parameter of model switches 

[1] [2] [3] [4] [5] [6] [7] [8] [9]

Size[mm] 28.0 28.0 28.0 28.0 28.0 28.0 28.0 28.0 28.0

Depth[mm] 0.4 0.9 1.5 0.5 0.8 1.4 0.5 1.0 1.5

Reaction force[N] 1.1 1.0 1.1 1.7 1.7 1.6 2.5 2.5 2.6

[10] [11] [12] [13] [14] [15] [16] [17] [18]

Size[mm] 18.0 18.0 18.0 18.0 18.0 18.0 18.0 18.0 18.0

Depth[mm] 0.4 0.9 1.4 0.5 1.0 1.5 0.5 1.0 1.5

Reaction force[N] 1.2 1.1 1.0 1.7 1.7 1.7 2.6 2.5 2.6

[19] [20] [21] [22] [23] [24] [25] [26] [27]

Size[mm] 8.0 8.0 8.0 8.0 8.0 8.0 8.0 8.0 8.0

Depth[mm] 0.5 1.0 1.5 0.5 1.0 1.5 0.5 0.9 1.5

Reaction force[N] 1.1 1.0 1.1 1.7 1.7 1.7 2.5 2.6 2.5
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rice cockers and microwave ovens are designed considering the assumption that the 
appliance is placed at a height of approximately 100 cm from the ground, which is 
indeed a common practice in many homes. Thus, considering that the height of users’ 
arms change by approximately 30 cm between standing and sitting positions, the 
model switches were placed 70 cm above the ground.  

2.5   Data 

The participants evaluated the comfort they experienced upon touching each model 
switch by assigning scores ranging from −2 to +2. An answer such as “between +1 
and +2” was allowed and recorded as a score of +1.5.  

 
In addition, electromyography (EMG) was performed on the muscles in their fore-

arms and hands to determine the physical characteristics in touch comfort and  
discomfort. Based on our pilot study, the lumbrical muscles of the hand (Fig. 4), the 
flexor carpi ulnaris (FCU) muscles (Fig. 5), and the flexor carpi radialis (FCR) mus-
cles (Fig. 6), which remarkably reacted when the sheet switch was touched, were 
selected as the measured points. To eliminate individual errors and environmental 
effects, reference data parameters were set prior to the testing trials in the following 
manner: A digital force gauge indicating the level of force in real time was set at the 
same height as the model switches, and the participants pressed it with a force of 10 N 
for 2 s in each vertical and horizontal touch test. The EMG data measured on each of 
the three points were then used as the 
reference data. Moreover, the instant when 
their fingers touched a model switch was 
recorded using a digital video camera.  

2.6   Experimental Systems 

In this experiment, we used an EMG re-
cord system (MP150/EMG100C, 
BIOPAC Systems, Inc.), a digital force 
gauge (FPG-5, NIDEC-SHIMPO COR-
PORATION), and a digital video camera 
(EX-FC100, CASIO).  

 
 

Fig. 4. Lumbrical muscles Fig. 5. Flexor carpi ulnaris 
muscles 

Fig. 6. Flexor carpi radialis 
muscles 

Lumbr ica l mus cle s

FCU mus cle s

FCR mus cle s

Fig. 7. Example of EMG data 
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3   Analysis 

3.1   EMG Data 

The interval for analysis was set as the time duration from the instant a finger touched 
the top of the switch to the instant it was withdrawn. Fig. 7 shows an example of the 
EMG data of each muscle. We calculated the root mean square (RMS) of the EMG 
data and used the RMS ratio as a measure of muscle activity: RMS ratio = (RMS of 
trial data)/(RMS of reference data). 

3.2   Subjective Scores 

The actual scores assigned by the participants were used as subjective scores.  

4   Experimental Results 

4.1   Results of Vertical Touch Testing 

Subjective Evaluation. To examine the degree of comfort elderly users experienced 
upon touching model switches with different features, we focused on the average 
score calculated for each switch. Fig. 8 compares the results of the older and younger 
groups. The figures on each chart show the average scores of each combination of 
depth and reaction force with diameters 8, 18, and 28 mm. The results indicate that 
the 8-mm model switch was adjudged uncomfortable by both groups, almost regard-
less of other parameters. The 18- and 28-mm model switches were adjudged comfort-
able on average by both groups. However, the model switches that were assigned 
remarkably high scores were different for both groups. The younger group preferred 
switches with small depth and reaction force, whereas the older group preferred 
switches with small reaction force but large depth. 

In other words, the younger group experienced comfort when they merely 
touched soft-feeling switches; whereas, the older group experienced comfort when 
they touched switches that produced a small “clicking” feel but required deep  
pushing.  

Muscle Activity. To examine the characteristics of muscle activity when partici-
pants of the older group touched each switch, we focused on the relationship  
between the activity level of each muscle and subjective scores. Figs. 9, 10, and 11 
show the results of the lumbrical, FCU, and FCR muscles, respectively, so that both 
groups can be compared. In these charts, the levels of the three parameters are 
added to the plots corresponding to each model switch. The results indicate that the 
RMS ratio representing the activity level in the FCU and FCR muscles was higher 
in the younger group than in the older group; however, the RMS ratio in the lumbri-
cal muscles was higher in the older group than in the younger group. This implies 
that the older group tended to predominately use hand muscles, whereas the 
younger group tended to predominately use forearm muscles. Moreover, the 
younger group tended to assign high scores when the activity level of forearm  
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  Fig. 8. Average subjective scores assigned by both groups for each model switch in vertical 
  touch testing 

Fig. 9. Relationship between subjective scores 
and RMS ratio of lumbrical muscles in vertical 
touch testing 

Fig. 10. Relationship between subjective 
scores and RMS ratio of FCU muscles in 
vertical touch testing 
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muscles was smaller, although there is no 
significant correlation between the activ-
ity level of muscles and subjective 
scores. 

4.2   Results of Horizontal Touch 
Testing 

Subjective Evaluation. We analyzed the 
average score assigned to each model 
switch in horizontal touch testing in a 
manner similar to that in vertical touch 
testing. Fig. 12 compares the results of 
both groups, who rated the 8-mm model 
switch as uncomfortable, regardless of 
other parameters. Moreover, both groups 
deemed the 18- and 28-mm model 
switches as comfortable on average. How-
ever, the features of each group that  

were adjudged comfortable showed a 
discrepancy. The younger group tended  
to prefer model switches with compara-
tively small depth and favored model 
switches with considerable reaction forces.  
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Fig. 11. Relationship between subjective 
scores and RMS ratio of FCR muscles in 
vertical touch testing 
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Fig. 12. Average subjective scores assigned by both groups for each model switch in horizontal 
touch testing 
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Fig. 15. Relationship between subjective 
scores and RMS ratio of FCR muscles in 
horizontal touch testing 
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Fig. 13. Relationship between subjective 
scores and RMS ratio of lumbrical muscles in 
horizontal touch testing 

Fig. 14. Relationship between subjective 
scores and RMS ratio of FCU muscles in 
horizontal touch testing 

 
Conversely, the older group did not show 
any remarkable trend during horizontal 
touch testing.  
 

 
Muscle Activity. We further analyzed the 
relationship between the activity level of 
each muscle and subjective scores. Figs. 
13, 14, and 15 compare the results of 
lumbrical, FCU, and FCR muscles, re-
spectively, between the younger and older 
groups. The results also indicate that, 
when touching the model switches, the 
older group tended to favor the hand over 
the forearm as compared to the younger 
group. Moreover, although each RMS 
ratio of the FCU muscles and of the FCR 
muscles negatively correlated with the 
subjective scores in the younger group, 
each of the three muscles showed little 
correlation with the subjective scores in 
the older group.  
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5   Discussion  

We observed that elderly users experienced comfort when touching sheet switches 
with certain characteristics. In vertical and horizontal touch testing, the 8-mm sheet 
switches were deemed uncomfortable, and the 18- and 28-mm sheet switches were 
generally rated comfortable. The standard size of sheet switches presently included in 
most electrical products is approximately 18 mm; therefore, the standard or a larger 
size should guarantee comfort for the elderly. Moreover, when the size restriction was 
satisfied, the comfort experienced on touching sheet switches varied depending on the 
balance between depth and reaction force. A noteworthy finding is that, in vertical 
touch testing, older users experienced comfort upon touching sheet switches with a 
larger depth but requiring a smaller reaction force. On the other hand, younger users 
experienced comfort upon touching sheet switches with smaller depth and reaction 
force. In addition, a comparison of their subjective scores with their muscle activity 
indicates that certain features caused them to experience comfort. In the action of 
touching a sheet switch, the activity level of forearm muscles was higher in the 
younger group than in the older group; however, the activity level of hand muscles 
was higher in the older group than in the younger group. This implies that older users 
tended to predominately use hand functions to push sheet switches, indicating  
that they possibly experience comfort to the highest degree when the sheet switch is 
sufficiently deep to be pushed by moving their fingers.  

The difference in the favored muscle activity between the two groups may be  
attributed to their physiological and cultural backgrounds. At this point, we are par-
ticularly interested in the latter effect. That is, we believe that because an increasing 
number of touch-screen devices has been developed and popularized among the 
youth, younger users are inclined to touch switches as if operating touch screens 
rather than hard switches. 

6   Conclusion 

In this study, we explored the parameters related to the comfort older users experience 
upon touching sheet switches. Based on the results, we determined that the balance 
between depth and reaction force is an important factor in designing highly comfort-
able sheet switches. Moreover, we demonstrated that elderly users tend to predomi-
nately use hand muscles to touch sheet switches, as opposed to younger users. Al-
though we cannot deny that the number of participants was not sufficient, our study 
provided meaningful knowledge to direct our further research.  
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Abstract. The eventual goal of this study is to establish a method to enhance 
implicit embodiment and support for creation of expression with others. As a 
first step, we studied how implicit embodiment relevant to the creation of 
expressions is represented in the body movement during Hand Contact 
Improvisation. Specifically, by building a system that measures movements of 
the entire body in the process of hand contact improvisation, experiments were 
carried out using skilled person of improvised bodily expressions as subjects. 
From the results, it was inferred that implicit embodiment is activated and both 
skilled performers. Next, we have focused on fluctuation as a means to enhance 
implicit embodiment. Hence, a device was developed to present load fluctuation 
to the hands of test subjects arbitrarily. Effects of load fluctuation were evaluated 
using measurement results of the entire body and subjective evaluation. The 
results suggested that by presenting a fluctuation which has little effect on the 
consciousness, implicit embodiment of performer can be activated.  

Keywords: Bodily expression, fluctuation, embodied interaction, embodiment. 

1   Introduction 

Because embodiment plays an important role in communication, both participants’ 
bodies need to be on a common actual field [1]. For example, in an expressive body 
movement in which performers create improvised expressions while keeping their hands 
in contact with the other's (hand contact improvisation), performers create one bodily 
expression with a new image, while reading their partner’s weight or movement, as well 
as their mind, through physical contact.  In doing so, each performer would feel the 
sensation as if the body of partner is an extended part of his/her own body, while the 
partner's movements bring the sensation as if his/her own body has become a part of 
partner's body. As the relationship between the partners deepens, the inherent framework 
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of individuality, as in "my movement" or "your movement", will be eventually replaced 
by a new sense of association (sympathetic embodied awareness [2]), in which body 
movements of respective partners are perceived as "our movements". In other words, 
there will be a self-other inseparable relationship where one feels the sensation of 
"embrace the partner while being embraced" or "be embraced while embracing the 
partner". 

The authors aim to establish a media technology that promotes the development of 
such a relationship and supports the co-creation of expressions. So far the authors have 
attempted to capture the process of hand contact improvisation to gain basic knowledge 
[3]. As a result, it was found that implicit embodied interaction may play an important 
role in the co-creation of expressions by two performers. 

This study aims to establish a methodology to enhance such implicit embodiment and 
support for co-creation expression of between partners. As a first step, the authors 
decided to study how implicit embodiment relevant to the creation of expressions is 
represented in the body movement. Specifically, by building a system that measures 
movements of the entire body in the process of hand contact improvisation, experiments 
were carried out using skilled person of improvised bodily expressions as subjects. Next, 
the authors have focused on fluctuation as a means to enhance implicit embodiment. It is 
generally known that fluctuation elicit implicit information by enhancing the sensitivity 
of senses [4] [5] and emergence of order [6]. Hence, a device was developed to present 
load fluctuation to the hands of test subjects arbitrarily. Effects of load fluctuation were 
evaluated using measurement results of the entire body and subjective evaluation. The 
evaluation results are provided in the following sections. 

2   Measurements of the Entire Body during Hand Contact 
Improvisation 

From earlier studies of the authors regarding measurements of the process of hand 
contact improvisation, a possibility was found that implicit embodied interaction are 
made between the partners prior to exchanges are made on the conscious level in a hand 
contact improvisation [3]. Therefore, in this study, an attempt was made to study how 
implicit embodiment relevant to the creation of expressions is represented in the body 
movement. 

Slidable board
Person A Person B

Slidable board
Person A Person B

 

Fig. 1. Slidable-board-mediated bodily interaction 

Actual hand contact improvisations performed have a high degree of freedom 
resulting in a huge number of movements to be measured, which makes the measurement 
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very complex. For this reason, the authors have limited the degree of freedom to "1", 
which is the back and forth movement, using a mechanism in which a board (slidable 
board) slides back and forth on a rail as shown Fig.1. Incidentally, it has already been 
confirmed in past studies [3] that this limitation of movement does not prohibit 
performers from co-creating expression by sharing an image. Measurements of the entire 
body movement were done in the process of a hand contact improvisation using the 
slidable board as an interface. A motion capture system (Optitrack) was used to measure 
the positions of subjects' back of the head, back, and left elbow. In addition, the position 
of slidable board was measured by using a linear encoder attached to the board. The 
subjects (in their forties, female, right-handed) were very skilled in hand contact 
improvisation as they have long been performing improvisation of bodily expressions 
using the method. Fig. 2(a) shows the scene of measurement. 

Experimenter

Subject A (skilled person)

Marker of motion capture
Subject A (skilled person)

Subject B (skilled person)

(a) Hand contact improvisation by one person (b) Hand contact improvisation by two people

Experimenter

Subject A (skilled person)

Marker of motion capture
Subject A (skilled person)

Subject B (skilled person)
Experimenter

Subject A (skilled person)

Marker of motion capture
Experimenter

Subject A (skilled person)

Marker of motion capture
Subject A (skilled person)

Subject B (skilled person)
Subject A (skilled person)

Subject B (skilled person)

(a) Hand contact improvisation by one person (b) Hand contact improvisation by two people  

Fig. 2. Scene of measurement of the entire body movement during hand contact improvisation 
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Fig. 3. A part of results of measurement of hand contact improvisation by one person 

Measurements were done under two conditions: in one case the subjects were asked 
to move their hands as a simple exercise without creating a mental image and, in the 
other, they were asked to use their hands to express the mental image being generated. 
Measurements were made for the duration of 60 seconds in each case. Fig. 3 shows a 
part of measurement results. In addition to the positions of slidable board, subjects' back 
of the head, left elbow, and back, the time the back movement precedes the board 
movement is shown in Fig. 3. When hand was moved as mere exercise (Fig. 3(a)), it is 
evident that the board movement is monotonous and that the board movement and the 

Movement of back often precedes the board movement. 
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back movement are synchronized. On the other hand, when the subject performed hand 
contact improvisation (Fig. 3(b)), it was found that the back movement precedes the 
board movement. This suggests that implicit embodiment, such as a pre-stock motion to 
express a mental image, may have appeared in the body movements preceding the board 
movement. 

Next, two skilled performers in bodily expressions (in their thirties and forties, 
female, right-handed) were asked to create expression at their will for 120 seconds. 
Fig. 2(b) shows the scene of this experiment, while Fig. 4 shows various data regarding 
movements of the slidable board and subjects' bodies. From the comments of subjects 
saying that "they felt like there was synchronization at a very deep level from the 
beginning to end", it is assumed that there was a sensation very close to sympathetic 
embodied awareness. By focusing the time the body movements preceded the board 
movements, it is observed that the movements of both subjects often preceded the 
board movements. From these results, it is inferred that implicit embodiment is 
activated and both performers. 
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Fig. 4. A part of result of measurement of hand contact improvisation by two people 

Based on these measurement results of hand contact improvisation performed by 
skilled performers, it is assumed that, in order to support co-creation of bodily 
expression, a new technique should be developed to vitalize implicit embodiment of 
each person's body. 

3   Support for Hand Contact Improvisation Focused on Load 
Fluctuation 

3.1   Concept 

Based on the result of Chapter 2, the method which activates implicit embodiment and 
support for creating bodily expression is considered in this chapter. A phenomenon called  
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stochastic resonance is well known, which becomes tangible and measurable when a 
noise is applied to a latent weak signal. The stochastic resonance has been testified to 
exist in a variety of human sensations such as visual, auditory and tactual sensations 
[4], [5]. It has been found out from a research concerning the neural network of the 
brain that noise has a role as energy for creating an order, and generation of a self-
organizational ordered pattern was investigated [6]. 

In this way, it is thought that fluctuation has the function which elicits implicit 
information. Based on the above description, this research is intended to activate 
implicit embodiment by applying fluctuation as a load during hand contact 
improvisation. During the hand contact improvisation, a movement of the body of the 
other person is sensed through a sense of force of the palm. Accordingly, we decided to 
develop an apparatus for presenting a fluctuation of force to the palm in contact with the 
palm of the other person as a load. Specifically, a load of the fluctuation is applied to the 
performer by driving the slidable board as shown Fig.5.  

Person A Person B

M Motor

Load fluctuation
Person A Person B

M Motor

Load fluctuationLoad fluctuation

 

Fig. 5. Hand contact improvisation utilizing load fluctuation display 

3.2   Development of Load Fluctuation Display 

Fig. 6 shows hardware developed. With the movement of the slidable board restricted 
to degree of freedom 1 by a linear guide rail (movable range 800 mm), the board (150 
x 120 mm) to whose guide is attached is driven with a DC motor to represent a sense 
of force on the palm. Assuming that a force (about 10 kgf) produced upon a hand 
contact improvisation is maximum output, an output of the DC motor needs to be 
amplified using a reducer.  However, the back-drivability of the board is reduced 
considerably by friction and resistance during deceleration by gears, so that when a 
performer applies an instantaneous external force to it, he or she may feel that the 
apparatus is heavy.  In addition, no smooth and accurate presentation of the sense of 
force can be achieved due to variance produced between a reaction force generated on 
the palm and a motor input. Thus, this apparatus utilizes a wire pulley mechanism 
ensuring a high reverse movability. That is, inertia and friction loss are reduced by a 
mechanism which winds up a wire attached to both the front and rear sides of the 
board using a motor (Maxson rating: 170 mNm) via a pulley.  Specifically, a 
following mechanism was invented: two wires are used and one end of each wire is 
attached to both surfaces of the board with tension applied by a spring and the other  
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end is wound around a threaded shaft (10 mm in diameter), so that the two wires are 
wound around the shaft inversely. As a result, when one wire is wound up, the other 
wire is released by an equal length without any relaxation (Fig. 6(b)). 
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Fig. 6. Hardware of load fluctuation display 

The control of this apparatus cancels friction and inertia increased by installation of 
the drive unit to allow the board to be pushed and pulled smoothly as if no drive unit 
is installed.  After that, fluctuation is applied. For this purpose, it is necessary to know 
at least loads by friction and inertia accurately. Then, force sensors are attached to the 
front and rear sides of a frame mounted on a slide mechanism. At this time, a sum of 
the inertia and frictional resistance of the slidable board are measured as a difference 
of values from the two sensors. Then, the control was made to calculate friction and 
inertia and bring them near 0 kgf. For the fluctuation load, fluctuation data is 
produced preliminarily and added to a target value. The content described above is 
achieved by feedback PID control using a microcomputer (H8-3048).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. Composition of the of load fluctuation display system 
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In addition to the above, the measurement system grasping the motion of the entire 
body is also explained. As a method for this, changes in position of the center of 
reaction force from the entire body produced by a bodily movement were measured 
for this research. Load meters are arranged at all the surfaces which the body contacts, 
e.g., a table on which the left hand is to be placed, seating face and foot portion in 
order to calculate a shift of the weight of the body from the weight applied to the load 
meter and the distribution of the load meters. Nintendo's balance Wii board was used 
for the load meters at the foot portion and the seating face. To measure the shift of the 
weight of the left hand, a small load meter in which load cells are arranged on four 
corners (manufactured by Minebea, rating: 29.42 N) was manufactured and utilized. 

The composition of the above whole system is shown in Fig. 7. 

4   Load Fluctuation Test for Hand Contact Improvisation 

4.1   Load Fluctuation Test for Hand Contact Improvisation by One Person 

Firstly, the effect of load fluctuation for body improvisation was to be investigated 
and this was to be carried out by one person.  There were 6 testers (male students in 
their 20’s, right-handed). To begin with, an examination was carried out to find out 
what kind of impact the size of the load fluctuation would have on hand contact 
improvisation. For the fluctuation in white noise frequency, three types of amplitudes: 
I: none, II: weak (max amplitude 0.2 [kgf]) and III: strong (max amplitude 1.2 [kgf]) 
were represented during the hand contact improvisation.  The experiment time was 60 
seconds for each condition, and the experiment sequence was carried out randomly. 
After each condition is concluded, a questionnaire was handed out. This consisted of 
7 rating system against items shown in table Fig.8.  
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Fig. 8. Result of questionnaire on hand contact improvisation by one person under load 
fluctuation 

Figure 8 shows a graph of the average values for subjective report evaluation from 
the questionnaire.  In Q1: "I felt a fluctuation while moving the hand”, condition I and 
II showed negative evaluation and condition III showed positive evaluation.  Hence, it 
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is thought that the fluctuation in condition III has risen strongly.  For questions Q2: 
“Various images started to flow” and Q3: “I did various movements”, the differences 
in testers were largely scattered, however higher ratings were obtained in comparison 
to condition I where there were no fluctuations.  On the other hand, for questions Q4: 
“I wanted to continue longer” and Q5: “I felt comfortable”, condition III showed a 
tendency to fall. 

Here, condition II was given weaker fluctuations, which do not affect the 
consciousness, and condition III was given stronger fluctuations which have an effect 
on the consciousness. In order to examine the detailed differences between these two 
conditions, focus was on the measured results of the hand (slidable board) movement 
and overall body movement. Figure 9 (a) and (b) shows part of the results from one of 
the tester using the two conditions.  

It was understood that the preceded time for the body movement was relatively 
longer than the hand movement in condition II. On the other hand, the preceded time 
for the body movement was decreased in condition III, and the body movement 
appeared to show delay in comparison to the hand movement.  In Chapter 2, it has 
been shown that the body function has a potential to be presented as a pre-stock 
movement for creating such image of improvisation. Therefore, as for this result, the 
implicit embodiment was increased when given weaker fluctuations and it has 
encouraged the creation of bodily-expression. On the other hand, there were also 
comments such as “I was fixed on the decided image”, when given stronger 
fluctuations which have an effect on the consciousness. The implicit embodiment was 
suppressed, and it has interfered with the proactive creation of improvisation.  
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Fig. 9. A part of results of measurements of hand contact Improvisation by two people under t 
load fluctuation 

4.2   Load Fluctuation Test for Hand Contact Improvisation by Two People 

Next, tests were carried out where load fluctuation was presented to palms of the 
subjects during hand contact improvisation performed by two people. The subjects  
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consisted of three pairs of 6 (male students in their 20’s, right-handed).  In this study, 
three types of amplitudes: I: none, II: weak (max amplitude 0.4 [kgf]) and III: strong 
(max amplitude 1.2 [kgf]) were presented for the fluctuation in white noise frequency 
during the hand contact improvisation. The experiment time was 60 seconds for each 
condition, and the experiment sequence was carried out randomly in pairs. After all 
the conditions were concluded, a questionnaire was handed out.  This consisted of 7 
rating system against items shown in Fig.10. 

Figure 10 shows a graph of the average values for subjective report evaluation from 
the questionnaire. Looking at the evaluation for Q1-Q5, results showed the same 
tendency with the results of 4.1.  For the question items Q6: “I felt unified with the 
partner’s body” and “It was possible to create an expression with the partner”, ratings for 
condition II was the highest, and ratings for condition III tended to be lower. It was 
suggested that even though the fluctuation has little effect on the consciousness, there 
was a potential to strengthen the connection between the partners. 
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Fig. 10. Result of questionnaire on hand contact improvisation by two people under load 
fluctuation 

Here, the differences in physical interactions were examined in the case where weak 
fluctuation was provided, which has little effect on the consciousness, and also in the 
case where strong fluctuation was provided, which has an effect on the consciousness.  
Figure 11 shows part of the results from a pair of testers for their hand and body 
movement. Looking at the results for condition II within Fig.11, it is understood that the 
preceded time for the change in center of gravity of the testers, A and B, were longer 
against the movement of the hands. Therefore, the implicit embodiment increases and it 
has encouraged the creation of improvisation as seen in 4.1.  

The above results showed that by presenting a fluctuation which has little effect on the 
consciousness, implicit embodiment of each other can be activated, and we can speculate 
implicit connection for co-creating expression. The verification and dynamics of this will 
be in the future study.  
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Fig. 11. A part of results of measurements of Hand Contact Improvisation by two people under 
two load fluctuation conditions 

6   Conclusion 

The eventual goal of this study is to establish a method to enhance implicit 
embodiment and support for co-creation of expression with others. As a first step, we 
studied how implicit embodiment relevant to the creation of expressions is represented 
in the body movement during Hand Contact Improvisation. Specifically, by building a 
system that measures movements of the entire body in the process of hand contact 
improvisation, experiments were carried out using skilled person of improvised bodily 
expressions as subjects. From the results, it was inferred that implicit embodiment is 
activated and both skilled performers. Next, we have focused on fluctuation as a means 
to enhance implicit embodiment. Hence, a device was developed to present load 
fluctuation to the hands of test subjects arbitrarily. Effects of load fluctuation were 
evaluated using measurement results of the entire body and subjective evaluation. The 
results suggested that by presenting a fluctuation which has little effect on the 
consciousness, implicit embodiment of performer can be activated. 
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Abstract. Reliance on the Internet as a source of information has increased 
dramatically in recent years among information seekers. The reliability of 
information on the Internet can sometimes be questionable due to the absence of 
an editorial function. Users need to carefully consider the quality of the 
information before using it. The goal of this research was to study the process of 
credibility evaluation by users. We examined how personality styles influence the 
way people make credibility judgments when they are browsing online. Our 
results show that thinkers’ evaluation style were more fact based than intuitive 
users who relied more on their initial impression and prior experience with the 
websites. Perceivers gathered information from various sources before trusting 
information and forming perception on the credibility of authors and websites. 
Lastly the judgers tend to formed conclusions quickly. This resulted to filtering 
credible web sites based on the format and layout of the websites. 

1   Introduction 

Reliance on the Internet as a source of information has increased dramatically in 
recent years among information seekers. On the other hand, the advent of Web 
technologies has created unprecedented opportunity for information producers to 
easily publish information [6]. The privilege of writing anonymously and the absence 
of an editorial function can lead people to often questionable or inaccurate 
information. These processes have created a need for examining the process of 
credibility evaluation by users. The credibility evaluation styles, however, might vary 
depending on the skills, experiences and learning style of the user [9]. This study 
attempts to have a more in depth look at the effect of one particular individual 
difference, personality, on performing credibility evaluations of Web pages. 

2   Background 

Credibility is not a property of an object but a quality or perception ascribed to an 
object by the receiver of the information [9][10]. There are two components of 
credibility; trustworthiness and expertise. Trust is defined by the terms “well-
intentioned, truthful, unbiased” [8, pp.1] meanwhile expertise, is defined by terms 
such as “knowledgeable, experienced, and competent”[8, pp.1]. Research in this area 
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have identified various factors that can influence credibility judgement. Among the 
important factors taken into consideration in making credibility judgement are look 
and design of the page and ease of use. Web sites that look professional and that are 
easy to navigate are perceived as more credible by users[11]. Other tracks of research 
in this area examined the role of structural and message features in influencing the 
credibility evaluation by users [12][13]. Several structural features have been 
recognized to influence the perceptions of credibility. These include top-level domain 
name, navigation tools, presence of privacy policy statements, third-party 
endorsements, site ownership and site contact information [12] [13]. Message features 
like inclusion of quotes, testimonials, statistics disclosure of authorship, references, 
information currency (posted dates of content modification), have also been found to 
contribute to credibility perceptions [12] [13] [14]. 

Based on a number of large credibility studies, a theory called Prominence 
Interpretation Theory was later proposed[9]. In this theory Fogg argued that only the 
features noticed (prominence) by the users will be considered in making credibility 
evaluation. Many factors influence how these features will be noticed or perceived. 
Users’ ability to scrutinize the information, the topic of information and the users’ 
level of expertise can influence how the features of web sites are perceived. In 
addition, individual differences for example cultural background, cognitive and 
personality style may also influence how the features of web sites are perceived and 
factored into the credibility evaluation process. 

Currently, studies that examined the impact of individual differences are still 
limited. Some researchers have examined the impact of expertice level towards 
credibility perception of web sites. Generally the findings suggested that novice users 
relied mostly on the visual and information design web sites and not on other features 
[1][14]. They were generally satisfied and comfortable when there was a lot of 
information presented in the web sites without much concern about the sources of 
information [1]. On the contrary, experts were more comprehensive in their credibility 
evaluation process. Besides the look and design of the page, they also focused on the 
name, affiliation and reputation of the Web Sites in judging the credibility of the site 
[1] [14]. These studies suggested that individual differences play an important role in 
influencing credibility evaluation styles. Thus our study attempts to examine how user 
characteristics, particularly their personality style, impact credibility judgments. 

3   Methodology 

Fifteen people have participated in this study. 70% of them were female while 30% 
were male. 86.7% were undergraduate students while the rest were graduate students. 
On average, participants spent 24.6 hours/week searching information from the Web. 

Prior to the experiements, participants were required to fill out online questionnaires 
on their demorgaphic information, cultural background, computer and Web experience, 
and personality style. We adopted the Champagne and Hogan [4] personality style 
framework to classify the participants into four types of personalities: intuitive, judging, 
thinking, and perceiving. 

The participants were asked to carry out several information seeking tasks. Three 
tasks were prescribed for them and one was defined in collaboration with the  
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participants to reflect a more realistic task. The first task was a known-item information-
seeking task. This task served as a warm-up period for the participants and the answer 
was on purpose easy to find. The next two tasks were medium-complexity tasks, one in 
English and one in Spanish. Both concerned travel planning to a given destination for a 
certain amount for time. The third task was based on a real task of the participant and 
was also a topic-driven task. While the participants were searching, their activities were 
recorded. 

For each task, participants were required to select five websites as relevant and 
bookmark these. Out of these, they were asked to select one that they perceived as the 
most credible and they rated the credibility components like believability, accuracy, 
trustworthiness, bias, and completeness of the information in a questionnaire [2] [7]. All 
items were measured on a five-point scale. Participants also rated the web sites along 
several dimensions that have been shown to impact credibility such aesthetic appeal, 
organization of information, timeliness of information, validity of information, 
matching information needs, matching prior expectations, literary appeal, and profit 
purpose appeal [10][11][12][13][14]. 

At the end of the session the participants were interviewed about their general 
credibility evaluation process. They were asked about the frequency, methods, and 
criteria of their web credibility evaluation behavior. 

4   Analysis 

Based on the participants’ responses on the personality questionnaires, we identified 
their strongest personality dimension. Based on their definite strength scores, we then 
classified them into five different personality groups; Judging (N= 4), Thinking (N= 
3), Perceiving (N= 2), Intuitive (N=3) and Sensing (N= 1). We had to omit cases 
where there were no definite strengths identifiable based on their personality scores. 
Using the interview data, we performed open and axial coding [5] to identify the 
emergent trends and styles that participants used in performing credibility evaluation. 
This analysis is performed within similar personality groups and between different 
personality groups. 

5   Results and Discussion 

5.1   Thinking Person 

Thinkers make judgments about life, people, occurrences, and things based on logic, 
analysis, and evidence, avoiding the irrationality of making decisions based on 
feelings and values [4]. Their personalities were reflected in their credibility 
evaluation styles. Evaluating credibility of web sites was something natural for the 
thinkers. They seemed to evaluate the credibility of websites almost every time they 
went to a site as described by one of our participants: 

Every time I find something, it will subconsciously go to my mind that it’s a 
credible website or not because I know what I look for, that makes something 
credible.        (p7) 
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Similarly, when another thinker was asked how frequently they performed 
credibility evaluation, one of them said: 

I would say every time I looked at something    (p11) 
 

The thinkers also emphasized their verification of sources of information including 
the author competencies, as described by another participant: 

 

They [the author] could be someone graduated from Stanford and CEO of 
this company and I said “ohh this could be credible”, versus somebody who 
doesn’t have a resume or I am not finding any searches about a particular 
person when they wrote this article.     (p14) 

 

Our findings demonstrated that thinkers, reflective of their personality,  often 
subconciously think about credibility when searching information from the websites. 
Their credibility evaluation style were also more fact based, involving verification of 
authors’ background andexpertise, citations and reputation of the information sources. 

5.2   Perceiver Person 

The perceiver is a gatherer, always wanting to know more before deciding, holding 
off decision and judgments [4]. The following excerpt vividly demonstrates how an 
intutive participant still considered information from a potentially unreliable source, 
and used the information to find other credible pages that match her information 
needs: 

Well first I went to Wikipedia to get an idea for what to look for 
Wikiepedia is not reliable all the time but it will give me an idea for what I 
could be looking for, and then looking at that [the Wikipedia] gives 
attractions that Sucre has, I went to Google and typed some stuffs.  (p13) 

 

As the participants in this group were more inclined to gather the whole 
perspetives, their evaluation style involved navigation from links to another links, 
helped them in judging  the credibility of authors and information  on the Wb sites: 

I trust the links (references) from Wikipedia. Umm like a in the case of 
one researcher. He has links to his actual work. I did clicked the links to his 
articles, journals and it was credible journals.                                         (p5) 

 
Other traits of perceiver are open, flexible, adaptive, nonjudgmental, able to see 

and appreciate all sides of issues, always welcoming new perspectives and new 
information about issues [3] as quoted: 

 

I usually turn to look at the websites outside the country from different 
perspectives       (p1) 

 

In performing credibility evaluations, participants belonged to this personality 
group, were not jumping into conclusion when noticing controversial information. 
They would verify the information with other sources. The excerpt below shows how 
our participant verified the information before reaching into conclusions:  
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Well in the Wikipedia article said that he (the author) is under 
investigation for his violations of certain ethics. So I look more information 
about him.            (p5) 

 

Unlike the thinkers, perceivers were more tolerable to users’ reviews and feedback 
allowing them to get information from various perscpectives before trusting the 
information on vendors’websites: 

 

So I usually click on what’s the most popular and what people usually 
buy. I often read the feedback, the problems they have, I try to look it up, too.  
What problem I would encounter too with the laptop or computer…I like to 
look up everything. I don’t like to buy something without knowing. (p1) 

 

Overall these findings suggested with respect to their personality style, participants 
in this group liked to have whole perspectives and considered various factors before  
believing the websites. They used information from different resources albeit some of 
them may not be reliable, and later evaluate those information to form their own 
credibility judgement. 

5.3   Intuitive Person 

The intuitive person thinks and discusses in spontaneous leaps of intuition that may 
leave out or neglect details [4]. Our observation suggested that the intuitive person 
relied much on the initial impression of the websites in making credibility judgment. 
The participant below explained why the web site is considered believable to her: 

 

As far as my first impression is I see it is colorful, catches your eye with 
moving pictures.... I would say in general to helps draw my attention. The 
bright colors kind of make me want to read what it says.  (p12) 

 

The other participant also emphasized the initial impression in believing the web 
site: 

 

It seems to be a very well organized, well-maintained website.  (p8) 
 

At the same time, they tended to rely on their familiarity of the web sites in making 
credibility judgment as demonstrated in the following quotes: 

 

Any time I’m looking for information, and I find it on the sites that I’m not 
familiar with, I usually don’t trust it much. I am more comfortable to go to 
the sites that I’m familiar with.     (p8) 

 

I used one that I am familiar and comfortable using and I know that it 
helped me to get from point a to point B before. So I know that it’s 
legitimate, it’s credible      (p12) 

 

They also used their experience or prior knowledge in judging the websites:  
 

If I’ve heard of it, but never use it before, I’m more likely to trust and use it  
a lot.                          (p8) 
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The intuitive person becomes bored with nitty-gritty details, concrete, actual, and 
facts unrelated to concepts [4]. Unlike the perceivers, who considered the information 
from various perspectives, intuitive person paid less attention to supplemental 
information like user reviews and testimonials: 

 

 I learned that I have never really read a lot reviews because it’s a matter of 
 opinion.                                               (p12) 

 

These findings demonstrated that the intuitive evaluation styles were less fact 
based compared to the thinkers. Instead of focusing on detailed information, they 
relied mainly on their ’good feeling’ of the web sites and their prior positive 
experiences with the web sites in making credibility judgement. 

5.4   Judging Person 

The judger is decisive, firm, and sure, setting goals and sticking to them [4]. People 
who had more orientation towards a judging personality are likely to come to 
conclusions quickly [3].This behavior was reflected in their credibility evaluation as 
demonstrated below: 

 

If it doesn't look professional, I immediately cut it off.   (p2) 
 

If it is a blog especially if it is something controversial than I don’t usually 
take them as being credible.     (p6) 
 

I had troubled with it [the website] and I like to do things quickly so I 
would just give up on it and try another web site.         (p6) 
 

As judging person preferred structure and organization[3]; they placed great 
emphasis on the format and layout of the web sites in making credibility judgement. 
The excerpt below demonstrated the way they formed credibility judgement: 

 

Ummm, it’s poorly designed and you can tell there is barely any effort put 
in, usually if it’s an organization they want to prove that you know 
something, especially if it is a big organization they want to put in something 
nice, usually the less aesthetically pleasing it is the less I’m likely to go to it.
               (p6) 

 

The presentation is the first to look at. If I go to a website, the content is 
not well printed out, I do not really trust it.       (p2) 

 
Probably the first thing I want to stake out is the format.                     (p7) 

6   Conclusion and Future Work 

This study extends our understanding of the process of credibility judgments. We 
found personality styles to influence the process of credibility judgment and the 
recognition of features taken into consideration while making credibility judgments. 
We have demonstrated how thinkers’ evaluation style was more fact based than 
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intuitive participants’ who relied more on their initial impression and prior experience 
with the websites. The perceivers gathered information from various sources before 
believing and forming a perception on the credibility of authors and websites. Lastly, 
the judgers tended to form conclusions quickly. This resulted in filtering credible web 
sites based on the format and layout of the websites. This study is still in progress and 
further data collection and analysis will be conducted.   
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Abstract. Existing reference models for recommender systems are on an  
abstract level of detail or do not point out the processes and transitions of rec-
ommendation systems. However, this information is relevant for developers to 
design or improve recommendation systems. Even so, users need some back-
ground information of the calculation process to understand the process and  
accept or configure these systems proper. In this paper we present a comprehen-
sive reference model for recommender systems which conjuncts the recommen-
dation processes on an adequate level of detail. To achieve this, the processes of 
content-based and collaboration-based systems are merged and extended by the 
transitions and phases of hybrid systems. Furthermore, the algorithms which 
can be applied in the phases of the model are examined to identify the data flow 
between these phases. With our model those information of the recommenda-
tion calculation process can be identified, which encourages the traceability and 
thus the acceptance of recommendations. 

Keywords: recommender system, recommender reference model, recommen-
dation calculation, calculation information, data flow. 

1   Introduction 

In internet-based information systems the user is confronted with a growing amount 
of data, which makes it difficult to identify the relevant information. This is not only a 
problem for information seekers but also for information providers. In particular for 
commercial enterprises selling products on the internet, the demand for offering ade-
quate information to a user is crucial. The financial success of their online selling 
platform directly depends on the user-centered identification and presentation of rele-
vant information [10]. 

To assist the user in finding relevant information, three complimentary methods 
can be applied: classification and structuring, search-engines, or recommendation 
systems. The classification and structuring approach is suitable for an explorative 
system in which the user can browse through and easily gather an overview of the 
information. This may be time consuming and ineffective for non-explorative usage 
scenarios. Search engines are an established approach commonly users are familiar 
with. The main drawback of search engines is the need for appropriate search queries 
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the user has to declare. Especially if the user has no clue about available information 
this problem deteriorates. To overcome these issues recommender systems (RS) can 
be integrated to identify and present information artifacts to the users which match 
their individual needs and preferences. Using RS the user can benefit from these rec-
ommendations with a minimum of inputs specifically stated to the RS. Furthermore, 
recommendation systems as merchandising tools individually advertise products and 
thus can enable increasing sales.  

In this paper we present a comprehensive reference model for personalized rec-
ommendation systems. The model unifies relevant aspects of existing and established 
PRS reference models. The objective of this reference model is to show the overall 
interplay of the components and coevally accenting the impact of input parameters 
and transferred data in the recommendation calculation process. As far as we know 
there exists no such reference model on this level of detail. 

The resulting PSR model is a connected and comprehensive reference model for 
existing personalized recommendation approaches comprising relevant detail infor-
mation. The comprehensive reference model is especially suitable for further devel-
opments and optimizations of PRS. 

In the next section we introduce basic information for recommender systems. The 
third section will give an overview about related works on which the presented refer-
ence model for recommender systems is built on. The comprehensive reference model 
itself will be described in section four. The last section summarizes the paper. 

2   Basics for Recommender Systems 

For a common understanding of the construction of a comprehensive reference model 
for recommender systems some basic information is essential. In this section these 
basics will be described.  

2.1   User Feedback as Input Data 

To obtain user and usage data as input data for recommender systems basically three 
approaches exists which can be applied in combination [8]: 

Explicit feedback/direct learning technique. The user explicitly states preference or 
socio-demographic information in input fields of the ‘conversational system’. The 
main drawback of this approach is users have to be motivated to actively perform 
these inputs [10]. Furthermore, users have to interpret and understand the feedback 
mechanisms correct in order to achieve proper recommendations [2]. 

System-driven explicit feedback/partially direct learning technique. The user 
explicitly states preferences of socio-demographic information in input fields, but the 
system determines when and which information is necessary. The objective is to 
minimize the number of explicitly stated information thus minimizing user interac-
tions which are not related to his originally task. 

Implicit feedback/indirect or transparent learning technique. User preferences are 
deduced by analyzing the interactions (‘behavioral usage data’, like mouse move-
ments, selections, orders, etc.) of the user [18].  
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2.2   Classification Criteria: Personalization and Functional Input Sources 

Recommender systems are mainly classified in personalized, non-personalized, and 
supporting systems [1]. In between personalized and non-personalized systems can be 
settled a fourth category named group-based recommendation systems [7]. In this 
paper we focus on personalized recommender systems (PRS) which predict individual 
preference values for information artifacts [13].  

For PRS various classification criteria were identified in previous works, of which 
the criterion by functional input seems to be used most often. To support comparabil-
ity this criterion will be used in this paper equally. This criterion partitions PRS in 
content-based, collaboration-based, and hybrid approaches [1,11]. Content-based PRS 
(item-based/feature-based) extract significant features out of the content (domain-
space), based on which similar information artifacts are identified to these artifacts the 
user rated positive (implicit or explicit, see 2.1). In contrast, collaboration-based RPS 
compare characteristics from the user models itself to recommend information arti-
facts ranked positive by similar user models (targeted customer inputs and/or commu-
nity inputs). Hybrid PRS combine both of these approaches to overcome drawbacks 
of each separately.  

With the evolving Web2.0 and social communities the class of group-based PRS (so-
cial-based, social-tagging-based) is stated as a fourth category [10]. Due to the fact these 
systems use similar functional input sources these systems will here be classified as 
collaboration based systems. Furthermore, there exist the categorizations of rule-based 
and knowledge-based systems. However, these require predefined rules and knowledge, 
so they are not fully automatic and will not be considered further on [5]. 

3   Related Work 

After this short introduction to the basics for recommendation systems and the classi-
fication criteria applied in this paper, in this section related works will be discussed. 
These related works are also the basics for the designed comprehensive reference 
model in the subsequent section.  

3.1   Process Models for Recommender Systems  

In the field of recommendation systems some models exist which describe the process 
of recommendation calculation in different abstraction levels. Often, these models are 
influenced by the point of view the model is developed for. To obtain an overview of 
these models the most important are presented here, which lay the groundwork for the 
comprehensive reference model.  

Abstract model of recommendation systems. [5] described this model which con-
sists of four components: (i) background knowledge: knowledge domain and previ-
ously gathered user/usage data (see section 2.1), (ii) user/usage data of the current 
interaction session, (iii) an recommendation algorithm which calculated user prefer-
ence approximations based on the background knowledge and the current user/usage 
data, and (iv) presentation of the recommendations.  
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Model including activities and information flows.  [18] present an extended rec-
ommendation model which includes activities between the involved responsibility 
parties and the resulting information flows between these parties. This model is de-
fined on a very abstract level of detail to cover as many recommendation activities as 
possible. For a concrete usage scenario these activities significantly vary. Further-
more, not each of the activities of information flows has to be concretized or realized.  

Conceptional classification model. A particularized description model is presented 
in [15]. In this model the characteristics of recommendation systems are differentiated 
in functional in- and outputs (see section 2.2), recommendation method (see section 
3.3), and additional design decisions. The model differentiates the functional inputs in 
those that describe the current user and those representing the whole community. 
Additional design decisions are determined by the recommendation system provider 
(before runtime) but determine the recommendation quality and the kind of presenta-
tion. Thus, these decisions have a major impact for the users’ perception of the rec-
ommendations which furthermore constitute the success of recommendation systems. 

3.2   Recommendation Calculation Processes for Recommender Systems 

In this section the processes for recommendation calculation will be described which 
are used to predict preference values for the current user. The presented calculation 
processes are oriented to the differentiation of functional input sources (see section 
2.2). The subsequent section 3.3 lists calculation functions which can be utilized 
within the calculation processes presented here.  

Calculation process of content-based systems. Content-based systems calculate 
preference values based on objective properties, the features. Using these features an 
item-to-item-correlation is constructed based on the preferences of the current user 
[5]. The objective is to identify unrated information artifacts which is alike rated in-
formation (information the system has preference values for).  

The calculation process of content-based systems is composed of two phases, as 
shown in Fig. 1 (left). In the first phase ‘feature extraction’ objective properties are 
extracted for the information artifacts, with the aim of identifying the best describing 
characteristics of this artifact. In the second phase ‘filtering and preference value 
prediction’ a heuristic or model-based mathematical function is used to calculate the 
similarity of informational artifacts. The applied functions can be distinguished in 
exact-match and best-match approaches. 

Calculation process of collaboration-based systems. Collaboration-based recom-
mendation systems recommend information artifacts to the current user based on 
community data, the user/usage data of other users. The process is composed of three 
phases, as shown in Fig. 1 (right). In the first phase a user-to-user-correlation is con-
structed based on a comparison of acquired preferences of these users (or user ac-
count). The aim of the second phase is to identify a homogeneous neighborhood 
group of mostly similar users. In the last phase the preference value predictions are 
calculated. The resulting recommendations for the current user are these information 
artifacts which are preferred by other users which have mostly similar preferences to 
the current one [5,13,18].  
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Fig. 1. Calculation processes for content-based (left) and collaboration based (right) systems 

Hybrid systems. Hybrid recommendation systems combine the approaches of con-
tent-based and collaboration-based processes. The objective of the combination is to 
reduce weaknesses and problems when applying the above processes separately [3]. 
[1] identified four categories of combinations for hybrid systems:  

(i) Combination of results: both processes are integrated in independently, the re-
sulting preference predictions are combined afterwards.  

(ii) Content-based aspects in collaboration-based methods: content-based user 
models are utilized to calculate homogeneous neighborhood groups. 

(iii) Collaboration-based aspects in content-based methods: the predominant ap-
proach is a dimension reduction of content-based user models based on collabora-
tively constructed neighborhood groups. 

(iv) Unified model: both processes are modeled in one joint model which is used to 
calculate the preference value predictions. This model can be probabilistic, rule-
based, or knowledge-based. 

3.3   Computation Functions in the Recommendation Process  

In the phases of the recommendation calculation processes mathematical functions 
can be applied. In this section these some applicable functions will be introduced, 
which is necessary to identify the information flows in the comprehensive reference 
model for recommender systems.  

Feature extraction. For the phase of feature extraction the text-based approach TF-
IDF is mentioned which identifies relevant terms of documents and their signifi-
cances. Using latent semantic analysis or respectively latent semantic indexing the 
quality of this feature extraction can be increased [1].  

Proximity calculation. To calculate the proximity between user models five strate-
gies can be distinguished [1,9,12,13,14,16,17]:  
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1. 1. distance-based: Lq-distance, Mahalanobis-distance, 
2. 2. correlation-based: (constrained/weighted) pearson correlation, 
3. 3. vector-space-based : cosine-based approach, adjusted cosine similariy, TF-IDF-

schema, rocchio algorithm, 
4. 4. rule-based: boolean matching, decision trees, association rule discovery, and 
5. 5. probabilistic: Hidden Markov Model, dynamic Bayesian networks, Bayesian 

belief networks, naïve Bayesian classifier, maximum-entropy-method, probabilistic 
relational model, probabilistic latent semantic analysis. 

Classification. A classification leads to groups of ‘similar’ objects based on a metric 
function, which is here based on features. Here three approaches can be distinguished 
[4,6,19,20]: 

1. 1. Nearest Neighbor: kNN, 
2. 2. linear classifier: (modified) least squares, Support Vector Mashines, modified 

naïve Bayes, and 
3. 3. Cluster-algorithms: Tree-Clustering, Expectation-Maximization-Algorithm, K-

Means, Gibbs Sampling, Monte-Carlo-Methods, Horting-Algorithm 

Aggregation. Aggregation functions unite multiple values to one. Approaches are the 
simple average (means), weighed sum, adjusted weighed sum or the regression model. 
A similar approach are providing the (bi-polar) slope one-algorithms [1,13,14]. 

4   Comprehensive Reference Model for Recommender Systems 

In this section the comprehensive reference model for recommender systems will be 
presented. The model is based on the Recommendation Calculation Processes for 
Recommender Systems (see section 3.2) and summarizes the main aspects of related 
work reference models (see section 3.1). Furthermore the information flows in the 
reference model will be identified. 

4.1   Aggregation of Existing Process Models 

The existing process models are described in section 3.2. To achieve the comprehen-
sive reference model, the processes of content- and collaborative-based recommenda-
tion systems had been combined and extended by the transitions and phases of hybrid 
systems.  

The resulting comprehensive reference model for recommendation systems is pre-
sented in Fig. 2. The entry point for this model is the green node at the upper side, the 
endpoint with the resulting preference value predictions is the red node at the bottom 
side. The yellow squares are decision points which path has to be followed. The deci-
sion itself is mainly determined by design conditions. Input data for the reference 
model are the objects itself, or to be precise, features of these objects for which the 
preference value predictions are to be calculated, as well as user models, containing 
processed user information (like interactions or selection/buy decisions). These user 
models are differentiated in the user model for the current user for whom the prefer-
ence values are to predict, and the user models of other users. 



534 M. Breyer et al.  

 

 

Fig. 2. Comprehensive reference model for recommendation systems 

In Fig. 2 the process of content-based recommendation systems is presented in the 
left grey box, whereas the process of collaboration-based recommendation systems is 
visible in the right grey box. In between these two boxes transitions for possible hy-
brid combinations are displayed to illustrate the intersections between these two 
classes of recommendation systems. The smaller grey box at the bottom side of the 
model represents the class of hybrid recommendation systems which combines the 
results the two processes calculated independently. The residual category of unified 
models (see section 3.2) is not distanced in form of transitions or phases, but is a form 
auf instantiation of the whole process model.  

4.2   Data Flow in the Transitions of the Reference Model 

In Fig. 2 some transitions are displayed between the phases of the recommendation 
processes. These been examined for their data flow. Therefore, the computation func-
tions described in section 3.3, which may be executed in the phases, had been taken 
into account. These computation functions expect specific input data and process 
them to a specific output data. Therefore these data is passed between the connected 
phases when recommendations are calculated. In Fig. 3 these annotated data flow in 
the transition is presented.  

The features of the objects may be extracted using feature extraction algorithms. 
The resulting feature vector is passed on to the phase ‘filtering and preference value 
prediction’. In conjunction with the feature vector of the current users’ user model 
distance values are calculated using proximity calculation algorithms. The results of 
the content-based recommendation process are the preference value predictions.  
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Fig. 3. Comprehensive reference model for recommendation systems extended by annotations 
of the data flow at the transitions  

For the collaboration-based recommendation process both feature vectors of the 
current users’ user model and the user models of other users are the input for the 
phase ‘user model proximity’ calculation. Here again proximity calculation algo-
rithms are applied which generate distance values. These values flow into the phase 
‘mentor selection’ where classification algorithms are applied. Using the resulting 
user model set describing users likewise similar preferences, in the phase ‘preference 
value prediction’ these predictions are calculated.  

For hybrid systems combining the processes the one approach is to hand over the 
set of mentors to the content-specific phase ‘filtering and preference value predic-
tion’. The other approach of bringing aspect of one process into the other process is to 
pass the resulting feature vector of the current users’ user model (containing the proc-
ess result of the objects feature vector) to the collaboration-specific phase ‘user model 
proximity calculation’. The category of combining the results uses aggregation func-
tions to merge the calculated preference value predictions.  

5   Conclusion 

For the success of recommendation systems in applications it is crucial the current 
user accepts recommended objects. The acceptance depends on the traceability, which 
in turn depends on the information the user may perceive. Using the model presented 
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in this paper those information of the recommendation calculation process can be 
identified which should be depicted to the user to enhance traceability. So the user can 
better understand why objects had been recommended. This may increase the success 
and returns for the vendors utilizing the system. 

In this paper we presented a comprehensive reference model for recommender sys-
tems. This reference model conjuncts the processes of content-based and collabora-
tion-based recommendation systems and extends these processes with the transitions 
and phases of the category of hybrid systems. Furthermore, the algorithms which can 
be applied in the phases of the model had been examined to identify the data flow 
between these phases.  

The resulting reference model presents the state of the art approaches of recom-
mender systems to calculate preference value predictions. Using this reference model, 
developers can systematically construct new recommendation systems or develop 
further improvements and extensions of existing recommendation systems.  
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Abstract. This paper presents a framework and a prototype implemen-
tation of a system that integrates ontological knowledge base with the
services for the users in mobility. Our system tries to help users navigate
the domain of gastronomy, offering a possibility to explore the ontologi-
cal base consisting of many concepts and relations. We present the logic
and technical realization of the modules responsible for knowledge base
interrogation and for presenting the obtained information to a user. We
also provide a brief description of the implemented interface and user
evaluation.

1 Introduction

The Internet started as a plain static information source, but, nowadays, it is
rapidly changing to a dynamic interactive platform where users actively produce
content, create social networks and interact with each other. It became possible
to obtain information on the move, in the moment when it is needed, due to
increased number of mobile devices on the market and the availability of Internet
access in virtually any situation.

Huge amount of information available on the Web is organized in different
modes, with ontologies being used very often to model various domains, since
they provide structured information on which reasoning is readily available.

Visualizing vast amounts of heterogeneous information in social networks is a
challenging task. Especially in the “Mixed social networks”, where objects of the
domain and users of the network can interact with each other. In our framework,
we create exactly this kind of network, enabling the interaction among people
and physical objects as indistinguishable parts of the society, as well as the
interaction of people with virtual avatars of the objects that continue to exist
even when the user is not in direct contact with the physical objects.

In particular, the framework described in this paper is a part of the PIE-
MONTE Project [9], in which a Social Networking Application in the domain of
gastronomy is being developed by integrating social networking and augmented
reality tools. In this particular domain, there is a growing need for information
� This work has been supported by PIEMONTE Project - People Interaction with

Enhanced Multimodal Objects for a New Territory Experience.
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about certain products, local producers, production technologies, as well as about
similar users and their opinions. Our application developed for Apple iPhone tries
to support producers and end-users, meet the expectations of users in mobility
and enhance their mutual interaction and overall experience.

We found sophisticated solutions to present the users with different aspects of
the domain in a gradual way, enabling them to profit from the great amount of
information available. To this aim we developed a new interaction model called
the “wheel”. The main contributions of our framework are the following:

– a strategy to select the content to be presented to the user (content of the
“wheel”);

– a novel visualization technique for presenting the relevant information (ap-
pearance of the “wheel”);

– a novel interaction technique for multi-touch mobile devices (spinning the
“wheel”).

In this paper we concentrate on the technical realization of the framework and
the wheel content selection strategy based on reasoning over domain knowledge
base and analyzing the user model. We briefly describe the visualization tech-
nique for presenting the information to the user, the details of which can be
found in [1].

The paper is organized as follows. In Section 2 we touch upon some related
work in the field. We describe the architecture we developed for our framework
in Section 3, followed by the ontological organization of the domain given in
Section 4. In Section 5 we discuss how the relations among the objects of the
system and between users and the objects of the system are established. A
brief overview of the developed interface is given in Section 6. In Section 7 we
summarize the evaluation results and conclude in Section 8.

2 Related Work

The objective of SEWASIE project1 is to provide users with uniform access to
heterogeneous ontological data. In [3] authors describe the basics of an intelligent
user interface used to query such data. Our aim is different, we want to provide
users with an opportunity to navigate through a vast space of information in a
ludic and intuitive way.

An example of using mobile phones to access ontologically organized data
is given in Smartweb project.2 In [13] a context-aware, multi-modal mobile
application for the Semantic Web is developed. The users interact with the ap-
plication using smartphones, asking questions using speech and gesture. In [12]
the users can obtain answers to their questions in a specific domain as multi-
modal presentations based on graph visualization and ontological navigation.

Another framework for ontology navigation is presented in [5]. Users can freely
explore the ontology or query the information system, neither needing to have the
1 http://www.sewasie.org/
2 http://www.smartweb-project.de/
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knowledge about the internal organization of the data, nor about the vocabulary
used to describe the domain. Their software called Query Tool consists of three
components: the query logic used to reason over the ontology, the engine for
natural language generation, and user interface.

With respect to the mentioned works, although in our framework ontologies
play a central role in the domain representation, the ontological knowledge is
enriched by knowledge from other sources and offered to the user by means of a
Resource Oriented Architecture.

The work in [4] presents a hardware kit (electronic bracelet with sensors, RFID
reader and accelerometer), which allows the user to interact with real objects.
Using hand gestures the user can browse vocal menu provided by objects and
select the actions to perform.

[11] describes a Physical Mobile Interaction Framework (PMIF) for the com-
munication between a device (e.g. smartphone) and objects in the environment.
These objects can communicate with the device “passively” using RFID, NFC,
visual markers or bluetooth connection, or they can communicate “actively”
having their part of framework-client (PMIF) installed.

On the other hand, in our framework communication with objects is much
simpler, since we prefer to use a common device, such as a smartphone, to achieve
interaction with objects where there is no need to modify them by inserting codes
or installing sensors.

With respect to the software architecture we used, the benefits of using a
Resource Oriented Architecture are highlighted in [6] in a Web of Things context;
although in a different context, similar consideration can be done in our work,
where resources represent a sort of avatars of real things that tell the users about
their properties and their relations.

3 System Design and Implementation

In the following section we briefly describe the architecture we developed for our
framework. Figure 1 depicts the layered architecture of our framework, where
client applications ask for particular aspects of domain knowledge and the service
infrastructure provides the information required, enabling the clients to browse
the domain knowledge gradually and smoothly.

The requested information is provided to the client applications by means of
a set of related resources organized in a Resource Oriented Architecture [10].
In such a perspective the items composing the domain knowledge can be easily
inquired about their own features and relations with the other domain resources.
Following these links between resources it is possible to browse the network of
domain items and discover new parts of the domain in a consistent way.

The Resource Oriented Architecture in our framework is managed by means
of the Service Logic Layer, the core component of the server side infrastructure,
while the Exposure Layer plays the role of a controller that manages the com-
munication between the Service Logic Layer and the client applications from the
Application Layer, providing also a monitoring service.
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Fig. 1. System architecture

The Service Logic Layer organizes the different knowledge sources present in
the Data Layer synthesizing a uniform representation of the resources. When
requested, specialized modules (UserProfile Manager and Recommender) are
exploited to customize the service depending on the user interests.

In the Data Layer, two main kinds of knowledge exist: a domain knowledge
where the domain items and their relations are represented (see Section 4 for
more details), and a social knowledge where the information about the users
and their social actions is stored. In particular, the DomainKB Manager offers
an integrated view of the two data sources used in the Data Layer in order to
represent the domain knowledge: the ontology and a database storing a sort of
master data set3 about domain items.

The architecture has been realized using Java Environment where the Restlet
tool4 and Apache HTTP libraries collaborate in order to answer the HTTP
requests from clients. The data are stored using an OWL ontology integrated
with a relational MySQL database. The DomainKB Manager uses the D2RQ
tool5 [2] to provide a uniform virtual data source that can be directly inquired
by means of SPARQL query. Mechanisms of caching are implemented by the
Service Logic in order to optimize the request answering process. The information
toward a client is serialized in JSON streams, which makes the interoperation

3 By master data set we mean long text description, contact information, pictures and
video references, etc. This is all the information about the domain items that does
not benefit from the ontological representation since it is excluded from the inference
reasoning.

4 http://www.restlet.org/
5 D2RQ allows to view a part of a relational database as a set of OWL individuals.
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with different client types smooth and seamless. In fact, although the focus of
this paper is on the Apple iPhone mobile client, different clients like Web Servers
are also served by this architecture. Our application for Apple iPhone has its
complement in a form of a web application that provides the producers with the
opportunity to enter the gastronomical world and make their products known.

4 Ontological Organization of the Domain

Our framework uses ontologies to represent the domain knowledge as a machine
recognizable content. Adopting ontologies as knowledge bases enables smooth
description and integration of data, as well as queries and reasoning on them.
Ontologies describe the domain items by expressly representing their properties
and the relations among them, highlighting their similarities and differences.
Ontology tools, such as subclasses and restrictions, provide a well structured and
organized description of the domain where new data can be seamlessly added.
Moreover, ontology reasoning makes available, by means of inference, properties
and information that are implicit in the knowledge base. In this project we
use OWL 26 - the Web Ontology Language, that extends the previous OWL
definition with support for datatypes with ranges and metamodeling.

The domain of our application is gastronomy where we deal with different
kinds of domain items such as products, actors related to products (producers,
farms, restaurants), as well as recipes and geographical data. The entities of the
domain are modeled as elements of the ontology containing very general classes
such as Wine or Cheese, as well as very specific ones, such as Dolcetto d’Asti
di Vittorio Ubertone or Toma di Lanzo di Marino Dardino.

In order to cover this wide range of knowledge, the model we use is composed
of several ontologies, specifying different domain parts, that are imported by the
global upper ontology. In particular, we use the following ontologies:

– Taste Ontology is the global upper ontology which imports the other on-
tologies and where the connections between objects belonging to different
ontologies are made explicit.

– Products Ontology is the most populated ontology which describes the
products of the domain. It includes other sub-ontologies that detail particular
product branches. For example, the Wine Ontology and Cheese Ontology
classify and describe wines and cheeses in great detail. Items are grouped
by kinds and properties related to their organoleptic features, production
procedures and membership in particular quality consortiums.

Furthermore, a set of SWRL7 rules are defined on this ontology to relate
foods based on their properties: in particular, associations between wines
and cheeses are defined.

6 http://www.w3.org/TR/owl2-overview/
7 http://www.w3.org/Submission/SWRL/
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– Actors Ontology stores the actors playing active roles in our domain.
Both virtual actors, such as food producing companies, farms, restaurants
or shops, as well as physical actors, such as producers, restaurant chefs and
sellers are present. The actors are related to products by properties: produc-
ers produce products, cooks and restaurants use them etc.

– Geo Ontology is a taxonomy of the geographical places of the domain
(places of origin of products, places where the products are sold etc.). It
includes the administrative regions, as well as the areas that do not corre-
spond to administrative divisions but are widely used to identify particular
places. For instance valleys like Valsusa or Val di Lanzo are the names
referring to the regions included in the district of Turin and grouping several
municipalities.

– Recipes Ontology with the ingredients for each recipe, together with the
cooking instructions. Note that the ingredients of a recipe can be recipes
itself (e.g sauces or creams), which makes the relationship among ontology
elements particularly interesting.

As mentioned in Section 3 the domain knowledge, provided by ontologies, is
enriched with the information from the data base. This results in a complete
domain description where further investigations about relations among domain
items take place.

5 Inferring Object Relations

Our framework, like other Social Web applications, encourages users to provide
content, such as new entities of the domain, tags, ratings and comments. Since
this causes a considerable growth of the available information which risks to
overwhelm the user, a strategy to limit and tailor the information presented to
the user is of major importance.

Our Recommender module is in charge of adapting the content presented to
the user by filtering and, most notably, ranking the entities, taking into account
user preferences and the relations among entities (objects and people) of the
system. Such relations, which are an essential part of the mixed social network,
are described in the ontology or can arise from users’ actions.

The most natural way to define a link between two instances in the ontology
is by using the ObjectProperty. For example, the class Product can have an Ob-
jectProperty producedBy whose range is the class Producer. Moreover, relations
between entities and places, or between products and actors in the production
chain, as well as restaurants, shops, recipes and chefs exist. We also define SWRL
rules to express more sophisticated associations based on the property values of
the instances. For example, a set of rules pairs cheeses and wines to be served
together, considering their organoleptic properties.

An interesting aspect of the system is that it can infer relations based on
user actions. Apart from explicit associations, for example, if a user chooses
another person as a friend or if she adds a product as a favorite, the system can
recognize implicit connections analyzing tags and comments. Hence two entities
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can be linked if one is tagged with the name of the other one, or if they are
tagged with the same label by a significant number of users.

This kind of analysis allows for dynamic inferring of user preferences and of
users’ similarity. On the one hand, the actions the user performs on entities are
claims of interest on them, with an increasing degree from rating, to tagging and
commenting. On the other hand, the system can infer a relationship between two
users who perform similar actions on the same objects as this reveals a similarity
between them.

6 Content Presentation

As stated above, the interaction with the user is carried out using a mobile
device (Apple iPhone) where the user can explore the domain content by using
the WantEat application. WantEat is an application which unifies the default
elements of an iPhone application (action sheet, navigation bar, etc.) with a new
navigation model, called the wheel.

The wheel consists of the central object, which is the focus of the wheel, and
four different Sectors around it (See Figure 2(a)). Each Sector groups objects
related with the central one by particular relations. These objects are the result
of a Service Logic query (see Section 3) and the relations are those inferred by
the system (as described in Section 5). For instance, a Sector labeled Territory
will collect all the objects that are connected to the focus of the wheel with a
relation having to do with the territory; e.g. places where a product grows, shops
where a product is sold, production companies where it is produced. Due to the
heterogeneity of the domain items we deal with, different sector configurations8

are possible. In particular, the sector configuration used depends on the kind of
the object in the focus, and changes dynamically as the central object changes.

Using the wheel a user can browse and discover the items of the domain in a
gradual and non-confusing way. Starting from the wheel of an object, the user
can select a Sector, expand it and view the objects belonging to it. A Sector can
contain a large number of items, due to the different possible relations between
the central element and other domain elements. The user can further explore the
different Sector elements, and the different relations these objects have with the
object in the center by using an innovative interaction technique called “spinning
the wheel”, i.e. scrolling or rotating the elements in the Sector. If the user is
interested in a particular item, this can become the new focus by dragging it to
the center of the wheel, and the wheel configuration changes accordingly.

For example, Figure 2(a) depicts the wheel for the product Toma di Lanzo
(a cheese), where the following sector configuration is used: territory (e.g. places
where it is produced), people (e.g. users that tagged or voted it), cuisine (e.g.
recipes using it) and products (e.g. similar products). Figure 2(b) shows the
wheel where the Sector Territory is expanded. When the user changes the focus
by dragging the shop El Canton dij Formagg from its Sector to the center
8 We call sector configuration the name, the position and the features of the four

Sectors forming the wheel.
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(a) (b) (c) (d)

Fig. 2. Dynamic change of the sectors

Fig. 3. Dynamic interface in video domain: iPad application

of the wheel (see Figure 2(b)), the sector configuration changes automatically:
cuisine and products are replaced with products and shops (see Figure 2(c)).

If the user is not interested in a particular type of a relation or a type of an
object, the interface provides different criteria to filter the items in the sectors
(the buttons in the lower portion of the screen). In particular, it is possible to
show only the items related to the Slow Food organization9 [8], to show the
items local with respect to the user position or to hide all the elements of a kind
(products, producers, restaurants, etc.).

All the objects of the interface can be touched to get more details. It is also
possible to investigate a particular relation in order to find out why two objects
are related, i.e. which relation connects them (see Figure 2(d)).

9 http://www.slowfood.com
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In addition to interaction with the wheel, users can perform various Web 2.0
actions: tagging, voting, commenting or putting into favorites the items they
find interesting.

Our novel interface can be used in other multimedia contexts. We extended
the WantEat iPhone application with the WantEatVideo version for Apple iPad
in the video domain (see Figure 3). In this case, the videos (of the production
process of certain products, for example) are connected with the objects of the
wheel and change dynamically as soon as the objects in the sectors change.

7 Evaluation

The first proposal of our framework was tested at the early stages in order to in-
corporate user feedback into the final prototype. After testing the robustness of
the system and the consistency of the inserted data, we performed a large scale
user evaluation in October 2010 during the International Food Fair “Salone del
Gusto” in Turin, Italy. More than 600 users were divided into four groups de-
pending on their age and technology usage. They used Apple iPhones to explore
the objects of our domain. We wanted to test the intuitiveness of our approach,
easiness of usage and usefulness of the information obtained.

More than half of the tested users found the application easy and enjoyable to
use and the information obtained useful. In addition, valuable suggestions were
gathered about possible improvements and additional services (product prices
availability, possibility to book a hotel/restaurant or buy a product etc.)

8 Conclusions

We described a novel framework for representing vast amounts of heterogeneous
domain knowledge with innovative user interface and interaction technique.

The interaction experience that the application provides and the information
that can be discovered is the important aspect to keep in mind. The information
is presented incrementally, providing the user with non-confusing results.

The user interface was particularly designed for users in mobility, using Apple
iPhone as interaction device, where we tried to introduce some novel interaction
elements, while preserving many typical aspects of iPhone applications. Hence,
the user has the opportunity to explore new interaction techniques and compre-
hensive domain knowledge, while at the same time being relaxed in the familiar
environment. These new interaction metaphors have the potential of being em-
ployed in other similar applications.

Our framework can be applied to broad spectrum of different domains, reusing
the approach to knowledge representation and organization, as well as a way of
inferring relations between objects and people, and people themselves. One im-
mediate future research direction that comes to mind is using a sort of similarity
measure (see [7]) to asses how similar the objects in the ontology are. Creating
a so called “Mixed social network” where real and virtual counterparts of objects
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and people can interact at any time is a powerful concept, influence of which
should not be underestimated. It is a concept that offers many directions for
future enhancements and enlargements.
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Abstract. The openness of web allows any user to easily get information  
anytime and anywhere. However, as well as the advantage of easy access to 
useful information, the web has disadvantages of providing users with harmful 
information indiscriminately. Some information, such as adult content, is not 
appropriate for children. To protect children from adult contents, many types of 
filtering software have been distributed. However, filtering software cannot en-
tirely block adult contents, because it has some functional limitations. In this 
paper, we analyze several filtering software and discuss their limitations.  
Furthermore, we propose the essential functionalities for filtering software. 

Keywords: Evaluation, Filtering Software, Adult Contents Filtering. 

1   Introduction 

Openness of web allows any user to easily get information anytime and anywhere. 
However, as well as advantages of easy access to useful information, the web has 
disadvantages of providing users with harmful information indiscriminately. For ex-
ample, some information, such as adult contents, is not appropriate for children. In 
fact, there is clear evidence that many children who use the internet are exposed to 
pornographic websites. According to the Korea Communications Standards Commis-
sions, 83.4% of respondents encounter adult contents on the web[1, 2]. In case of 
children, they cannot determine what is right and wrong, because they are too young. 
For this reason, exposure of adult contents to children can cause crimes. Actually, 
many sexual crimes have caused by children around the world. 

To block adult contents from children, several filtering software is distributed. The 
filtering software is one of the effective methods to block adult contents from chil-
dren. General functionalities of the filtering software are as follows: First, the filtering 
software blocks access to adult contents according to predefined criteria. This consti-
tutes the basic functionality of filtering software. Second, filtering software allows 
parents to make limitation for their computer about how much time or at what time 
children can use the computer or internet. Third, the filtering software allows parents 
to audit their computer, so they can check the online/offline activity of their children. 
                                                           
*  This research was supported by the MKE(The Ministry of Knowledge Economy), Korea, 

under the “ITRC” support program supervised by the NIPA(National IT Industry Promotion 
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The audit functionality of the filtering software can provide records of all auditable 
events, such as visited websites, executed programs including screen shots of pro-
grams, duration of computer usage, etc. 

However, filtering software cannot be a perfect solution for blocking adult con-
tents. In fact, some filtering functionalities can be bypassed because of its implemen-
tation and, some filtering software only operates in a specific environment. 

Thus, in this paper, we analyze several filtering software, and its effectiveness. 
Furthermore, we discuss the limitations of filtering software and propose essential 
requirements of the filtering software.  

The remainder of this paper as follows. In section 2, we define adult contents and 
in section 3, we provide criteria of evaluation. The result of evaluation is given in 
section 4, and in section 5, we propose requirements and essential functionalities of 
filtering software based on evaluation. Finally, conclusion is given in section 6. 

2   Definition of Adult Contents 

Before evaluation of filtering software, we have to define what adult contents are. To 
define this, we refer to a standard which is defined by the ICRA (Internet Content 
Rating Association). The ICRA is an international non-profit organization of United 
States of America. The purpose of the ICRA is to help users find desired and trusted 
content and to filter out undesired content for themselves or their children. 

The ICRA does not impose content ratings, but allows web masters and digital 
content creators to self-label their content into categories such as nudity, sex, lan-
guage, violence, and other potentially harmful material and chat. Because the content 
rating relies on the contents developer, it is possible that part of the content or site 
may depict nudity, but it is not rated. Thus, contents consumers, parents or children, 
have to make decisions about which contents they find appropriate. The ICRA classes 
harmful information into several categories, Nudity & Sexual Material, Chat, Lan-
guages and etc[4]. In ICRA, young children means under the age of 12.  

Table 1. Adult Contents 

Category Content Level 
Chat Any immoderate chat must be blocked. 
Language Any explicit crude words must be blocked. 

Nudity & Sexual Material Any genitals, breasts, buttocks, and sexual acts must be blocked except 
artistic, educational, medical, and sports context. 

Violence Any blood and killing of human beings or animals must be blocked. 

Other Topics Any context that promotes drug, tobacco, alcohol, weapon usage and 
violence must be blocked. 

 
The Nudity & Sexual Material and Sports categories have a context field. Context 

fields are necessary to allow intended contents such as articles, educational, medical 
and sports contents. For example, Botticelli’s “Birth of Venus” contains a female 
breast and so it may seem that this content is not appropriate for children by the ICRA 
criterion. However, this content is regarded as an artistic painting so it is suitable for 
young children. For this reason, context fields are included in the Nudity & Sexual 
Material and Sports categories. 
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In this paper, we purpose to block adult contents from children who are under the 
age of 12 according to the ICRA criteria. Table 1 shows definition of adult contents. 

3   Base of Evaluation 

3.1   Selection of Filtering Software 

In this section, before analysis and testing of filtering software, we select sample 
filtering software. There are various filtering software and their functionalities are 
also various. To insure reliability, we have to select filtering software carefully. Thus 
we adopt a number of criteria to select filtering software. Table 2 describes the criteria 
for selecting software. 

Table 2. Criteria for Filtering Software 

Criteria Description 

Various Platforms Filtering software should support various common platforms  e.g. Windows 
98/XP/Vista, Linux, Mac OS etc. 

Various Browsers Filtering software should support various common web browsers, e.g. Internet 
Explorer, Mozilla FireFox, Google Chrome etc. 

Various Protocols If filtering software supports various protocols, then it can be regarded as good, 
because it can block adult contents from reaching various paths. 

Update Filtering software should have a history of commercial success, so many people 
should have used it for a long time and it should have been updated recently. 

 
First of all, to obtain objective results, the filtering software has to be common and 

used widely for a long time. Support for various browsers and platforms can be a 
good criterion for determining whether or not it is used widely. Support for various 
protocols is an optional criterion for determining whether or not filtering software is 
good enough, because children can get adult contents such as messenger, email, voice 
chatting etc. According to this rule, we select five software, and their descriptions are 
given in section 4. 

3.2   Sample Size 

The main purpose of filtering software is to block adult websites from children. How-
ever, because there are millions of adult websites around the world, it is hard for fil-
tering software to entirely block all harmful websites. Actually, filtering performance 
differs according to the filtering software. 

Before testing, to insure objective test results, we adopted statistical website sam-
pling. With statistics, we can calculate how many samples are needed with fixed reli-
ability and sampling error. In this paper, we assume 90% reliability and 5% sampling 
error. In this case, we can calculate the exact sample size, provided we can estimate 
the total size of the statistical population, i.e., the total number of adult websites. Ac-
cording to the Hankyoreh newspaper in Korea, about 700 thousand websites around 
the world were opened on the web in 2000. Because this result is ten years old, the 
present estimate is that there are about one million websites opened on the web.  
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However, there is not much difference between 700 thousand and one million in 
terms of calculation of the sample size.  

With this total number of adult websites, the appropriate sample size is 271. Thus, 
we test 400 adult websites and 285 video files for each type of filtering software. Our 
result has 90% reliability and 5% sampling error. 

4   Evaluation of Filtering Software 

Following table 3 shows five filtering software tested in this paper.  

Table 3. Filtering Software 

No Software Manufacturer 
1 Parental Control ICRA 
2 Magic Desktop EasyBits 
3 Web Filter PC Optenet 
4 X-Keeper Jiransoft 
5 Momi Jness 

 
As mentioned in section 2, the ICRA is a nonprofit organization that provides stan-

dards for internet content rating. In addition, the ICRA implements a software called 
parental control that provides filtering functionality. The ICRA is a famous organiza-
tion and its criteria have been adopted internationally, thus, we selected the parental 
control program of the ICRA for testing. Web Filter PC is an open source program. 
X-Keeper and Momi are famous filtering software in the Korea Republic and in par-
ticular, these programs can block harmful video files too. 

Table 4. Functionality of Filtering Software 

Filtering Functionalities Software Manufacturer 
Website Video Finding Files 

Parental Control ICRA O X X 
Magic Desktop EasyBits O X X 
Web Filter PC Optenet O X X 

X-Keeper Jiransoft O O O 
Momi Jness O O O 

 
The main functionality of filtering software is blocking access to adult contents 

from children, and this has three types of implementation; filtering websites, blocking 
video files and finding adult movies, texts and image files. Table 4 shows the func-
tionalities of the seven types of filtering software. In table 4, “O” means that filtering 
software provides functionality and “X” means vice versa. 

4.1   Evaluation of Filtering Software 

Test of Filtering Functionalities. The evaluation criteria consisted of three parts, 
filtering websites, filtering adult movies and finding files. These three factors are the 
main functionalities that block and filter adult contents from children. Except  
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X-Keeper and Momi, others do not provide filtering adult movies and finding files, 
thus filtering adult movies is only tested in X-Keeper and Momi. Table 6 describes 
the test results of the five filtering software. The test environment is described in 
Table 5. 

Table 5. Test Environment 

Operating System Windows Vista Enterprise K Service Pack 1 
Web Browser Microsoft Explorer 7 
Video Player Gom Player v2.1.16.4631 

CPU Intel Core 2 Duo E5200 2.40 GHz 
RAM 2GB 
HDD 640GB 

Test Date 2009.04.21. 

Table 6. Test Result 

Filtering Functionalities Software Manufacturer 
Website Video Finding Files 

Parental Control ICRA 78.22% None None 
Magic Desktop EasyBits 100.00% None None 
Web Filter PC Optenet 33.68% None None 

X-Keeper Jiransoft 53.50% 44.09% 87.90% 
Momi Jness 84.21% 44.09% 36.70% 

 
The test results are dependent on the test date, because the database of each type of 

software is updated daily, and the available list of websites differs on a daily basis. 

Table 7. Network Speed 

Filtering Software Upload(MB/s) Download(MB/s) 
No Filtering software 11.29 11.67 

Parental Control 11.71 11.71 
Magic Desktop 11.58 11.58 
Web Filter PC 11.32 11.71 

X-Keeper 11.42 11.73 
Momi 9.47 11.44 

Network Speed. We compare internet speed before and after installation of filtering 
software. If filtering software affects internet speed, then users may avoid using it. To 
test internet speed, we used a program called Netmonitoring. This tool provides the 
average internet speed in 10 seconds. The network test environment uses 100GB 
LAN. Table 7 shows result of network speed testing. In fact, no filtering software 
affects network speed. 

Resources. If filtering software consumes many resources, it can be a disadvantage of 
filtering software. Thus, in this section, we examine the resource share of each type of 
filtering software. In case of the windows operating system, task management pro-
vides the resource share for each process and thus we can estimate the resource share 
of each type of software. The resource share of filtering software is given in table 8. 
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Table 8. Resource Share of Filtering Software 

Filtering Software Resource Share(KB) 
Parental Control 1,332 
Magic Desktop 2,352 
Web Filter PC 4,212 

X-Keeper 37,736 
Momi 624 

 
The resource share depends on the current situation of the computer, thus the test 

results can be different. As described in Table 8, X-Keeper shares the most resources 
among the types of filtering software. 

4.2   Limitations of Filtering Software 

Filtering based on Database. The main functionality of filtering software is filtering 
websites, which is based on a database consisting of a set of URLs. To make a data-
base, the manufacturer of the filtering software has to collect the URLs periodically. 
Using this database, the filtering software can block access to harmful websites in 
order to compare URLs. If an object URL is already registered in the database, the 
filtering software blocks immediate access, and generally makes an audit record.  

Using a database to block harmful website has two limitations. First, the filtering 
software cannot block all harmful websites. It is impossible to update all harmful 
URLs to database, because too many websites, including community sites such as 
blogs, cafés, and personal homepages, are opened daily on the web. Furthermore, it 
can be bypassed by renaming URLs. For example, http://sora.net is a harmful website 
which contains pornography, and this website is already blocked by most filtering 
software, but http://tosora.info is not blocked, even if this URL indicates the same 
website, http://sora.net. Second, personal homepages including blogs, cafés, etc., are 
hard to block with filtering software. In the era of Web 1.0, few people could produce 
and process information, thus to obtain information, the user had to access portal 
website, but in the era of Web 2.0, with the advance of IT technology and the spread 
of internet infrastructure, anybody can produce and process information easily, thus 
social community websites including blogs, cafés, and other personal homepages can 
be harmful websites for children. Furthermore, these blogs and cafés are easier to 
open and close than classic personal homepages, and if some community site contains 
harmful information, it is hard to block. 

In case of video files, filtering software, X-Keeper and Momi, may also use data-
base to block execution of adult video files. Thus, a video file which is blocked by 
filtering software can be executed if a video file is encoded in other formats.  

As with video file re-encoding, some filtering software cannot block harmful web-
sites if the user uses various web browsers such as Firefox, Chrome, and Opera etc. 
The reason for this problem is implementation dependency of filtering software. To 
block websites, filtering software has to obtain URLs from the web browser. If im-
plementation of filtering software is dependent on a specific web browser, it cannot 
block access to harmful websites when using other web browsers. 
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Bypassing Filtering Software Functionalities. It is possible to bypass filtering soft-
ware functionalities. In this section we describe bypassing methods of filtering  
software functionalities. We suppose that the attacker – who wants to access adult 
contents by bypassing filtering software – is a computing novice. Table 9 shows by-
passing methods of filtering software functionalities. 

Table 9. Bypassing Filtering Software 

Bypass Description 

Modification or 
Uninstall 

The attacker can delete software from a computer, or modify the  
configuration of a filtering setting, thus software has to be protected using 
authentication. 

Closing Process The attacker can terminate an execution filtering software process using 
task management. 

Editing Register The attacker can edit the register to block automatic execution of filtering 
software when the computer completes booting. 

Change of System Time The attacker can edit the system time to avoid locking of the computer by 
filtering software. 

Using Utility The attacker can use various utilities to avoid or block execution of filtering 
software. 

Using Keylogger The attacker can use a keylogger to obtain an administrator password. 

 
In Microsoft Windows, users can manage processes on their computers using task 

manager, which is a basic utility built into Windows. Task manager in Windows is easy 
to execute – the user just simultaneously presses the keyboard control key, alter key and 
delete key, and can terminate processes, thus the attacker can use this tool to deliber-
ately terminate filtering software process in order to avoid filtering adult contents. The 
purpose of editing the register is to prevent automatic execution of filtering software. 
Generally, execution of filtering software is part of system booting, because most filter-
ing software is registered in the list of programs the operating system has to execute 
after booting. Thus, the attacker can edit the register to eliminate filtering software in 
the list. Most filtering software provides locking of the computer based on the system 
time. The purpose of this functionality is to limit the computer usage time. However, if 
an attacker can edit system time, then an attacker can use his/her computer all day. As 
like task manager, an attacker can use various utilities, which provide more detail sys-
tem management than task manager, to prevent execution of filtering software. Finally, 
most filtering software uses a password to administrator authentication. If an attacker 
obtains a password using a keylogger, he can neutralize filtering software. Table 10 
shows the results of avoidance testing for seven types of filtering software. 

Table 10. Result of Bypassing Test 

S/W 

Modification 
or Uninstall 

without authen-
tication 

Closing 
Process 

Editing 
Register 

Change 
of System 

Time 

Using 
Utility 

Using 
Keylogger 

ParentalControl O X X O O O 
Magic Desktop X X X X X X 
Web Filter PC X X O O O O 

X-Keeper X X X X X O 
Momi X X X X X X 
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In the table, “O” means that it is possible to bypass filtering software, and “X” 
means vice versa.  

In bypass testing, we use “Click to Tweak Basic version” for “Using Utility”  
testing. This utility provides system management, system optimization, register opti-
mization, trash file optimization and etc. Furthermore this utility provides a closing 
process, and it can prevent execution of filtering software.  

Especially, Magic Desktop is software for toddlers rather than children, and it pro-
vides a new interface for the user, called Magic Desktop. Thus, in case of Magic 
Desktop, the user only can use the computer in circumstances controlled by Magic 
Desktop, so it is impossible to access adult contents. 

A keylogger is a program that audits all the keyboard and/or mouse input and 
makes a record. Using a keylogger, the attacker can obtain an administrator password 
and then, neutralize filtering software. Unfortunately, with the exception of Momi, the 
five filtering software are vulnerable to keyloggers. A keylogger is not a complex 
program, thus it is easy to acquire a free keylogger from the web. 

5   Improvement of Filtering Software 

5.1   Requirements for Filtering Software 

In this section, we derive requirements for filtering software based on our analysis. 
First, filtering software has to block access to adult websites, and particularly, its 
implementation must be independent of the web browser. Furthermore, filtering soft-
ware has to adopt a machine learning technique to filtering functionality, thus it has to 
overcome the limitations of a database. A content-based machine learning technique 
can determine whether it is harmful or not. 

Second, filtering software has to prevent execution of files. Harmful files can be 
classified into texts, images and videos, and filtering software has to provide contents-
based filtering functionality for each type of file. 

Third, filtering software has to prevent program execution. The main purpose of this 
functionality is to block harmful games containing violence, porno or gambling. It is 
also necessary to control execution of online and offline game. In addition, with this 
functionality, user also can block execution of messenger, P2P, and e-mail programs. 

Forth, to block harmful information via an unknown path, filtering software has to 
make an audit record for all auditable events such as a list of visited websites, exe-
cuted files and programs, computer usage (hours per day) and etc. Best way checking 
unknown path is to make screen shots periodically. 

Fifth, filtering software has to provide time limitation in computer usage. Time 
limitation on computer usage can reduce the probability of contact with harmful con-
tents and the potential of young people to become addicted to the computer. 

Sixth, filtering software has to be tolerant for functionality bypassing. As men-
tioned in section 4, there are various methods to bypass filtering functionality, and 
filtering software has to overcome these bypassing. Table 11 shows all requirements 
for filtering software. 
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Table 11. Requirement for Filtering Software 

Requirements Description 

R1.Filtering websites 

Filtering software has to block access to harmful websites, and particularly, 
its implementation has to be independent of the web browser. 
Filtering software must be implemented with contents-based filtering 
functionality. 

R2.Blocking files Filtering software has to provide functionality of blocking file execution. 

R3.Blocking programs Filtering software has to provide functionality of blocking program execu-
tion. 

R4.Audit 

Filtering software has to make audit records for all auditable events such as 
a list of visited websites, executed files and programs, computer usage 
(hours per day). 
Filtering software has to make screen shots periodically. 

R5.Time Limitation Filtering software has to provide functionality to limit computer time. 
R6.Preventing bypassing Filtering software has to block functionality bypassing. 

5.2   Essential Functionalities for Filtering Software 

In the previous section, we defined the requirements of filtering software. In this sec-
tion, we derive the essential functionalities of filtering software based on the require-
ments. Table 12 shows essential functionalities of filtering software. 

Table 12. Essential Functionalities for Filtering Software 

Functionality Description 

Filtering Websites 

Contents-based filtering 
Independent operation on web browser 
Filtering based on forbidden words registered by user 
Filtering based on URL which contains forbidden words registered by user 

Blocking Files Contents-based filtering 
Text, image, and video file filtering available 

Blocking Programs Providing list of all programs installed on computer 
Blocking program selected by user 

Audit Record 
Making screen shots periodically 
Making audit records for all auditable events such as list of visited websites, 
executed files and programs, computer usage (hours per day) 

Alarm Alarm to administrator using SMS, e-mail etc. 
Protection Providing authentication to configure or uninstall filtering software 

Bypass Elimination 
Anti Keylogger 
Preventing modification of system setting, such as system time, DNS server, 
registry information 

Time Limitation Locking computer based on timetable 

6   Conclusion 

The openness of the web allows user to easily get information anytime and anywhere. 
However, openness has disadvantage also. For example, children can get inappropri-
ate information like pornographic contents in the web. Actually, according to the 
Korea Communications Standards Commissions, 83.4% of respondents encounter 
harmful contents on the web.  

To block adult contents from children, there are several filtering software. Filtering 
software is one of the effective methods to block adult contents. General functionalities 
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of filtering software are blocking access to adult contents according to predefined 
criterion. However, filtering software cannot entirely block harmful information, 
because it has some limitations. 

Thus, in this paper, we introduced several filtering software, and then analyzed 
their effectiveness. Furthermore, we discussed the limitations of filtering software and 
proposed their essential requirements based on our analysis. 
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Abstract. We propose a movie recommendation system based on genre 
correlations. We modify the previous algorithm; we use a list of movies as input 
instead of genre combinations. We implement a new recommendation 
algorithm as Android application with additional functions. By combining with 
existing web services such as Google Movie Showtimes and Open APIs, our 
system can recommend movies playing in cinemas currently and show the 
detailed information of movies. Location-based function is also implemented. 
We utilize GPS information of mobile device and web service provided by 
Google Maps for recommending suitable cinemas for users with mobile 
devices. 

Keywords: recommendation system, movies, smartphones, Android. 

1   Introduction 

As information technology develops in these days, we can easily obtain the information 
from the Internet. Since there are massive materials on the Internet, it is difficult to use 
all of them efficiently. Thus we should choose which materials to use. This means that 
we need to know which one is useful and which is not for better recommendation.  

Nowadays, smartphones become one of the most important tools for our life. Most 
of smartphone users tend to use their phones instead of computers when they search 
information, since mobile phones are more portable and smartphones has many 
searching applications for various objectives. 

We propose a smart movie recommendation system for smartphones. We use a 
recommendation technique based on the genre correlations investigated by Choi and 
Han [1]. We implement the proposed system on Android platform.  

In Section 2, we revisit the previous research with respect to recommendation  
systems. Then, we propose our approach that applies recommendation technique to 
mobile applications for movie recommendation systems in Section 3. Then we present 
the result of implementations on Android platform in Section 4. We conclude with 
future works of this research in Section 5. 
                                                           
*  Corresponding author. 
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2   Related Works 

There are lots of recommendation techniques investigated by many researchers [1, 2, 3, 
4, 5, 6, 7, 8, 9, 10]. Recommendation system attempts to recommend information items 
that are likely to be of interest to the user. There are four kinds of recommendation 
techniques, content-based, association, demographic and collaborative method. 

Content-based method uses item-to-item similarity. If a user like B, we recommend 
A that is similar to B. Association method also uses item-to-item similarity. In this 
method, we do not decide whether actually they are similar or not. If items have high 
correlation with each other, we decide that they are similar. Demographic method and 
collaborative method use people-to-people similarity both. Demographic method 
needs actual features of people to decide whether they are similar. Collaborative 
method uses correlation between users. 

Basically, our system uses item-based method. The detailed explanation for our 
recommending algorithm will be covered later. 

2.1   Collaborative Filtering 

As the amount of information in the world is increasing very quickly, we need tech-
niques to find relevant information efficiently. One of such technique is to use a rec-
ommendation system and the collaborative filtering [7, 8, 9, 10] is one of the most 
promising methods. Collaborative filtering is a method of making automatic predic-
tions about the interests of a user by collecting taste information from many users. 
The underlying assumption of this approach is that those who agreed in the past tend 
to agree again in the future. 

We need to build a database of preferences for items by users at first. A new user is 
matched against the database to discover neighbors that are users who have histori-
cally had similar taste to the new user. Items that the neighbors like are then recom-
mended to the new user as he will probably also like them. This approach has been 
very successful in many recommendation systems.  

2.2   Genre Correlation  

General collaborative filtering approach is based on user preferences. This implies 
that the system should wait until it has enough input data from users. Researchers 
proposed several methods to avoid this problem [1, 2, 3, 4, 5, 6]. One of such ap-
proaches is to use information that is reliable and available initially. Notice that we 
cannot always have such information available. Thus, we choose a movie recommen-
dation system domain since a movie has a category information (called genre) given 
by experts.  

Recently, Choi and Han [1] proposed a movie recommendation system based on 
genre correlations. Their system does not require lots of user preferences. The system 
first calculates genre correlations based on the genre combinations of each movie. 
Then the system applies the genre combination of all movies and user-preferred  
genres to the average rating of each movie based on the genre correlations. Finally, it 
ranks movies according to the newly computed point. 
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3   Our Approach 

We propose a movie recommendation system based on genre correlation. Choi and Han 
[1] suggested the method that users should input their favorite movie genres into the 
recommendation system manually and the system calculates the recommendation 
points. On the other hand, our recommendation system uses movie lists as input and 
obtains the genres of movies in lists and thus the preferences of users. (We profile 
movie preferences of users.) This step assumes that users would prefer genres appeared 
in the list to other genres. 

3.1   Calculating Genre Correlation Based on Movie List 

Since we have a list or several lists of movies for recommendation, we should figure out 
the number of appearances of genres in the list. If there are two movies with the first 
movie having comedy and drama as a genre combination and the second movie having 
romance and drama as a genre combination, the number of appearances of drama is two. 
In the same way, comedy is one and romance is also one. These numbers are used for 
weighting each genre when we calculate the recommendation points. 

3.2   Movie Information Retrieval 

Our application retrieves the movie information from the famous portal sites. When a 
user tries to see the information of a movie, this application sends the title of movie to  
 

Title Brief information  
of movie 

Show times

  Cinema name 

Cinema address 

 

Fig. 1. This page shows the show times of movies in Florida, United States of America. Google 
Search provides this service via web pages. You can enter the location where you are living 
instead of Florida. The address of this page is http://www.google.com/movies?near=Florida 
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Open API services. Then they return the information of movie in XML format. In our 
application, since we develop this in South Korea, we use Korean portal sites offering 
Open API services for movie information. 

3.3   Location-Based Cinema Recommendation 

Google Search offers Movie Showtimes [11] service that provides the show times of 
movies to users. Users can know at which cinema a certain movie is playing near 
them and show times of movies and even the address of cinemas. We use this service 
for our application. Detailed explanation of how we used this web service for our 
system is described in Section 4.3. 

4   Implementation 

We implement our recommendation system on Android OS. Testing device is HTC 
Desire with Android 2.2 version. Since Android platform uses Java programming 
language, we use Java for developing this application. PHP language is also used for 
server programming. The overall structure of our system is depicted in Fig. 2. 

There exist three objects in our system: server, mobile device and web services. 
We use a server here because the size of movie database is too large to handle on 
mobile device. When a mobile phone recommends movies, we need to calculate rec-
ommendation points of all movies according to genre correlation matrix and the cal-
culation consumes too much time and resource when it is computed on a small device 
such as smartphone. Therefore, a mobile device sends the list of movies and the 
server calculates recommendation points of all movies stored in server and sort them. 
Finally, the server returns the resulting list, that is, the list of recommended movies to 
the mobile phone. 

In Fig. 2, there are three web services used in our recommendation system. We use 
Google Movie Showtimes service and Google Maps service. As we briefly cover in 
Section 3.3., Google Movie Showtimes service provides regional cinema infor- 
mation and movie information. They provide these two kinds of information in 
http://www.google.com/movies page. We can obtain regional cinema information by 
putting the address as a GET parameter. 

 

 

Fig. 2. This diagram describes the procedural steps of our recommendation system. Mobile 
device generally means a smartphone or a tablet PC using Android OS with GPS information. 
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Naver1 is a popular search portal in South Korea, with a market share of over 70%, 
compared to 2% of Google. They provide Internet services including a news service, 
an e-mail service an academic thesis search service and so on. They also provide 
Open API service that we can get movie information by using the title of movie. If we 
request the movie information with the title of movie, they return the information of 
movie as XML form. The information includes the English title and Koran title of 
movie and directors, actors, user rating, related links and so on. 

Daum2 is also a popular web portal in South Korea. Daum offers many Internet 
services to web users, including a popular free web-based e-mail, messaging ser-
vice, forums, shopping and news. They also provide Open API service relating to 
movies. 

4.1   Development Environment 

We work on Windows 7 64bit OS. Tool used for our development is Eclipse Helios 
version and JDK version is 1.6.0. We also use a server for server programming. Our 
server is using CentOS release 5.5 as an operating system and kernel version is 
2.6.18. The version of PHP language installed on our server is 5.2.10 and the version 
of MySQL is 5.0.76. 

4.2   GroupLens Database on Our Server 

We use an open movie database called GroupLens database3. The GroupLens data-
base has three sub-databases: movie database, user database and rating database. The 
movie database has information of 10681 movies. We create a MySQL database on 
server for storing this database. 

4.3   Recommendation Result Based on Movie List 

Our system has two kinds of movie recommendation methods. The first method is 
recommending the movie in the database. Since we use the GroupLens database that 
has 10681 movies, the recommendation result always consists of the movies in the 
GroupLens database. The second method is recommending the movie that is now 
playing in cinemas.  

The right picture of Fig. 3 shows the result of recommending the movies that are 
now playing in cinemas. The English title of the first movie in the list is ‘The Private 
Lives Of Pippa Lee’ and the second movie is ‘Gulliver’s Travels’. The genre of these 
movies is both comedies. The genres of other movies in the list are all comedy or 
animation. Note that the genre combinations of three movies in the left list contain 
comedy and animation. We can confirm that the result of recommendation is quite 
reasonable. 

 

                                                           
1  http://www.naver.com 
2  http://www.daum.net 
3  http://www.grouplens.org/ 
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Fig. 3. The left shows the list of movies and the center shows the result of recommendation 
when we apply our method to the list. The right shows the result of recommending the movies 
that are now playing in cinemas. 

4.4   Open API Services 

When our system displays the result of recommendation as a list of movies, users can 
see the detailed information of the movies. This information retrieved is from Open 
API services of Naver and Daum [13, 14], famous South Korean portal sites. The 
process of retrieving information is quite simple. When users want to see the detailed 
information of the movie, our system sends the name of movie to Open API services. 
Since sometimes there is no available information of certain movie, we call two Open 
API services one after the other. That means if there is available information in first 
Open API service, we do not need to call the other. The retrieved information is dis-
played on mobile device with Android layout as illustrated in Fig. 4. 

  

Fig. 4. These pictures show the detailed information of two movies ‘Toy Story 3’ and ‘Love 
Actually’. We capture in Android SDK Virtual Device. Since the retrieved information is from 
South Korean portal sites, the contents are in Korean. The contents consist of poster, Korean 
title, English title, directors, actors, user rating, and summary of two movies. 
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    Since the return forms of Open API services are in XML format, we implement 
Java-based XML parser to display this information on Android layout. 

4.5   Location-Based Cinema Recommendation 

Google Movie Showtimes [11] service provides the movies which are now playing in 
cinemas and regional cinema information. We can know the cinema information of 
certain region by inputting the address or GPS information as a GET parameter. 

 

Fig. 5. The process of obtaining the distance between the user with a mobile device and the 
cinema. GPS of the mobile device can be obtained by GPS sensor in the mobile device.  

 

Fig. 6. Our application shows a list of cinemas where certain movie is playing. This picture 
shows the list of cinemas with some information such as name of cinemas, address of cinemas, 
the distances between the mobile device and the cinemas and the show times of the movie at 
each cinema. 
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Google Maps [12] offers the service that converts GPS information to an address 
or an address to GPS information. Our system provides the distance between the user 
and the cinema where the recommended movie is playing. Fig. 5 presents the process 
of obtaining the distance using Google web services. 

Fig. 6 shows a list of cinemas where one of recommended movies is playing. We can 
find name, address, distance from the user, show times of the movie of each cinema. 

As seen in Section 3.3, Google Movie Showtimes service provides their informa-
tion in HTML web pages. To parse the page and retrieve useful contents for us, we 
implement HTML parsing program with PHP on our server. When our application on 
Android device request the cinema information with the title of movie and the current 
location, the PHP program returns the cinema where the movie is playing and close to 
the current location of Android device. 

5   Conclusions 

We propose a movie recommendation system based on genre correlations. In this 
paper, a list of movies is used for calculating recommendation points instead of gen-
res. We implement the proposed algorithm as a mobile application on Android OS. 
By combining with existing web services such as Google Movie Showtimes, our 
application provides a list of recommended movies that are now playing in cinemas 
and the regional information of cinemas. 

We use genre information here for recommending movies in this paper. Since there 
are more features in movies such as directors, actors and so on, we can utilize those 
features in our future works. 

In future, we can connect our service with ticket reservation system of cinemas. 
Then, the users can be recommended and can reserve the tickets of cinemas around 
the users at a time by using our application. 
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Abstract. Ambient Assisted Living (AAL) comprises methods, sys-
tems, and services applied to improve the quality of daily life for humans,
especially elderly people. Recent research emphasizes the implementation
of comprehensive AAL platforms which control all technological compo-
nents included in the entire environment such as one’s apartment. The
behavior of the system is often determined by a specific set of rules.
Thus, personalization according to the person’s needs and preferences
includes a configuration of the given rule system. Assuming that config-
uration is not only conducted by technical staff but also by the person
him or herself, this process can be regarded as complex, requiring techni-
cal knowledge. In this work, we present an interactive and architectural
approach to support at the personalization of an AAL system by different
types of users.

Keywords: Ambient Assisted Living, End User Configuration, Person-
alization.

1 Introduction

Ambient Assisted Living (AAL) comprises methods, technological systems, prod-
ucts, and attendances applied to improve the quality of daily life for humans in
different periods of life. Considering predictions of the demographic changes in
society, AAL particularly focuses on elderly people. Especially, the integration of
technology is user-centered, that is, it is adapted according to the specific needs
of assisted persons and unobtrusively embedded into the environment. Recent
research directions emphasize the implementation of comprehensive AAL plat-
forms which manage and control all technological components included in an
entire environment such as ones apartment. Among these technological compo-
nents are i/o-devices like interactive TV, RFID tags or capacitive sensors for
localization and activity recognition, or actuators such as robotics.

Characteristical AAL platforms bear specific challenges referring to their per-
sonalization, regarded as the configuration and modification of the rules which
determine the behavior of the environment according the specific needs and pref-
erences of the assisted person. First of all, such challenges arise from the diversity
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of heterogeneous components and information the platform needs to handle, e.g.,
computing unit(s), devices, software components, services, or different partici-
pants. Second, such environments are usually driven by a specific set of rules
which finally form the application tier. Here, rule-based applications define the
overall behavior of the system and determine the state of different elements po-
tentially resulting from specific predefined events. As a result, personalization
processes require technical knowledge and skills such as specific notations or
programming languages, which are normally not among the standard compe-
tencies of regular users, and even less of assisted persons. In this context, we
must consider various types of users which differ according to their technical
knowledge, skills and expertise on the one hand, and their physical capabilities
or disabilities [7]: expert, normal, and impaired user. While the first type can
particularly be associated with technical staff, normal and impaired users refer
to the assisted persons. Here, we regard impaired users as persons which have
physical and mental disabilities.

In this paper, we present a new approach for the interactive configuration of
comprehensive Ambient Assisted Living Environments on the level of authoring
tools, focusing on the application of AAL at home. First, essential requirements
are discussed which refer to the given AAL-system and the different types of users.
In Section 3, configuration parameters are elucidated, explaining what needs to be
configured regarding objects of the AAL space as well as the given system of rules.
As central contribution of this work, in Section 4 we present an interactive con-
cept to support different types of users during the personalization process. Here,
we specify different methods for multimodal interaction and abstraction of infor-
mation and access to the system. In Section 5, we introduce architectural compo-
nents which realize the established concepts, and integrate them into an existing
AAL platform developed in the scope of the UniversAAL[1] project. Concluding,
we summarize the presented results and describe our future work.

2 Requirements

In this section, first we give an overview of the general requirements which have
to be fulfilled by a platform to allow an efficient personalization of a system.
Then we present requirements that are of interest for the different user-types
such as defined in Section 1.

2.1 General Considerations

To allow an intuitive and easy interaction, a technical system needs to fulfill a
minimal set of requirements regarding the hard- and software structure. Accord-
ing to our research focus, these requirements generally depend on a) the number
of users that are using the system and b) the users’ knowledge and skills.

Handling multi-user-systems is a part of current research. The limitations in
this case are not primarily given by the software but by sensor systems which
track and distinguish between different persons within the same living area.
Recent approaches include the equipment of every user with small active sensors
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or passive tags that can be detected by ultrasound or radio signals, or vision
based methods with time-of-flight or video cameras. However, these methods
require the user to either wear sensors/tags or suffer from user acceptance in
case of cameras. Due to these limitations and assuming that a majority of the
elderly people is living alone at home [3] we will handle in this work basically
one-user-systems.

For a user interface, considering the user’s knowledge and skills is an important
aspect. The requirements regarding the categories of users are given in Section
2.3.

2.2 Basic Requirements

From a high-level point of view, there is a number of requirements that a platform
needs to fulfill to enable a system to be configurable by a user. For a detailed
description, the reader is referred to [8].

R1 - Hardware abstraction layer : A platform for personalization needs to
abstract from the hardware in a way a user can query all available devices, their
functionality and benefit in the overall system, as well as their logical connection.

R2 - Interaction framework : The platform needs to support a framework for
managing the interaction between human and machine. This includes the pro-
cessing of multimodal in- and outputs that enables a user to interact in a way
that is most natural to him/her and fits his/her skills and physical needs.

R3 - Rule based system: To realize this, we use a rule-based system to describe
behavior in a way that it can be understood and saved by the system, and edited
and parameterized by the user to fit it to his needs.

R4 - Service based infrastructure: Services are an adequate choice to create
an open system. This allows an understandable description, abstraction, and
connection of different distributed functionalities.

R5 - Context reasoning: The intended behavior strongly depend on the current
state of the system and the context of the user (e.g. the user is now in the
kitchen). Therefore a system is needed that allows to save, read and change the
current context as well as making it transparent to the user.

R6 - Semantic descriptions : Semantic descriptions enables discovering and
processing of services, and providing contextual data in a way that end users
can work with it.

2.3 Requirements for Different Kind of Users

In the following, the requirements for the different user types are defined. These
are requirements for the tools that realize personalization on top of the require-
ments described in the previous section. Some requirements are relevant for all
kinds of users, but we assign requirement to users where it is most appropriate.

Requirements for expert users: An expert user has profound knowledge
about the system and its configuration. Thus, the rules and parameters could
even be shown directly, only small abstraction can be considered helpful. How-
ever, the following additional requirements should be fulfilled:
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R7 - Direct interfaces : Since an expert user is able to program even complex
rules by himself he needs to have direct access to all relevant components.

R8 - System details : An expert user will perform personalization as a daily
routine and has detailed knowledge about the technical background. Thus, all
details must be available. Rules and parameters can be edited “by hand”.

R9 - Direct Feedback : All feedback from the system has to be shown directly
to the user without modification or delay.

Requirements for regular users: A regular user is typically not interested in
all details about the used technologies of the platform, but he is well trained in
using common interaction devices. This kind of user is hard to deal with, because
he knows what is possible, but not how to realize it. A personalization tool for a
regular user therefore needs to hide technical aspects, but in best case offer the
same functionality as for the expert user. The following additional requirements
are defined:

R10 - Common user interfaces: For regular users tools for personalization
must make use of different interaction techniques with the system. Since they
are not interested in details, other modalities like speech are very relevant here
to gain a bigger benefit in usage.

R11 - Help-files : A regular user is able to adapt new concepts based on com-
mon knowledge. Technical details should be hidden, but hints about them have
to be available in tutorials and help-files.

R12 - Up-to-date look and feel : For the acceptance of a system it is particularly
for the regular users important to have a modern look and feel of the visual
components.

Requirements for impaired users: Impaired users need to be assisted much
more by the tools than other users. They are typically not able to use the full
functionality given by the system and accordingly they will be offered only basic
elements of configuration. An interesting aspect is the automatic learning of the
user’s behavior to try to estimate his/her current needs. This way, it will be
possible to guide him/her to use the system more use- and trustfully. For the
impaired user we define the additional requirements in the following:

R13 - Limited access to details : Complex and vital details of the system have
to be hidden. This way, the user does not get overwhelmed by the user interface
or even trapped in nested dialogs. Additionally, some parameters like emergency
processing can not be made inoperative by the user.

R14 - Simulation: Offer the possibility to simulate recently created rules. This
means, testing without changing anything in the real system. This can take the
fear to “play”with the system.

R15 - Self learning: In particular for the group of impaired users it can be
helpful if not only the user has the active role. If the system detects common
patterns in the behavior of the user (e.g. switch on TV every morning at 8am),
it should suggest to the user the permanent acquisition of automatically created
rules.
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R16 - System interruption: Impaired users have in most cases no idea how
the system is working, therefore it is important that every behavior introduced
by the system can be interrupted by the user as easy as possible. This way, it is
ensured that a user does not feel patronized by the system.

3 Configuration Parameters

In this section, we provide a more detailed look on the technical elements and
properties which are to be personalized. As already stated in Section 2, we
assume to have a given Service-Oriented Architecture (Requirement 4). The very
basic elements are Service-Descriptions, Service-Calls, and appropriate Service-
Responses. In addition to this, we need to have a sort of Reasoning Managing
System which is able to create, distribute and save changes in the context of
the user (context-events). Finally, the platform must support input and output
channels which allow a user to interact with the system (see also Section 5).

3.1 Configuration of Single Elements

One essential object is an editable user-profile which contains general informa-
tion such as the person’s name or physical limitations. The other basic element in
the system are the Service-Descriptions that have to be given in same description
language. A common way is to use the XML based language WSDL1, but also
semantic expressions can be used, e.g., provided by OWL2. In order to make all
services available to the user, we have to ensure that enough meta-information is
included in order to distinguish between different user types. Additionally, this
information must be editable in order to adapt the descriptions according to
the individual user’s needs (e.g. for a description of a TV “X8300”vs. “TV Liv-
ing Room”). The needed inputs for Service-Requests can be retrieved by simple
questionnaires and the presentation of the Service-Responses strongly depends
on the user-profile (e.g. using loudspeakers if the user is blind). The current
context of the user (except of his profile) does not have to be configured by
the person himself. We must assume that the platform provides an appropri-
ate overview about the available context-events. Furthermore, a prerequisite is
that programmers defines suitable names. This gives a user the freedom to in-
clude event-reasoning in his personalized rules. Output devices can be included
as services and Input-Events are represented as events that provide input for
Service-Calls.

3.2 Configuration of the Dependencies between Elements

Besides the configuration of single elements, the main part of personalization is
to take control over the system by creating rules that are usable by the platform,
combining given single elements. Combining means in the simplest case just to

1 Web Services Description Language: XML-based language for the Web Services.
2 Web Ontology Language: RDF/XML-based language for the Semantic Web.
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group services or events. Multiple services are called at the same time and will
be executed after all required inputs of all services in the group are given by
the user. Examples for sophisticated methods such as entire workflows between
services. This offers the possibility to define restrictions in the process (e.g., take
service X if Y failed and Z otherwise). Since many interactions are complex and
multimodal it most be also possible to combine events (e.g. combine “switch
lamp on”and “user is in living room”to create the event “switch lamp in living
room on”) for futher use. The most important aspect is the combination of
services and events. This is what offers the possibility to directly control the
behavior of the system. If a (maybe combined) event like an explicit command is
triggered, an associated service (this again can consist of many services) should
be triggered.

3.3 Representation of Rules

All rules and combined services have to be represented in an appropriate way in
the system. To realize this, different forms of representation have been researched
in the past, e.g. for the definition of workflows the description languages BPEL3

or XPDL4 can be used. The platform itself is not bound to a specific repre-
sentation; there can be multiple components responsible for storing, executing
and processing the various types of description languages. In this case, it must
be possible to access and configure the rules contained in these components to
provide the possibility to combine them into higher level rules, and to provide
appropriate interfaces to present them to the user.

4 Interaction

In this section, we present an interaction concept which supports the process
of customizing the system of rules of an AAL-system. The main idea can be
exemplified with the simple scenario “evening activity”. After dinner, the as-
sisted person usually reads a book in the living room. For this purpose, when
he or she leaves the dining room the lights are automatically switched off. In
the living room, the ceiling lightings are dimmed and a reading lamp positioned
next to the couch is switched on. In the course of time, the person’s ability to
see has decreased. As a consequence, instead of reading, the person is going to
listen to the local radio program. Hence, the reading lamp remains off, and the
hifi-system is turned on with the preset radio channel. Here, the underlying rules
system needs to be modified. As already mentioned, these changes can be con-
ducted by different kinds of users with different knowledge and skills. In order
to take this aspect into consideration, we enable a multimodal communication
with the system on the one hand, and define varying abstraction levels on the
other hand.

3 Business Process Execution Language.
4 XML Process Definition Language.
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4.1 Multimodal Interaction

Going back to the “evening activity”scenario: assuming that the person’s ability
to see has decreased, this not only results in a change of the activity, but has
also an impact on the way a respective modification is conducted. In this exam-
ple, a “traditional” interaction by means of a Graphical User Interface (GUI)
would certainly be the wrong choice. A better solution would be to allow a more
intuitive and accustomed interaction, for instance, by pointing at the reading
lamp and expressing the command “switch off” in a verbal way. If the person
repeats this on several evenings, the system would change the related rule after
a confirmation request. Thus, we introduce three different modalities which can
be combined in the scope of one single interaction, GUI-based, speech-based, and
gesture-based (see Fig. 1).

Fig. 1. Multimodal personalization by means of a GUI, speech, and pointing

GUI-based. Interaction based on a GUI requires an appropriate visualization
of the given rules system. Thus, all building blocks of the system have to be
graphically presented to the user, supporting the creation of a correct men-
tal representation [5]. Examples for common standard visualization models are
activity graphs, workflow graphs, or semantic visualizations [4,5]. Here, configu-
ration is usually performed by Direct Object Manipulation [6].

Speech-based. The person can explicitly communicate with the system in a ha-
bitual verbal manner based on an automatic speech recognition approach (ASR)
[2]. Here, spoken words are automatically converted to text and compared to a
repository of predefined commands.

Gesture-based. Also regarded as habitual, gesture-based interaction is based
on automatic gesture recognition. In our work, a particular focus lies on the
recognition of pointing activities. These can be combined with a spoken com-
mand, but also with a graphical representation, e.g., by highlighting the graphical
representative of the referenced object.

4.2 Levels of Abstraction

In addition to the options to interact with the system by means of different
modalities, we introduce different levels of abstraction in order to meet the needs
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of persons with differing technical and physical prerequisites. Abstraction implies
the presentation of information as well as the access to this data in order to per-
form modification on the set of rules. Thus, abstraction relates to the visualized
information with respect to the amount and/or the level-of-detail. Furthermore,
it determines which and how many interactions are allowed out of a set of ex-
isting options. In the case of GUI-based personalization, different entities can
be presented (see Section 3). For persons with high technical knowledge, the
presentation can correspond to the code level, e.g., a workflow definition or an
RDF5 file. In the next level, graphical representatives can be incorporated, for
example as part of an activity or workflow graph. Here, a further abstraction can
be defined in order to show only basic building blocks of the rules system with
a set of few basic graphical elements. With regard to verbal commands based
on speech recognition, abstraction does not refer to the presented information,
but to the set of commands which can be expressed by the user. That is, dif-
ferent vocabularies or parts of a common vocabulary are assigned to a specific
user account. These vocabularies range from the explicit editing of code-level
constructs such as RDF tags or SQL queries to simple commands as described
in the example scenario. Since this work addresses only pointing gestures, no
abstraction levels are defined in the context of gesture-based personalization.

5 Architecture

To support the concepts derived in the previous sections, a generic architecture
is presented. This architecture is based on the EU project UniversAAL, as it is
supposed to become a standardized general-purpose platform for AAL-spaces.
UniversAAL is a consolidated combination of prior work, not following a com-
pletely new approach but rather integrating approved concepts from a variety of
projects in this area. UniversAAL already has some of the components necessary
to realize interactive personalization. The important parts together with some
enhancements and extensions are illustrated in Fig. 2.

The middleware is the only component necessary on ever node in the net-
work. It hides distribution and heterogeneity, and facilitates communication by
providing a bus-based system with four buses. The input and output bus handle
explicit interaction with the end user while context and service bus realize push
and pull mechanisms, respectively, for interoperability of various components at
a semantic level using ontologies and technologies like RDF and OWL6.

The remaining components are of particular interest and are described in the
following subsections.

5.1 Multimodal Interaction

The interaction with the user is probably the most important aspect of a platform
to be fulfilled for user acceptance. According to the huge variety of preferences,
5 Resource Description Framework.
6 Web Ontology Language.
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Fig. 2. Architecture of the system, orchestration and reasoning (highlighted by a dotted
box) are the parts to be personalized

skills, and impairments, the platform should support multimodal interaction
and integrate different modalities. The architecture supports this by integration
of various so-called IO-handlers7 to support different in- and output devices
and combinations thereof for interaction with the end users. One IO-handler is
responsible for a defined set of modalities and deals with modality fusion and
fission. Thus, a different IO-handler can be used for the respective end user.
Which handler is used, can be determined by the profiling component, that
provides a user model for handling user identity, capabilities, constraints and
preferences. Here, a distinction between different user types and their preferred
interaction method can be realized.

5.2 Context Reasoning and Service Orchestration

Complex services may not be resolved directly, but by intelligent strategy plan-
ning and composition of simpler services. The composed service is then available
and registered at the service management component just like regular services.

The context management is responsible for all data and events that can be
shared within the system based on a set of shared models and guarantees a
certain level of persistence to reflect the current state and allows for querying
past events when needed. This data is then used for a rule-based reasoning to
derive higher-level situational data from low-level sensor events.

Service orchestration with parameterization and workflow execution as well as
the rules for context reasoning are in this work the parts that can be personalized.

6 Summary

In this paper, we present a new approach for the interactive personalization of
comprehensive Ambient Assisted Living Environments. This approach includes

7 Detailed information about the general UI Framework at a technical level can be
found in [7].
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the specification of essential system- and user-centered requirements, as well as
configuration parameters which are to be modified. Moreover, we present an in-
teractive concept to support users during the personalization process. Here, we
establish methods for multimodal interaction and abstraction of information and
access to the system in order to consider different types of users. Furthermore, we
define architectural components which realize different aspects of the presented
concepts. As a result, we expect a significant improvement regarding the under-
standing and the execution of personalization processes. As part of our future
work, this improvement will be investigated in the scope of user studies based
on a respective prototype implementation. Furthermore, additional interaction
modalities will be integrated.
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Abstract. This paper describes a Context-based Information Service Agent 
which has been developed in the domain of sports, especially for baseball game 
which often called a sport based on data. For the implementation of the agent, a 
knowledge model structure which can define the change of context along the 
axis of time has been suggested. The usability of the agent has been proved as 
the service system implemented on mobile phone proactively recommended the 
observation points and information suitable for the current context of watching 
the game in non-invasive manner. 

Keywords: information service, context-awareness, agent, knowledge model, 
mobile platform. 

1   Introduction 

Rapid and remarkable progress in computing environment such as world wide web 
and powerful yet affordable server enable the application programs to provide humans 
with more intelligent and proactive information service. Software agent is usually the 
kernel of the service, and intelligent agents for information service in many different 
domains such as finance, traffic, e-commerce, etc. have been developed for satisfying 
user’s requirement and providing practical service [1, 2, 3, 4]. Among those agents, 
the context based information service agent is supposed to recognize current situation 
or change of situation of information user in order to supply information most useful 
for the user at the context. Recognition of the situation is based on the overall assess-
ment about all the related factors. For the representation of situation, the change over 
time should be considered as one of the important factors since the agent needs to 
adapt to dynamically changing situation and correct its behavior [5]. Most of the  
existing agent are not that much adaptive to the change over time, though. 

The method of knowledge modeling is necessary for expanding the range of repre-
sentation of situation in order to reflect the change of situation over time. While this 
paper introduces a case of the implementation of a context aware information agent, a 
structure of the ontology as a knowledge model which can define the change of situa-
tion over time is suggested. 
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Baseball game continues couple of hours and the situation consisted of many fac-
tors like pitcher, batter, runner, inning, out count, ball count, etc. keep changing. At 
every change, game audience might be interested in specific data through which the 
progress of the game is predicted. For instance, the record on the stolen base of a 
runner might be more interesting than the hitting average of a batter if the runner is on 
the first base with out-count one at late inning while both team scored nil. The possi-
bility of stealing base at the circumstance is usually reminded and the record of the 
runner is provided by commentator in case of broadcasting. There can be many ‘ob-
servation points’ such as the possibility of stealing base during the baseball game 
watch. The above mentioned agent was regarded as the kernel of artifact being capa-
ble of playing the role of commentator and recommending proactively the observation 
points suitable for the game context. The agent has been implemented on a smart 
phone, which becomes the powerful platform for mobile internet and the most useful 
personal assistant. 

2   Context Based Information Service Agent 

As the agent needs to recognize current situation and recommend information appro-
priate for the context, it requires number of functionalities such as context-awareness, 
inference, information retrieval, and priority indexing (Fig. 1) [6]. 

 

Fig. 1. Functions required for the intended Information Service 

For the context awareness, the context modeling technology for the formalization 
of the recognized context data is necessary. The context recognized through context 
sensing technology is represented in a formalized model and language. The function 
to recognize and assess current context by analyzing the model is identified as context 
recognition. Clear definition on the context elements is necessary for context aware-
ness. And also, grouping of the elements and converting them into knowledge are 
necessary. Once current context is recognized, the agent refers to the knowledge 
model and infers the information appropriate for the context. The knowledge model 
defines context element and information element for generating the relation between 
two elements in knowledge map. Then, the agent retrieves the specific information 
relevant to the context from the database and supplies it to the user. 
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3   Information Service for Watching Baseball Game 

There are various records in baseball game as is often referred as the game of data. They 
are usually provided by caster or commentator. But, inevitably the service is uni-
directional and limited in quality and quantity in many cases. Introduction of the ‘obser-
vation point’ and providing the observation point and relevant statistics in suitable tim-
ing proactively by the system would improve the service and add the zest to watching 
the game. The observation point means the group of the player record relevant to the 
current context, which attracts audience’s interest. The system structure of the context-
based information agent applied to the baseball game watch is depicted in Fig. 2. The 
role of each module on the structure diagram is to be introduced, and the flow from 
context recognition to providing observation points is explained in this section. 

 

Fig. 2. System Structure of the context-based information agent 

 

Fig. 3. Record Interface  Fig. 4. Context Model 
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Provisioning of observation points starts when an event occurs, which mean the 
change of the situation. The event is recorded through the interface as shown in Fig. 3 
and analyzed for creating the context model which is then stored in DB as shown in 
Fig 4. The occurrence of an event is started at the moment of ball drawing by pitcher 
in this work. 

 

Fig. 5. Modeling of the Relation between Context and Observation Point using Protégé 

 

Fig. 6. Observation Points converted to XML file 

The server regularly checks the change in context DB. In case of any change  
detected, the server identifies the context and extracts observation points relevant to 
the context. Then, the observation points are served through the user interface. The 
extraction of the observation points are carried out through the ontology model for the 
relation between context and observation point. The server compares the current con-
text and the ones defined in the ontology model by parsing the relation model in order 
to extract the matching context instance. Then, the observation points having the 
relation with the extracted context are derived. The matching context instance is ex-
tracted and the observation point instances having the relation with the extracted con-
text are inferred. The observation point instance includes name of the related table, 
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name of column, searching constraints, etc., with which matching observation points 
stored in the analysis DB are extracted at the server (Fig. 5). The observation point 
implies the meaningful data of the players resulted from the analysis on the record 
DB, which is stored in analysis DB. Weight value is given to each instance at the 
ontology model in order for comparing the importance of the observation point. The 
selected observation points adequate for the current context are listed in the order of 
weight values given to the observation points. 

The derived observation points are changed into XML files as shown on Fig. 6 at 
the web server and sent to UI through http request communication. Through this inte-
grated process, the agent proactively provides human users with context relevant 
observation points, and the users are able to get interesting record information.  

4   Knowledge Model 

The structure of the ontology model for the representation of the relation between 
context and observation point is shown in Fig. 7. Ontology is a knowledge model 
represented in the form which can be handled by computer. As the definition of all the 
terms and their relationship are logically described in otology, the model enables 
formal representation and declarative description of knowledge. Ontology can be 
applied in many different domains for establishing knowledge base as knowledge 
management and expansion and inference are possible through ontology. 

 

Fig. 7. Model for Relation between Context and Observation Point 
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Context elements are grouped in ontology structure for the contexts to be recog-
nized according to the data type property. Inning, runner, count, scoring margin, etc. 
are groups in high level. Inning has inning number and first/second half as lower 
grouping elements. Count has ball, strike, and out. The ontology structure has been 
modeled in the way contexts can be specifically represented with these grouping ele-
ments. The context formulated with a series of events can be represented since the 
context class in this study contains the relation with the previous context. The change 
in context along with the progress of events can be expressed as the sequence is con-
trolled with ‘previous context number’. Server can identify the context change over 
time according to the representation defined in the ontology model. Variety of the 
observation points have been derived since the context change over time can be ex-
pressed and the server is able to recognize the context change through the model rep-
resented in ontology. 

5   Implementation of Context-Based Information Service for 
Baseball Game 

The information service system for providing observation points and relevant infor-
mation during the baseball play has been realized in order to assess the usability of the 
context based information agent. The system has been implemented in the 
server/client structure based on internet as shown on Fig. 8. The real time information 
on a game in progress and the video stream of the game are supplied to the server at 
the ball park. The situation related observation points are derived and indexed by the 
agent according to the level of relevance. The observation points and related data are 
stored along with the concurrent video image, and these are supplied to the client on 
request. iPhone has been used as the client device for mobile service. 

 

Fig. 8. Platform for the Information Service System 

A client App has been developed, which can supply video stream of the ball game, 
real time observation points, game progress information, player information, etc 
through the user interface as shown on Fig. 9. The client App regularly requests the 
server for the observation points along with the timing of the video streaming of a  
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Fig. 9. User Interfaces for Baseball Information Service 

game. The game situation information and the player information are supplied only on 
demand from user. Only top three of the suggested observation points are displayed at 
the bottom considering screen size of smart phone. Once any of the observation points 
is selected by the user, the relevant data are displayed on the top of the screen. The 
information is overlaid on the video streaming of the ball game. The system has been 
applied to the baseball games of Korean Series 2010. The system was appreciated that 
understanding over the progress of the match had been enhanced and the interest and 
immersion in the game had been increased by the information service. 

6   Discussion 

In this work, an intelligent information service system for baseball has been implemented 
as a context based information service agent. Recording interface for the acquisition of the 
progress information of ball game and for the context modeling has also been designed. 
An ontology model has been structured for being aware of contextual change over time. 
The ontology is also designed for parsing data to knowledge and extracting observation 
points. The observation points which is the representation of groups of the information 
appealing to the user at a certain context are listed in order according to the relative impor-
tance and displayed on the mobile device as shown in Fig. 9. 

The implemented system satisfactorily offered information at every change of the 
situation, i.e. ball count, out count, inning, score and player while the system was ap-
plied to the real match of Korean Baseball League. In an actual situation when runners 
on the first and third base at the out count one for instance, the system suggested the 
possibility of hit, base steal, and double play. Once the possibility of double play was 
selected, the record of the batter on the double play against the pitcher during the season 
and with some other condition was displayed. As the observation points were listed first 
for the user to select and the record information in detail was supplied only when any of 
the points was selected, the service was appreciated non-invasive and timely. The scope 
of this agent can be expanded to other domains like tourism, e-learning, and e-health 
since the ontology can be modified and expanded as required. 
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Abstract. With the growing impact of the Web 2.0 on our every day life, peo-
ple start to use more and more different web based services like Facebook or 
Twitter. Thereby, they generate and distribute personal and social information 
such as interests, preferences and goals that are stored in a user profile. This 
leads to open challenges regarding the users ability to keep track of their per-
sonal information but it also offers chances to use this data to enhance personal-
ization and recommendations of existing services. This paper presents a user-
centric, thus privacy preserving, system to cope with these challenges and a 
personal user interface (UI) that allows users to manage and share personal 
data. 

Keywords: information visualization, recommender systems, data mining, user 
modeling, user-centered design, ontological engineering, semantic mapping. 

1   Introduction 

With the growing impact of the Web 2.0 on our every day life, people start to use more 
and more different web based services like Facebook1, Twitter2, Flickr3 or blogs. They 
use those services to express their opinion, communicate with others and share pictures 
with friends. Thereby, they generate and distribute personal and social information like 
interests, social contacts, preferences and personal goals [1]. This user information is 
usually stored in a user profile deeply buried within every service, only accessible 
through the User Interface (UI) or API. This affects the users ability to keep track of 
their personal information. They loose overview what information is stored where and 
what is public and what private, which leads to open privacy and security challenges. 
Users who have no overview of the data stored cannot control what data is publicly 
available and thus, information can be shared by accident. However, the personal infor-
mation distributed over different services represents an untapped store of knowledge 
that could be used to enhance personalization and recommendation for existing  
services. In this work, we present a user-centric, thus privacy preserving, system that 
                                                           
1  http://www.facebook.com 
2  http://twitter.com 
3  http://www.flickr.com/ 
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consists of a semantic layer to aggregate user profiles and a personal user interface to 
visualize the profile information. The semantic layer aggregates user profiles from 
different web applications to allow access to information in different user profiles in a 
unified way. We also present a UI that allows users to keep track of personal informa-
tion stored in different applications. This helps users to control their personal data and 
thus it helps to prevent unintended data sharing. The paper is structured as follows: 
We first give an overview of related work in the field of user model aggregation and 
sharing. We then describe in detail our semantic approach to aggregate user models 
and how to access this information in a private and secure way. Finally, we show a 
system that uses the aggregated information to give users an overview about the per-
sonal information stored in different applications. 

2   State of the Art 

User information is typically stored in proprietary formats defined by each applica-
tion. Thus, to give users a holistic view on their data, we need mechanisms to ag-
gregate different user profiles. These aggregated user profiles have to be presented 
in a unified way to have an inter-application understanding of the stored informa-
tion [2]. Such aggregated user profiles are also the basis for personalization of ap-
plications and recommendations [3]. In the research fields of user modeling and 
user model aggregation, different approaches have been proposed to address the 
problem of user model heterogeneity and aggregation. These approaches can be 
categorized into two types [4]: 

− Standardization of user models: A common and shared user model standard for all 
applications. 

− User model mediation: A set of techniques to transform or convert data from one 
user model to another format. This is a practical approach to solve the problem of 
heterogeneity and allows the aggregation of different models. 

The standardization approach has a long research history starting with early works of 
simple user modeling shells [5] to more sophisticated user modeling servers [6,7]. 
Recent works propose a common user ontology, like GUMO [8], that creates a com-
mon syntax and understanding between all applications [9]. With the ontology as a 
shared data format, sharing of information is not a problem. But, this method is hardly 
possible in a commercial environment as most applications have application depend-
ent user profiles. These profiles are adapted to the special requirements of each appli-
cation and are firmly rooted within each system architecture. To change the structure 
of the user profile is always related with big changes to the system architecture, which 
means extra costs for the application providers. 

The mediation approach [10] is a more practical approach. It aims to build a inte-
grated user model suitable for a specific goal, e.g. recommendation of music. This 
integrated user model is based on data collected from different applications and  
aggregated by specialized software components. These software components trans-
form data from one representation into a target representation. This approach solves  
the heterogeneity problem by having specialized software components for each  
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transformation. The shortcoming here is that for each data field that should be trans-
formed a separate component has to be developed which can lead to immense compu-
tational efforts. 

3   Semantic User-Centric Data Management 

In our approach, we focus on a hybrid strategy utilizing ideas from both types. To 
aggregate information, we developed an ontology, presented in section 3.1, as the 
basis for our system. For the sharing, we build a privacy-preserving framework, pre-
sented in section 3.3 and 3.4, which manages the data using different mediators and 
shares information between applications only with user consent. Figure 1 shows three 
user profiles with three attributes each, containing personal information and interest 
information, which should be aggregated utilizing our approach. 

MusicApp

full_name

fav_music_genre

email Facebook

name

music

email OtherApp

username

music_genre

mailAdress

 

Fig. 1. Three different user profiles containing personal information and music interests 

3.1   The Aggregation Ontology 

We present a generic ontology, which allows us to define a degree of similarity be-
tween information and to determine the information source (the application that pro-
vided the data). Figure 2 visualizes our ontology. The ontology gives us the possibil-
ity to define a model, which describes how information in different profiles is related 
and how data can be aggregated. This aggregation model (AM) with descriptions 
about coherences between the user profile data is the basis for our system and for the 
in section 4 presented approach to show users their personal information stored in 
different applications. 

Attribute
Relation

ProviderId

Match

ObjectProperty

xsd:FloatsourceProvider
targetProvider

matching

matchingAttribute

matchedAttribute

similarity

xsd:String

rules

 

Fig. 2. Ontology for Profile Aggregation 
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An important extension to existing ontological approaches, e.g. [11], is the entity 
Match, which allows adding extra knowledge to the model. Extra knowledge can be a 
similarity measure of related data in two different user profiles or instructions. In-
structions can be a set of predefined rules [12] describing how to aggregate informa-
tion. Such extra information is needed for the aggregation of user profiles, as it is an 
important indication for mediators how to handle the data. Table 1 gives a detailed 
description all entities and relations of the ontology. 

Table 1. Entities and relations of the ontology 

Entity/Relation Description 
ProviderId The description of an UM provider with name and id. E.g. Facebook. 
AttributeRelation Defines a relation between the requested attribute (matchedAttribute) 

of a provider (sourceProvider) with two or more attributes.  
Connected attributes can be from different providers or only from 
one provider. 

Match Encapsulates different attribute relations with extra information like 
similarity, or rules how to aggregate data. 

owl:ObjectProperty Defines the relations between instances of two classes. 
sourceProvider The application identifier of the application hosting the UM. 
targetProvider UM provider of the attribute similar to an requested attribute. 
matching Relation between an AttributeRelation Entity and a Match Entity. 
similarity/rules The similarity attribute defines the degree of similarity between two 

attributes. The rules attribute defines aggregation rules for the  
profiles 

matchingAttribut Defines the special application attribute that corresponds to the  
aggregation model attribute. 

matchedAttribut Defines the attribute that can be requested by other applications to 
get similar attributes from different applications. 

 

3.2   User Profile Aggregation with the Ontology 

Based on this ontology, we can define a concrete model that allows us to aggregate 
user profiles from different applications and access the information in a unified way. 
To outline the approach, we exemplarily connect the three user profiles shown in 
Figure 1 (MusicApp, Facebook, OtherApp) containing personal (name, mail) and 
interest (music) information. 

The actual definition of the model is a straightforward process. First, one has to 
analyze the given structure of the different user profiles that should be connected. The 
goal is to find similar attributes in different profiles that contain similar data. For 
attributes where the contained information is only partly related, a similarity measure 
has to be defined. The similarity measure is a substantial information for the data 
management and visualization process as it is an important indicator for the system 
how to handle the data. Such a similarity definition can be done manually, semi-
automatically or automatically [13]. The aggregation of the profiles can be automat-
edo some extent [14]. In this scenario, we perform the aggregation manually. We 
have two information blocks, personal information and music interests, that can be 
aggregated. To aggregate the music information, we define a new AttributeRelation 
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called ’music favorite genres’ in our aggregation model (AM). We define matchedAt-
tribute (AM#music favorite genres) and sourceProvider (AM#AM ID) entries accord-
ingly, which are needed to access the model and retrieve information. 

<pdm:AttributeRelation rdf:ID="music_favorite_genres"> 

 <pdm:matchedAttribute rdf:resource="AM#music_favorite_genres"/> 

 <pdm:sourceProvider rdf:resource="AM#AM_ID"/> 

 <pdm:matching> 

  <pdm:Match> 

   <pdm:similarity>0.9</pdm:similarity> 

   <pdm:targetProvider rdf:resource="musicApp#providerId"/> 

   <pdm:matchingAttribute 
rdf:resource="musicApp#fav_music_genres"/> 

  </pdm:Match> 

  <pdm:Match> 

   <pdm:similarity>0.3</pdm:similarity> 

   <pdm:targetProvider rdf:resource="facebook#providerId"/> 

   <pdm:matchingAttribute rdf:resource="facebook#music"/> 

  </pdm:Match> 

  <pdm:Match> 

   <pdm:similarity>0.6</pdm:similarity> 

   <pdm:targetProvider rdf:resource="otherApp#providerId"/> 

   <pdm:matchingAttribute rdf:resource="otherApp#music_genres"/> 

  </pdm:Match> 

 </pdm:matching> 

</pdm:AttributeRelation> 

Fig. 3. Aggregation of music interests from 3 different profiles using the ontology 

MusicApp

full_name

fav_music_genre

email Facebook

name

music

email OtherApp

username

music_genre

mailAdress

AM#music_favorite_genres

 

Fig. 4. The different music interests in the user profiles aggregated using the ontology 

Fig. 3 shows the resulting model that describes the relations (Fig. 4) of the music 
interest attributes between the profiles. The aggregation of the personal information 
attributes follows this process. Once the model is defined, it is integrated into a 
framework that offers a web-service API to access the information. 

3.3   Privacy Aware Data Sharing 

The requirements for a privacy-aware approach sharing information safely across 
applications are to make sure that no personal user information is shared unintended. 
To fulfill these requirements, we utilize OpenID4. OpenID offers an interface to give 
permissions to third-party applications to use data and to actually share it. We have 
                                                           
4  http://openid.net/ 
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chosen OpenID because it is a well established technology supported by companies 
like Google and Microsoft. 

3.4   Access to the Aggregated Data 

The actual data access is handled by the API which offers methods to request infor-
mation on behalf of the user. Such a request can come from the user, who wants to 
access personal data or other systems that want to use the data for personalization or 
adaptation purposes. All access to the data must be confirmed by the user using the 
OpenId interface. If a system asks for information about ’AM#music favorite genres’, 
and the user approves the request, the system gets the information stored in the musi-
cApp attribute ’musicApp#fav music genres’, the Facebook attribute ’face-
book#music’ and the OtherApp data from ’OtherApp#music genres’ as these are 
related to the ’AM#music favorite genres’ field in the aggregation model. 

4   My Personal User Interface 

”My Personal User Interface” is a system that uses the presented ontology and 
framework, to visualize personal user information distributed over different applica-
tions. ”My Personal User Interface” has the goal to assist users to 

• keep track of applications they have, 
• stay in control over their personal data,  
• control the information flow of personal data. 

To support people to have an overview over their applications and data the main UI is 
split into a top and bottom view, see Figure 5. The top view is a cover-flow element 
showing the different applications of a user. The cover-flow allows selecting an appli-
cation and getting an overview of the personal information stored in it. This personal 
information is presented in the bottom view of the UI. For example, Figure 5 shows 
personal contact information stored in Facebook. We adopted the information card 
metaphor [15] to visualize the different applications of the user and to visualize the 
stored personal information. 

Figure 6 gives an example of the type of information and how it is visualized in our 
system. The user has different information cards visualizing information stored about 
her. The user can see her last actions in an application, as an example of implicit in-
formation visualized by our system. 

We also designed an UI to support users in privacy-aware use-cases, see Figure 7, 
which allows users to control what kind of data is distributed. If a third-party applica-
tion requests data of the user, the user is asked to give permission for that application 
to use the data. Therefore, the UI presents data that will be sent to the user. The proc-
ess of sharing information is two-folded. After a third-party application requests data, 
e.g. about the user’s musical taste, the system selects all information previously ag-
gregated using the ontology. So, for a music taste request, data from Facebook or the 
previously described ’Profile Analysis’-profile would be selected. The second step is 
the validation through the user. Therefore, the selected information is presented to the 
user using the same card metaphor but only showing the information to be sent to the  
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Fig. 5. Main UI showing different applications and personal information 

 

Fig. 6. Visualization of past behavior 

third-party application. The user can navigate through the different cards, see which 
information will be sent and decide to accept or deny the request. This makes it possi-
ble to easily see and control what data is shared. 
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Fig. 7. Our OpenId interface. Buttons at the bottom allow users to accept or deny a data  
request. 

5   Conclusion and Outlook 

In this paper we introduced a solution to aggregate, access and manage personal in-
formation in a secure way. We presented a new ontology that supports the aggrega-
tion of distributed user profiles and a framework that utilizes the ontology and allows 
secure data sharing by using OpenId. On top of this framework, we created My Per-
sonal User Interface, a system that allows users to fully profit from the semantic 
framework and to keep an overlook over their personal data. In future steps, we want 
to to use the aggregated user information to further enrich the knowledge about the 
user and add new information retrieved from the Semantic Web. This information can 
be used to improve personalization and adaption and help users to profit more from 
such a personalized system. Of course, the user stays in control and can decide to 
discard this automatically added information. 
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Abstract. Women have periodic physiologic change of menstruation. There is a 
possibility to be influenced the physical and mentally in the female. It is neces-
sary to support a comfortable life and work for female. The relationship be-
tween workload and stress that was taken the menstrual cycle into consideration 
had been examined on mental tasks in this research. Menstrual phase, follicular 
phase and premenstrual phase of menstrual cycle were focused and analyzed. 
The survey was conducted to grasp the menstrual cycle of the subjects. The ex-
periment was consisted of two kinds of tasks. As the results of the survey and 
the experiment, it was suggested that there were differences on task speed, 
stress, and sympathetic and parasympathetic nerve activity due to menstrual 
complaints. 

Keywords: Menstrual cycle, Task Performance, Mental Workload, Menstrual 
Associated Symptoms. 

1   Introduction 

There are many opportunities using information and communications technology like 
personal computer in work environment in late years. Information terminal uses on 
every workplace not only office work. The work with mental workload increases and 
mental stress becomes large. On the other hand, the equality on labor had been en-
sured by the Equal Employment Opportunity Law in Japan. As the employment situa-
tion of Japan, the female worker increases and the scope of female occupations has 
expanded. The equality on labor is very important, however it is thought that there are 
problems when a biologically different man and woman does physical work.  

Women have periodic physiologic change of menstruation. There is a possibility to 
be influenced the physical and mentally in the female. Similar physical work to the 
man will force the large encumbrance for such a woman. Previous researches indi-
cated that some women suffer from Premenstrual Syndrome (PMS) and Premenstrual 
Dysphoric Disorder (PMDD)[1]. Grady-Weliky[2] reported that 75 percent of women 
of reproductive age had the influence of menstrual cycle like premenstrual symptoms 
at some time during their lives. Therefore, it is important issue on occupational health 
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and security to clarify the characteristic labor stress of female. It is necessary to sup-
port a comfortable life and work for female.  

The relationship between workload and stress that was taken the menstrual cycle 
into consideration had been examined on mental tasks in this research. 

2   Methods 

Menstrual phase, follicular phase and premenstrual phase of menstrual cycle were 
focused and analyzed. The survey was conducted to check the menstrual cycle of the 
subjects. The experiment was consisted of two kinds of tasks.  

2.1   Survey 

The surveillance period was from the start of menstruation to the end of next men-
struation. The body basal temperature was taken and recorded every morning for the 
surveillance period and the mental and physical complaints were investigated by the 
questionnaire every day. The subjects were fifteen, female college students.  

The MDQ (Menstrual Distress Questionnaire) was developed to create a question-
naire about menstrual cycle complaints by Moos[3] and the questionnaire used in this 
research was modified the MDQ. The modified MDQ with 54 items in Japanese was 
administered to investigate physical and mental conditions every day in this survey.  

2.2   Experimental Methods 

As a result of the survey, it experimented for ten subjects who were the menstrual 
cycle within normal range days. The three phases for experiment were menstrual 
phase, follicular phase and premenstrual phase. Three times every subject were con-
ducted the experiment one time for each phase. The subject continued to record the 
body basal temperature and fill out the questionnaire. 

2.3   Experimental Tasks 

The two kinds of experimental tasks were one digit input task (task A) and a mental 
arithmetic task involving the addition of two digits (task B). The experimental time 
was fifteen minutes for each task. Task A was input task which inputting the numeral 
of one digit randomly displayed for the screen from the ten-key. Next numeral is not 
displayed, until the right numeral is input. Task B was mental arithmetic task involv-
ing the addition of two digits. The addition problem was shown on screen, and there 
was no answer that the same figure queues up such as 22, 33. The screen did not ad-
vance to the next problem until a correct answer was entered using the number pad. If 
the answer was incorrect, the system waited for the correct answer to be entered. 

2.4   Measurement indices  

The measurement indices were time required to answer one question (response time) 
and error numbers. The modified MDQ, physical condition investigation and stress 
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measurement by salivary amylase were conducted on before and after experiment. In 
addition, electrocardiograph (ECG) was measured to examine the mental workload 
during experiment. ECG data measured for two minutes before each experiment and 
for fifteen minutes during the experiment. The frequency analysis was done to these 
data, and LF/HF was obtained. 

3   Results 

3.1   Results on the Survey 

The respondent to a survey were fifteen. The analytical subjects were ten with normal 
menstrual cycle.  

0.0 
0.5 
1.0 
1.5 
2.0 
2.5 
3.0 
3.5 

Difficulty concentratingGeneral aches and 
pains
Cramps

Muscle stiffness

Take naps

Decreased efficiency

Lowered school or work 
performance

Hot flashes

Confusion
Swelling

Fatigue

Lower abdominal 
fullness

Anxiety

Stay at home

Stay in bed

Backache

Irritability

Dizziness,faintness

Mood swings

Skin blemish or 
disorder

Premensturation

Menstruration

Fillocular phase

 

Fig. 1. The score on 21 items of MDQ 

The average of menstrual cycle days was 28.8 days. The average of menstruation 
days were 5.6 days. The average of basal body temperature was 36.40 degrees. The 
average of sleeping hours was 6.75 hours. The average of drinking days at a menstrual 
cycle was 0.12 days. The score of modified MDQ on menstrual phase was the highest. 
The score of 21 items was high on menstrual phase. 21 items were difficulty concentrat-
ing, general aches and pains, cramps, muscle stiffness, take naps, confusion, and so on 
as Fig.1. There were the symptoms as irritability and skin blemish or disorder in pre-
menstrual phase. It was suggested that it was necessary to manage about health enough 
especially, and to take care about the stress similar to general view. However, the man-
agement matched to an individual symptom and the extent is necessary so that there is 
an individual variation in the menstrual cycle and the menstruation accompaniment 
symptom. 
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Table 1. With and without the symptoms in eight factors on premenstrual and menstrual phase 

w ith sym ptom s no sym ptom s

w

it
h
 
s
y
m

p
t
o
m

s

Pain

N egative affect

C oncentration

B ehavioral change

A utonom ic reactions

W ater retention

A rousal

5

6

2

1

2

5

1

N egative affect

C oncentration

B ehavioral change

A rousal

2

1

1

1

n
o
 
s
y
m

p
t
o
m

s

Pain

C oncentration

B ehavioral change

A utonom ic reactions

W ater retention

A rousal

4

2

5

4

2

3

Pain

N egative affect

C oncentration

B ehavioral change

A utonom ic reactions

W ater retention

A rousal

1

2

5

3

4

3

5

P
r
e
m

e
n
s
t
r
u
a
t
io
n

M enstruation

 

MDQ is classified into eight factors. The eight factors were Pain, Negative affect,  
Concentration, Behavioral change, Autonomic reactions, Water retention, Arousal. In 
this research, the score of symptom item was calculated on premenstrual and men-
strual phase. The subjects were classified by with or without symptoms on premen-
strual and menstrual phase. The case with symptoms was the higher score than fol-
licular phase significantly. As the results(Table 1), there were symptoms of Pain in 
50% of subjects on both premenstrual and menstrual phase. 40% of the subjects had 
pain symptoms on menstrual phase and not on premenstrual phase. There were many 
symptoms of Negative affect on both premenstrual and menstrual phase. There was a 
little symptom of Concentration on both phases. There was no symptom of any factor 
on both premenstrual and menstrual phase for subject J. 

3.2   Results on the Experiment 

The differences of degrees on symptoms were examined on eight factors of MDQ and 
each phase.  

For response time, there was no significant difference on eight factors and phase of 
task A. The statistical significant difference was not recognized on task B. However, 
the response time on group with symptoms on premenstrual and menstrual phase was 
about 1000ms longer than on group without symptoms on both phases(Figure 2,3). In 
particular, the response time was influenced by the factors of negative affect, concen-
tration, autonomic reactions, and water retention. 

The error rate was compared on factors and phases. As the results, there was no 
significant difference on two kinds of tasks. 



 Effect of Menstrual Distress on Task Performance 601 

Fig. 2. 

Fig. 3. 

 

Fig. 2. The response time on group with symptoms on premenstrual and menstrual phase 
Fig. 2. 

Fig. 3. 

 

Fig. 3. The response time on group without symptoms on premenstrual and menstrual phase 

There were significant differences on some factors and phases for stress test by 
salivary amylase. The results of a group which symptoms appeared strongly by pre-
menstrual and menstrual phase was as follows; there were significant differences 
between premenstrual phase and follicular phase(p<0.05) on Pain, and between pre-
menstrual phase and  follicular phase(p<0.05) on Water retention for Task A. More-
over, there was a significant difference between premenstrual phase and menstrual 
phase(p<0.05) on autonomic reactions for Task B.  

LF/HF component was calculated from electrocardiographic data. The rate of in-
crease on LF/HF component on Task B of premenstrual phase was higher than Task 
A. The rate of increase on it on Task A of menstrual phase and follicular phase was 
higher than Task B. 
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4   Discussion 

There were many menstrual associated symptoms on menstrual phase. There was 
individual difference on the degree of symptoms.  

For the task performance, the response time on group with symptoms of premen-
strual and menstrual phase was longer than on group without symptoms of both 
phases on task with thinking. There was hardly an influence due to menstrual associ-
ated symptoms on simple task like Task A. It was suggested that there was an influ-
ence for task speed due to  menstrual associated symptoms on thinking task.  

For stress test, it was recognized that the stress on menstrual phase was large on 
Task A. As for the results of LF/HF component, stress condition on the Task B of 
premenstrual cycle was more stronger than Task A, and it on the Task A of menstrual 
phase and follicular phase was more stronger than Task B.  

5   Conclusions 

This research was examined the differences between phases on the extent of men-
strual associated symptoms, task performance, and physiological indices by grouped 
with or without menstrual complaints. As the results, it was suggested that there were 
differences on task speed, stress, and sympathetic and parasympathetic nerve activity 
due to menstrual complaints. 
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Abstract. We are developing the self-toileting support system for the dementia 
patient by combining posture-detection method and video contents. We 
conducted a preliminary evaluation, and found a problem. When we gave 
instruction to pick up the paper in the box to patient by video-voice guidance, 
the patient persisted in the box in the audio-visual guidance and did not notice 
the real box. From this result, we noticed that it was difficult for people with 
dementia to shift the eye gaze and attention from something to something only 
by giving verbal instruction. We are investigating the way of the attention 
control by using the eye communication model with the anthropomorphic agent. 
In this paper, we showed the results of the experiment in that we compared the 
effectiveness of the eye gaze and the attention control by adding the text 
message, the arrow animation, and the agent animation respectively to the voice 
instruction. 

Keywords: Dementia, Anthropomorphic agent, Eye communication model, 
Attention shift, Joint attention, Eye gaze. 

1   Introduction 

The number of people with dementia is increasing rapidly all over the world. 
Assistances of toileting, meal and bathing are known as the three major burdened 
cares. Among those, toileting assistance is considered the most stressful for 
caregivers. Furthermore, for the patient at home who wants self-toileting, toilet failure 
is not only the hygiene issue, but also hurts his/her self-esteem. We are developing the 
self-toileting support system for the dementia patient by combining posture-detection 
method and video contents [1]. The posture-detection system using IR cameras and 
invisible IR dot pattern projector detects the user's state according to his/her 3-D 
appearance (Fig. 1). Video and voice instructions consist of scenes describing nine-
step actions, such as asking the patient to stand in front of the toilet bowl, and then 
pull down his pants, and so on. 

We conducted a preliminary experiment, and found a problem. When we gave 
him/her an instruction to pick up the paper in the box by video-voice guidance, the 
patient focused on only the box in the audio-visual guidance and did not notice the 
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real box. From this result, we noticed that it was difficult for people with dementia to 
shift their eye gaze and change attention only by giving verbal instruction. 

Nakamoto et al. conducted the experiment where they compared the effect of the 
eye ball animation with that of the arrow animation for inducing the eye gaze shift 
[2]. They showed that the eye ball animation was better than the arrow animation for 
the elderly people in order to shift their eye gaze because the eye ball animation 
induced the reflective eye movement.  

Yonezawa et al. proposed the eye communication model between a human and an 
anthropomorphic agent. In the eye communication model, a joint attention is followed 
by an eye contact between the human and the agent. They showed that the eye 
communication model improved the reliability and the acceptance of the information 
presented by the agent [3].  

These researches indicate the possibility of developing the effective way for the 
eye gaze and attention control of a person with dementia. 

In order to overcome the attention control problem of a person with dementia, we 
have been investigating the way of the attention control by using the eye 
communication model with the anthropomorphic agent [4]. In this paper, we showed 
the results of the experiment in that we compared the effectiveness of the eye gaze 
and the attention control by adding the text message, the arrow animation, and the 
agent animation respectively to the voice instruction. 

Measuring
IR Dot Pattern

Estimating Posture

Presenting Guidance

Video and Voice Instructions
 

Fig. 1. Overview of Self-toileting support system 

2   Experiment 

2.1   Outline 

The purpose of this experiment was to examine the effectiveness of the eye gaze and 
the attention control by using the reflective eye movement and the eye 
communication model. The baseline was the voice instruction that asked the subject 
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to push the left or right button. We added the text message, arrow animation, and the 
agent animation respectively to the voice instruction. The agent animation was 
designed to perform the eye communication model and to induce the reflective eye 
movement. We presented these stimuli to the subject randomly, asked the 
questionnaires, and measured the response time to push button.  

2.2   Method 

Fig.2 shows the experimental environment. We set up the display and the speaker for 
presenting the instructions in front of the subject, and two buttons for responding to 
the instructions on the left and right of the subject. Two video cameras were installed 
in order to record the behavior of the subjects. 

 

Fig. 2. Experimental environment 

Fig. 3 shows the visual instructions used in the experiment. In each instruction, we 
asked the subjects to push the left button or the right button by the voice. Fig. 4 shows 
an example of visual stimulus of the arrow animation. Firstly, the small circle was 
flashed three times per second after the blank screen was displayed for one second. 
Then, the visual instruction was displayed with the voice instruction at the same time. 
We also examined the case where no visual stimulus was presented with the voice 
instruction as the baseline. In this case, the blank screen was displayed while the 
voice instruction was notified. After the instruction the screen was hold for three 
seconds, and it returned to the blank screen. Then, the next instruction was presented 
in the same manner as mentioned above. 

Before the experiment, we explained the experimental protocol to the subjects: 
they were asked to push the right button or the left button according to the instruction. 
One session consisted of ten instructions included randomly the left instruction and 
the right instruction, and total 4 sessions were performed by each subject. The 
subjects answered a questionnaire to evaluate friendly, reliable, comfort, and so on 
subjectively in every session. During the experiment, the subjects sat on a chair, and 
the instruction was presented automatically to the display. 
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Subject. The subjects were healthy young and elderly people. The young subjects 
were 20 students of KIT University. The age ranged from 22 years to 30 years (10 
male, 10 female). The elderly subjects were 20 people who live in Kyoto city. The 
age ranged from 63 years to 76 years (10 male, 10 female). 

Evaluation Form. Table 1 shows the questionnaire items. We selected ten adjective 
terms, and each term was evaluated by five-grade evaluations (“none feel at all” - “no 
feel” - “neither” - “yes” - “extremely yes”). In addition, after the experiment, we 
asked the subject to rank the types of the instructions: only the voice, the voice with 
the text, the voice with the arrow animation, the voice with the agent animation. 

 

Fig. 3. The three types of visual instructions used in the experiment (from left to right): 
anthropomorphic agent, text instruction, arrow 

 

Fig. 4. An example of the visual stimulus of the arrow animation 

Table 1. Questionnaire items 

Number Item 
Q1 Friendly 
Q2 Reliable 
Q3 Uncomfortable 
Q4 Tired 
Q5 Easy 
Q6 Intuitive 
Q7 Unnatural 
Q8 Assured 
Q9 Safe 

Q10 Unconscious 
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2.3   Results 

Fig. 5 shows the questionnaire results in the case of young people, and Fig. 6 shows 
the questionnaire results of elderly people. Each figures show an average (µ) and a 
standard deviation (σ) of each questionnaire item of each instruction. In addition, 
outliers (outside the μ±2σ) have been removed. 

We performed a one-way ANOVA (repeated-measures design) for each questionnaire 
item. The statistically significant portions are shown Fig. 5 and Fig. 6 (p<.05). As for the 
young people, the anthropomorphic agent was higher in seven items:  "Friendly", 
"Reliable", "Tired", "Easy", "Intuitive", "Safe", and "Unconscious". In the case of elderly 
people, the anthropomorphic agent was higher in two items of "Friendly" and "Reliable".  

 

 

Fig. 5. The questionnaire results in the case of young people 

 

Fig. 6. The questionnaire results in the case of elderly people 
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2.4   Factor Analyses 

We also performed a factor analyses to investigate the factors hidden in the 
questionnaire results. The factors of each instruction were extracted in the case of 
both young people and elderly people. Table 2 shows the analysis result of the 
anthropomorphic agent and the arrow instructions of elderly people. Also, Table 3 
shows those of young people.  

As for the young people on the instruction of the anthropomorphic agent, they 
focused on these items by factor 1: "Assured", "Easy" and "Reliable". On the other 
hand, as for the elderly people on the instruction of the anthropomorphic agent, they 
focused on these items by factor 1: "Unconscious", "Assured", "Reliable", "Safe" and 
"Friendly". 

Table 2a. Factor analysis results of questionnaire investigation in the case of young people 
(factor loading after varimax rotation) (a) Anthropomorphic agent 

 

Table 2b. Factor analysis results of questionnaire investigation in the case of young people 
(factor loading after varimax rotation) (b) Arrow 
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Table 3a. Factor analysis results of questionnaire investigation in the case of elderly people 
(factor loading after varimax rotation) (a) Anthropomorphic agent 

 

 

Table 3b. Factor analysis results of questionnaire investigation in the case of elderly people 
(factor loading after varimax rotation) (b) Arrow) 

 

3   Discussion 

As for the young people, there is a significant difference between the voice only 
instruction and the other instructions in four items. The subjects felt worse to the 
voice only instruction. There is another significant difference between the instruction 
of anthropomorphic agent and the other types of instruction in "Friendly", "Safe", and 
“Unconscious”. The presence of anthropomorphic agent gave such feelings to the 
subject more than the other type of the instruction. On the other hand, the arrow 
instruction was evaluated as the best in "Assured". Therefore, the anthropomorphic 
agent created good atmosphere for the subject, but in order to understand the 
instruction surely, the arrow instruction was the best. 

The three factors for the agent instruction were obtained as the results of a factor 
analysis as shown in Table 2. Fig. 7(a) shows the scatter plot of the standardized 
factor scores of the agent instruction of each subject in the factor 1 and factor 2 



610 T. Mita et al. 

spaces. This figure shows that the scores of all subjects are distributed with uniformly. 
Fig. 7(b) shows the scatter plot of the arrow instruction of the factor scores in the 
factor 1 and factor 2 spaces. We can see from this figure that the scores of the 
majority of the subjects are around zero in term of factor 2. It indicates that the 
subjects had the same feeling to the arrow animation in terms of easy-understanding 
of the instruction about the arrow instruction. 

 

(a) Anthropomorphic agent                               (b) Arrow 

Fig. 7. The distribution of the standardized factor scores of the young people in the factor 1 and 2 

 

(a) Anthropomorphic agent                                    (b) Arrow 

Fig. 8. The distribution of the standardized factor scores of the elderly people in the factor 1 and 2 

As for elderly people, there is the significant difference between the agent 
instruction and the voice only instruction on the items of "Friendly" and "Reliable". 
However, there are no significant differences in other items. 
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The three factors of the agent instruction were obtained as the results of a factor 
analysis shown in Table 3. Figure 8(a) shows the scatter plot of the agent instruction 
of the factor scores in the factor 1 and factor 2 spaces. It shows that that the scores of 
all subjects were distributed with uniformity. Figure 8(b) shows the scatter plot of the 
agent instruction of the factor scores in the factor 1 and factor 2 spaces. There were a 
few subjects who scored in the second quadrant, and it indicates that the almost all 
subjects felt good atmosphere to the arrow instruction. 

4   Conclusion 

In this paper, we reported the experimental results on the attention control by using 
the eye communication with the anthropomorphic agent. According to the 
questionnaire result, the young subjects preferred to the voice instructions with the 
agent animation. The elderly subjects showed the same tendency, but the difference 
between the types of the instructions were not significant in many items of the 
questionnaire. The factor analysis result showed that the young subjects focused on 
explicitness of the agent instruction, and the elderly subjects focused on familiarity of 
those. This indicates that the design of the appearance of the agent is more important 
for the elderly people. 

For future works, we would like to apply to people with dementia the eye 
communication model with the agent, and would like to utilize this communication 
model in our daily living assistance system for people with dementia.  
 
Acknowledgments. This research was supported by a grant-in-aid for scientific 
research (B) (21300043, 2009-2011) from Japan Society for the Promotion of Science 
(JSPS). 

References 

1. Yasuda, K., Okazaki, Y., Utsumi, A., Yamazoe, H., Abe, S.: Toilet task support system 
using 3-D human posture measurements: System evaluation in simulation environment. 
JSAI, 313–316 (2008) (in Japanese) 

2. Nakamoto, S., Kato, M., Asama, H., Otake, M.: The Effect of Aging on Gaze Recognition. 
JSAI, pp. 313–319 (2008) (in Japanese) 

3. Yonezawa, T., Yamazoe, H., Utsumi, A., Abe, S.: Evaluation of gaze-communicative 
stuffed-toy robot with joint attention and eye-contact, IEICE Technical Report HCS2007-48 
(2007) (in Japanese) 

4. Yasuda, K., Imai, Y., Kuwahara, N., Morimoto, K.: Transfer for eye gaze from screen to 
outer space: for dementia’s toilet task support system. JSAI (2009) (in Japanese) 



M.J. Smith, G. Salvendy (Eds.): Human Interface, Part I, HCII 2011, LNCS 6771, pp. 612–617, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Auditory Feature Parameters for Music  
Based on Human Auditory Processes 

Masashi Murakami and Toshikazu Kato 

Chuo University, 
1-13-27, Kasuga, Bunkyo-ku, Tokyo, Japan 

{masa_m,kato}@indsys.chuo-u.ac.jp 

Abstract. Authors aim to show the similarity and difference of sensibility effect 
when human listen to the music. For concrete example, we assume the music 
recommendation services. To propose the music that users really want, we use 
the image words that users feel for the music, and retrieve and propose the 
music based on the similarity of the image word. We intend to propose the 
music that users really want based on Kansei engineering. We make the 
Hierarchical model of Kansei. This model shows that human have the 4 
processes when listen the music. Feature parameters are physical frequency data 
with physiological process. These parameters make us possible to represent 
how human listen the music. In next step, we represent how human feel for the 
music. These representations help users possible to retrieve the music really 
want. For representation of human feelings, we use image words and subjective 
estimation. 

Keywords: Music, Hierarchical model of Kansei, Auditory characteristic. 

1   Introduction 

When human want to listen to the music, they have some needs of image. For 
example, when someone tired for working retrieve the music, he wants to freshen up, 
or concentrate. When someone dinking tea retrieve the music, he want the music that 
he feel “fresh” image for. We define the music that users really want is that the users 
feel image for. To propose the music that users really want, we use the image words 
that users feel for the music, and retrieve and propose the music based on the 
similarity of the image word. To realize this method, we make computers to trace how 
human listen the music, and how human feel for the music. Recently, the techniques 
intended for music retrieval mainly use the text-based metadata information that title, 
composers, and genres, as retrieval key. These services require a large amount of cost 
for giving metadata. Actually, quite a few systems are classified according to music 
itself. Therefore users retrieve the music by not the music itself but the music’s 
metadata information. The other techniques use the frequency-based data. In these 
techniques, users can retrieve the music by the similarity that presumed from the 
frequency of the music. For presuming the similarity of the music, various algorithms 
are used without how human feel for the music. Therefore the evaluation of these 
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techniques only intends to clarify the similarity of the frequency in music. These 
techniques are difficult to retrieve music users really want. 

We intend to propose the music that users really want based on Kansei 
engineering. In Kansei engineering, we notice that the individualities of the basis of 
interpretation appear in the process of human perception and conduct a further study 
of the engineering modeling of the process of human perception. We make the 
Hierarchical model of Kansei. This model shows that human have the 4 processes 
when listen the music. This model, auditory processing process model shows human 
listen the music. In this model, we perceive the physical signals for physiological 
stimulus, and output the information weighted by similarity of images. 

2   Hierarchical Model of Kansei 

We notice the individual difference of the standard of interpretation which appears 
through the process of human perception and  we are seeking to conduct a further 
study of the engineering modeling of this phenomenon (1) to (5)． By the application 
of this way of thinking, a model of human beings and the sound is shown 
hierarchically (Fig.1.). This Model is divided in several levels. There are physical 
level, physiological level, psychological level, and cognitive level. 

 

Fig. 1. Hierarchical model of Kansei for Auditory Information Processing 

At first, we can find physical level. This level is based on the features (the intrinsic 
features as a frequency-based physical signal) of sound itself. This level deals in 
signals, but signals are not received humans yet. So, this level deal before a human 
being can perceive the sound. At second, we can find physiological level. This level 
perceives sound based on the results of the extraction of various features. The sounds 
are implemented in the physiological response feature by the attribution of auditory 
perception and the nerve pathways, through the human senses. Next, we find 
psychological level. This level expresses or interprets the features of sound or music 
by classifying the weight of the features. Features are obtained at the physiological 
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level and by its subsequent grouping. At last, cognitive level that interprets music by 
adopting a generic word (image word) for each of the groups classified at a 
psychological level. 

When conducting experiments on music, it is very important to consider the source 
of sound to be investigated. However, we receive a different impression of musical 
performances given by world-class musicians from that of the automatic playing 
system. This difference can be explained by tempo fluctuations in musical 
performance (6)． 

3   Auditory Feature Values (7) 

It can be considered that human beings take notice of some features of sound at a 
physiological level and can evaluate those features. We take notice of the following 
three points as the above features and seek the amount of features for the purpose of 
the human classification of the sound. 

Pitch of sound is not measured directly and it is given by the attributes of auditory 
perception, which can perceive relatively the change of sound.  Therefore, we 
consider it important to use the pitch of sound as feature values at a physiological 
level. And, Intensity of sound is difficult to measure directly the intensity of sound. 
Therefore, such a method is employed that measures relatively the intensity of sound 
by logarithmic, indicating a comparison of the intensity of two sounds. As the 
intensity of sound is one of the attributions of auditory perception, we consider it 
important to use it as feature values for the classification of the intensity of sound.  
Moreover, we take notice of the importance of time variation of sound. Most sounds 
have a time variation and it is important to perceive this time variation for the study of 
the auditory perception. As music is composed of the time variation of sound, we 
consider it important to use the time variation of sound as a feature value. 

In this section, we aim to mention the feature value at a physiological, and to 
analyze the data with short-lasting Fourier transform. In section 4, we aim to model 
on a physiological level by conducting the retrieval experiment of similar music 
through the evaluation experiment of feature values. 

3.1   Short-Lasting Fourier Transform of Music Data 

A power spectrum can be obtained by the use of the short-lasting Fourier transform.  
In this study, we divided the result of the short-lasting Fourier transform into plural 
ranges by the following process in order to study the relationship between the time 
variation of sound and the attributes of auditory perception.  Fig. 2 shows the result of 
the division. In Fig. 2, vertical axis represents the frequency period. Frequency period 
is divided by six ranges (Table.1). Horizontal axis represents the time period, is 
divided by “S” seconds. The value of “S” is established by the formula (1) with the 
following conditions. 

A) Sampling frequency of the data used is 22050Hz. 
B) Sampling frequency is halved in the process of the short-lasting Fourier transform. 
C) In order to implement the short-lasting Fourier transform, the number of data 

should be 2 multiplied by n.  
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Table. 1  Range Division per frequency 

 Range (Hz) 

Treble 5000～10000 
Middle Treble 2600～5000 
Mediant 320～2600 
Middle Bass 160～320 
Bass 40～160 

Bassy 20～40 

 

Fig. 2. Division of spectrum by range and time 
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As it is set as “n=12”, the time period per divided range is equal to the time per note 
of a tune with tempo of BPM 160.  It is considered that the value of “n= 12” is the 
most appropriate for the time period per divided range. By performing the following 
processing of the divided ranges, the amount statistics is sought from feature values.  
For the next step, evaluation is made of this statistics quantity. 

a) According to the Weber-Fechner Law, “The amount of perception is 
proportional to the logarithmic in the amount of stimulus,” a logarithmic value 
(log PS) is sought of the power spectrum 

b) Log PS is sought of each of the six (6) ranges divided. 
c) The contrast of log PS is sought between the different ranges at the same time, “t.” 
d) The contrast of log PS is sought between the different ranges at different times, “t, 

and t+1.” 
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In order to evaluate the significance of feature values and its statistics quantity, a 
retrieval experiment of similar music was performed by the use of the statistics 
quantity that was sought, based on the proposed feature values. 

4   Experiment of the Similarity 

The music data were collected from the 200 tunes of the RWC Music Database 
Collection (8). 10 tunes were selected at random among them, and the retrieval 
experiment of similar music was performed using these tunes as the key tunes. An 
evaluation was made of the proposed feature values by seeking the average relevance 
ratio of the top 5, 10, 15 and 20 similar music of the examination result. Further, in 
order to compare with the proposed feature values, the same experiment was 
performed using a power spectrum obtained from the fast Fourier transform as feature 
values. 

The relevance ratios are shown in Table. 2 of the result of the retrieval experiment 
of similar music, by the fast Fourier transform and by the proposed feature values. 

Table. 2  Relevance ratio of the top 20 similar music of the examination result 

 ～5th ～10th ～15th ～20th 

Proposed feature values 72.8% 64.2% 56.4% 48.7% 

Fast Fourier transform 59.1% 53.2% 47.5% 42.3% 

The Wilcoxon rank-sum test was made using the similarity results and also an 
examination were performed of the significance of the difference of relevance ratios 
by the proposed feature values and by the use of the fast Fourier transform.  As a 
result, at a significance level of 1%, the difference was recognized as significant 
between the two relevance ratios of the feature values. 

5   Challenge and Perspective 

In this study, we proposed the feature values of sound from the viewpoint of human 
attributes of auditory perception at a physiological level. With the results of the 
evaluation experiment of statistics quantity which was obtained from the proposed 
feature values, we have obtained the possibility of classification not depending on the 
name of tunes or composers, but by the use of the feature values which we proposed 
for this study, As a future policy, we will seek the improvement of statistics quantity, 
the most appropriate division of sound range, the increase in experiment data and 
others. Furthermore, by the use of the established auditory perception model, we are 
attempting the quantification / classification, by audio comparison experiment, of 
musical performances given by master musicians and by machines. 
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Abstract. We consider the possibility of prior discovery of slip-type human 
error by quantifying the “distraction” state that precedes it. We investigated 
brain activity during the task of keyboard-based text input taking incorrect input 
as a slip-type error. We used sensitivity spectrum analysis to quantify four 
output states. We attempted to detect in correct input by discriminating between 
the output of the distraction state before and after incorrect input and that of the 
state before correct input. 

Keywords: Sensitivity spectrum analysis, electroencephalogram, event-related 
potential, distraction, error recognition, human error. 

1   Introduction 

Recently, when buying and selling stock, a certain company accidentally ordered “one 
share at 610,000 yen” instead of the intended “610,000 shares at 1 yen,” and thereby 
incurred a substantial financial loss. Such failures are referred to as human error. 
Early detection of human error is important in preventing such losses. It is difficult to 
prevent all human errors, but measures should be taken to limit them. Examples of 
measures intended to limit human error are records management and fool proofing. 
Records management allows human error to be tracked by recording and 
accumulating data, and can prevent the re-occurrence of an error by information 
sharing. Fool proofing entails assuming that any possible error will happen, and 
taking measures to avoid problems after an error occur. In either case, however, 
human error is not prevented from happening beforehand. 

According to British cognitive psychologist J. Reason, there are two types of 
human error: planning failures and practice failures. The former is called a slip or a 
lapse, and the latter is called a mistake. In the case of a slip, the plan itself is correct, 
but there is a failure in its implementation. A lapse is an error in which the plan is 
forgotten during the course of implementation. In a mistake, implementation of the 
intended plan is correct, but the plan itself is flawed. Slips in particular are related to 
failures of attention, and these are the only errors in which action is routine and there 
is no consciousness of the correctness of the plan. In other words, there is a failure to 
pay sufficient attention, for instance, due to fatigue or worry, and the actor enters a 
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“distraction” state that causes the error. We therefore wondered whether it might be 
possible to detect slips beforehand by quantifying the distraction state. 

It is known that monitoring the activity of the human brain can reveal changes in 
mental state, such as entering a distraction state. Musha [1] proposed using 
electroencephalography to quantify the sensitivity of mental states such as “anger”, 
“satisfaction”, “sorrow”, and “pleasure”. This technique is called the sensitivity 
spectrum analysis method. Because mental states are complex, it is difficult to 
directly specify the relationship between active parts of the brain, even using 
information on the occurrence or non-occurrence of brain waves, such as alpha and 
beta waves. Sensitivity spectrum analysis uses three elements—time, frequency, and 
space—to quantify a sensitivity state by assembling a matrix that assumes feelings as 
an output vector. By replacing the four states of “anger”, “satisfaction”, “sorrow”, and 
“pleasure” with states pertaining to the occurrence of error, we hoped that prior 
discovery of slip-type human error would be possible if we could assume a distraction 
state in the output. 

In this study, we used keyboard-based text input into a PC as a task for 
investigating the distraction state. It is common for slips to occur when performing 
such a task. As performed by an expert, text input is largely automated: in cases of 
incorrect input, the plan for inputting is itself correct, but at some stage, a wrong key 
is typed and thus failure of implementation occurs. In other words, the incorrect input 
is slip-type human error. We consider a keyboard input task and use 
electroencephalography to quantify the distraction state before the incorrect input, 
which is a slip-type error. By quantifying the distraction state, we can expect prior 
discovery of slip-type human errors 

The purpose of this study is quantification of the distraction state that precedes 
slip-type human errors. We used a PC-based text input task and considered incorrect 
input as a slip. We used sensitivity spectrum analysis to quantify the mental states. 
We converted electroencephalographic data into four output states of inputs and 
attempted to detect incorrect inputs by discriminating between the output of the 
distraction state before and after incorrect input and that of the state before and after 
correct input. 

2   Electroencephalography and Sensitivity Spectrum Analysis 

2.1   Electroencephalography 

Electrical activity in the brain is measured as brain waves. Here, we describe 
frequencies and event-related potentials that are characteristic reactions, and their 
measurement values. 

An electroencephalogram contains delta waves, theta waves, alpha waves, and beta 
waves, which are classified according to their frequency: 

Delta waves (0.5–4 Hz) Sound sleep 
Theta waves (4–8 Hz)   Drowsiness 
Alpha waves (8–13 Hz) Mental rest 
Beta waves (13–40 Hz)  Mental activity 
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2.2   Event-related Potential (P300) 

A limitation of electroencephalographic analysis is that signals resulting from a given 
stimulation of a specific sense are weak. The addition average law is used to 
overcome for this. The addition average law is applied to electroencephalography by 
performing the same stimulation tens of times, recording the electroencephalogram 
each time, and matching recorded data from the times of stimulations to add and 
average the signals. Waves irrelevant to the target stimulation will have different 
measurements each time, and so eventually will be averaged out and become 
approximately flat. Confirmed changes in the electroencephalogram are called event-
related potentials. Regardless of the type of stimulation, significant changes occurring 
0.3 s before or after are called P300. It is said that the P3, Pz, and P4 spots of the 
international 10-20 system can confirm many P300 waveforms. 

 

Fig. 1. Electroencephalogram measurement positions of the international 10-20 system 

2.3   Sensitivity Spectrum Analysis 

We shall next discuss the principles of sensitivity spectrum analysis. Ten electrodes 
are arranged on the scalp, and the electroencephalogram is recorded. The equation in 
Formula (1) is then used to find the cross-correlation coefficient between the 
electrodes. Cross-correlation coefficients have the following advantages: 

1. They are not influenced by individual differences in magnitude between 
electroencephalogram amplitudes. 

2. They can express phases between the parts of the electroencephalogram, such as 
polarity relations. 

3. They can express both wave pattern information and information between parts 
at the same time. 
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In Formula (1), kjiX ,, are the cross-correlation coefficients, 10~1, =ji are the 

measurement points, βαθ ,,=k are the three types of brain waves, and t is time. 
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For 10 chronologically ordered measurements, 45 cross-correlation coefficients are 
obtained and 135 variables are obtained when every frequency is needed. The 135 
variables, arranged in order, are called a state vector. Four states of feelings are 
assigned values of 0 or 1, and four variables to express those levels are called a 
sensitivity vector. Linear conversion is used to derive a sensitivity vector from the 
state vector and a 135 × 4 matrix is used for the conversion. This is called a sensitivity 
matrix (Fig. 2). 

 

Fig. 2. The sensitivity spectrum analysis model 

In this study, we use sensitivity spectrum analysis to quantify the output of the 
distraction state before incorrect input and to quantify the output of other states before 
correct input in a keyboard-based text input task. 

3   Creating the Incorrect Input Sensitivity Matrix 

3.1   Electroencephalogram Measurement Experiment 

Experiment Preparations. We used a non-adhesive electrode helmet (BFL-EH15) to 
record the electroencephalogram. Nine electrode positions were used: Fp1, Fp2, F3, 
F4, P3, P4, O1, O2, and Pz, as per the locations shown in Fig. 1. We used the right 
earlobe as a standard electrode, and conducted the measurement using monopole 
induction. 

Signals sent from the electrodes underwent A/D conversion, and a processor box 
recorded, digitized, and filtered the data. We transferred output data for storage and 
analysis on a computer through a SCSI bus interface. During the experiment, we 
displayed words for keyboard-based text input on a computer in a soundproofed 
room, and electroencephalograms were measured at the time of incorrect inputs. The 
screen on the computer used for text input was partitioned into two areas. The lower 
partition displayed the sentence to be typed, and the upper partition was used for text 
input. 
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Fig. 3. Experiment overview 

Experimental Procedure. The participants were nine healthy men aged 21–24 years 
old. We explained the text input measurement to them without mention of the 
incorrect input measurement, and after obtaining their consent, conducted the test 
according to the procedure given by steps 1–4 below. 

1. Participants sat in front of the text input computer and an electroencephalogram 
was recorded. 

2. Participants closed their eyes and rested for 1 min. 
3. Each sentence consisting of around 100 kanji and hiragana characters was shown 

in the display partition of the computer screen. 
4. Participants used the keyboard to input into the input partition the sentence 

displayed in the display partition. 
 
We measured electroencephalograms for 5 types of sentences for each participant, 
with breaks of 1 min between inputting sentences. 

Results of the Experiment. Table 1 shows the number of incorrect inputs from the 
nine participants (A–I). 

Table 1. Number of incorrect inputs for each participant 

Participant A B C D E F G H I Total 

Incorrect 

inputs 
15 14 9 24 21 18 16 14 21 152 
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Separately from data related to incorrect inputs, we also recorded data related to 
correct inputs. Funada has confirmed that P300 waveforms appear as a result of 
keyboard input processes [2]. In this knowledge of P300, we consider that a change 
can be seen in electroencephalograms approximately 0.3 s after an incorrect input. 
The time duration before occurrence of the waveform was taken to be 0.2 s, because 
the average time before hitting the backspace after an error was 0.4 s. We classified 
electroencephalographic recording before incorrect input as that related to the 
distraction state. We took the time duration of distraction to be 1.2 s (from 1.0 s 
before the incorrect input to 0.2 s after the incorrect input).We used the same time 
duration for the correct input state. We found cross-correlation coefficients between 
the electrodes to use in determination of the time duration. We found cross-correlation 
coefficients at the times of incorrect inputs and correct inputs in the distraction state 
and in the error recognition state during the time duration, and developed  
the sensitivity matrix under the assumption that we could detect in correct input from 
the relationship between the distraction state and the matrix value. In other words, if 
the discrimination precision of the matrix is high, the matrix value of the distraction 
state will rise before the incorrect input, and the matrix value of the error recognition 
state should rise after incorrect input. We show the time duration of the incorrect 
input in Fig. 4. 

 

Fig. 4. The distraction state and the error recognition state in the time duration 

3.2   Creating the Incorrect Input Sensitivity Matrix 

Cross-correlation Coefficient. We recorded electroencephalograms showing theta 
waves, alpha waves, and beta waves from nine measurement points during each time 
duration. We found 108 cross-correlation coefficients to interlace with provided data 
using the equation shown in Formula(1). 

Next, in the cross-correlation coefficient of the electroencephalographic data for 
the error recognition state and the normal input state, we show pairs of significant 
differences between averages on the horizontal axis (Fig. 5). In Fig. 5, we found that 
theta waves had many pairs of significant differences in the cross-correlation 
coefficient. In particular, the F3 measurement point showed the largest number of 
significant differences. Significant differences were also seen in Pz. We therefore had 
found a difference in the cross-correlation coefficient, and so considered the  
cross-correlation coefficient obtained when creating the sensitivity matrix to be 
useful. 
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Fig. 5. The cross-correlation coefficient of electroencephalogram data of the incorrect input 
state and the correct input state 

Creating the Incorrect Input Sensitivity Matrix. For the sensitivity matrix, we 
derived a matrix to output the state of error recognition and the state after normal 
input, and a matrix to output the state of distraction and the state before the normal 
input. We used the sensitivity spectrum analysis model of Fig. 2, creating a sensitivity 
spectrum analysis model that output data for times of incorrect input and correct 
input, since in this study we used the data from times of correct and incorrect input as 
substitutions for the four states of feelings (Fig. 6). The sensitivity vector before the 
time of the incorrect input outputs Z₁, Z₂. And, the sensitivity vector after the time of 
the incorrect input outputs Z₁', Z₂'. 

 

Fig. 6. Sensitivity spectrum analysis model at the time of the incorrect input 

We assumed the cross-correlation coefficient that we found with the state vector. 
We used 1 as the sensitivity vector in each expression, and 0 for other values. We 
found the 108 coefficients by using multiple regression analysis in order to find the 
sensitivity matrix. We assumed the intercept found from multiple regression analysis 
as the constant term. In Table 2, a1 is the matrix of fixed number values before 
incorrect input (the distraction state), a2 is the values before correct input, a1' is the 
values after incorrect input (the error recognition state), and a2' is the values after the 
correct input. 



Construction of a Model for Discriminating between Electroencephalographic Patterns 625 

Table 2. Constant values of the incorrect input sensitivity matrix 

 1 2 … 107 108 

a₁ -1.9595 4.9017 … -7.5581 1.8951 

a₂ 7.4453 -76.8792 … 12.9451 11.0375 

a₁’ 2.2452 14.4860 … -2.9389 -2.6061 

a₂’ 1.5692 -2.3094 … 1.4934 1.3092 

Verification of Discrimination Precision. We verified the discrimination precision 
of the constructed matrix. We set Z₁ as the sensitivity vector value before an incorrect 
input (the distraction state), and Z₂ is the value before a correct input. Where Z₁– 
Z₂>0, the state is before an incorrect input (the distraction state). Where Z₁- Z₂<0, 
the state is before a correct input. Likewise, we set Z₁' as the sensitivity vector value 
after the incorrect input (the error recognition state), and Z₂' as the value after correct 
input. We had a participant input sentences and acquired 10,000 data points (we 
measured brain waves every 1/100 s) in 100 s. We detected incorrect input with these 
data during the time duration (0–120, 1–121…9880–10000) by a comparison with the 
matrix before the input. Likewise, we detected the incorrect input with these data 
during the time duration (0–20，1–21…9980–10000) by a comparison with the 
matrix after the input. We found the chronological order change of Z₁– Z₂，Z₁'– Z₂' 
before and after the incorrect input, and we set the vertical axis as vector values, and 
the horizontal axis as time (Fig.7). Table 3 shows the discrimination precision results 
for all data. 

Table 3. The discrimination precision of the sensitivity matrix for incorrect input 

 

Before  

incorrect 

input 

Before 

correct 

input 

After  

incorrect 

input 

After  

correct 

input 

Total data 534 4890 534 4890 

Discriminated data 434 2542 427 3032 

Discrimination rate 88% 52% 83% 62% 

As shown in Fig. 7, the incorrect input is performed at 21 s (indicated by the 
double circle).The vector value of Z₁– Z₂ is large before the incorrect input (at 0.31 
s), and the vector value of Z₁'– Z₂' becomes large after the incorrect input; thus, we 
could discriminate between states before and after incorrect input. Table 3 shows that, 
for all data, 88% and 83% of states respectively before and after incorrect input could 
be discriminated. However, the discrimination of states before and after correct input 
was 52% and 62%, respectively. We attribute this discrepancy to the difficulty of 
treating data as equivalent despite influences such as differences between input words 
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and differences in what is being thought at the time of the typing input. We were, 
however, able to quantify the state at the time of incorrect input using the sensitivity 
matrix. 

 

Fig. 7. The chronological order change of the sensitivity vector at the time of an incorrect input 

4   Conclusion 

In this study, we quantified the “distraction” state that precedes slip-type human error. 
We used a keyboard-based text input task and assumed incorrect input to be a slip. 
We examined four output states of inputs, using electroencephalography as a 
technique for quantifying the state, and using sensitivity spectrum analysis. We found 
that, with states of inputs output, it was possible to detect incorrect inputs by 
discriminating between the distraction state that precedes incorrect input and the state 
before correct input. 
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Abstract.  Recently, as the worldwide population grows older, it is thought that 
various assistive systems have soared. It is necessary to discuss functions of 
humans, spatial perception, decision-making, and determining direction, for 
developing assistive systems. The final goal of our research is to contribute to 
developing of welfare robots with functions that are responsive like human. We 
measured brain activities during virtual car driving using NIRS. As a result of 
these experiments, there were significant differences at outside frontal cortex in 
left brain. This go-round, we measured brain activity during actual car driving. 
In general roads, experiments were performed by taking f-NIRS in the car, and 
measuring the brain activity when car driven by subjects was went through a 
number of intersections and road signs. In addition, there was significant 
difference in common regions. We report a significant association between car 
driving and brain activity.  

1   Introduction 

Human movements change relative to his environment. Nevertheless, he recognizes a 
new location and decides what behavior to take. It is important to analyze the human 
spatial perception for developing autonomous robots or automatic driving. 

The relation of the theta brain waves to the human spatial perception was discussed 
in [1] [2]. When humans perceive space, for example, try to decide the next action in 
a maze, the theta brain waves saliently appear. This means we have a searching 
behavior to find a goal at an unknown maze. From the side of human navigation 
E.A.Maguire et.at.al measures the brain activations using complex virtual reality town 
[3]. But each and every task is notional and the particulars about the mechanism that 
enables humans to perceive space and direction is yet unknown. 

Recently, functional localization of the brain has been gradually clarified through 
many researches on brain functions. It is well known that in the frontal lobe higher 
order processing is done such as of memory, judgment, reasoning, etc. However, there 
is little information about what happens in the frontal lobe when every act of driving 
taken. We grasp mechanism of information processing of the brain by analyzing data 



628 N. Takahashi et al. 

on human brain activity during car driving[4][5]. The goal of this study is to find a 
way to apply this result to new assist system with human motions. To achieve the 
goal, the brain activity of frontal lobe, which related to behavioral decision-making is 
discussed from the viewpoint of human spatial perception. In particular, a driving 
movie is shown to the subjects as sensory information. We measured the brain 
activity of frontal lobe how concern to the handling a wheel motion of drivers 
connects in action of car driving. Furthermore, the brain activity is to be measured 
and discuss the mechanism of information processing of the brain by analyzing 
experimental data concerning human brain activity during car driving using NIRS. 

2   Experiment Method 

2.1   Brain Activity on Virtual Driving  

At the first experiment, we measured the density of oxygenated hemoglobin (oxy 
hemoglobin) and deoxygenated hemoglobin (de oxy hemoglobin) in the frontal cortex 
area while subjects were shown the driving movie. An NIRS (Hitachi Medical Corp 
ETG-100) with 24 channels (sampling frequency 10 Hz) was used to record it. 

The subjects for this experiment were eight males aged 22 to 24. The average age 
was 22.7 and the age of standard deviation was 0.74. All of the subjects were right 
handed. They were asked to read and sign an informed consent regarding the 
experiment. Subjects were seated in car seat. Then they were fitted with the NIRS 
probe and the HMD. They were covered with black cloth to shut out the light from 
outside. 

Driving movie for the experiment was recorded from a car with a video camera 
aimed toward the direction of movement. The movie is included two scenes at a T-
junction in which it must be decided either to turn to the right or left(fig1). In the 
second scene, there is a road sign with directions. We used nine kinds of movies in 
about one minutes. 

Before showing the movie, subjects were given directions to turn to the right or left 
at the first T-junction. They were also taught the place which was on the road sign at 
the second T-junction. They had to decide the direction when they looked at the road 
sign. They were asked to push a button when they realized the direction in which they 
were to turn. 

Subjects take during 10 seconds with their eye close before movies were shown 
and they view the image after that. Then the brain activity was recorded from the first 
eyes-closed rest to the last eyes- close rest. 

Here we will define Tasks A, B, and C; Tasks A and C were proposed as the same 
experiment tasks. After the subjects had pushed the button, other operation was added 
in Task B. It is the operation that the steering wheel was turned in the direction of 
destination when the subjects were able to judge the task proposed. 

At second experiment, measuring was peformed by f-NIRS(Functional Near 
Infrared Spectroscopy ) made by SHIMADZE Co. Ltd with 44ch Five subjects were a 
healthy male in their 20s, right handed with a good driving history.  
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The subject was asked to perform simulated car driving, moving their hand in 
circles as if using a steering wheel. A PC mouse on the table was used to simulate 
handling a wheel, and NIRS（ near-infrared spectroscopy) to monitor oxygen content 
change in the subjects’ brain. NIRS irradiation was performed to measure brain 
activities when the subject sitting on a chair make a drawing circle line of the 
right/left hand 1) clockwise, and 2) counterclockwise.The part of measurement was 
the frontal lobe. The subject was asked to draw on the table a circle 30 cm in diameter 
five times consecutively, spending four seconds per a circle. The time design was 
rest(10 seconds at least) -task(20 seconds) - rest(10 seconds). 

  

Fig. 1. Two T-junction included in driving movie 

2.2   Brain Activity During Actual Car Driving 

In general roads, experiments were performed by taking f-NIRS in the car, and 
measuring the brain activity when car driven by subjects was went through two 
different intersections. Six subjects were a healthy male in their 20s, right handed 
with a good driving history.      

Subjects close their eyes for 10 seconds at least, and drove the car for 600 seconds. 
Subjects were given directions to turn to the right or left at the first T-junction during 
600 seconds. They were also taught the place which was on the road sign at the 
second T-junction. And, they were given the place where they have to go to. So, they 
had to decide the direction when they looked at the road sign during 600 seconds. 
Finally, subject close their eyes for 10 seconds again and become the end. 3 pattern 
were prepared for the task pattern. 

2.3   Verification Experiment 

To conduct verification for experimental results in actual driving, we performed 
additional experiment which was achieved in a similar way. In this experiment, 
experimental course was different from previous experiment. While previous one was 
included two T-junctions in which there was road sign at second one and not at first 
one per a measurement, there were multiple T-junctions. Three were 5 T-junction 
without road sign and 4 T-junctions with road sing. Subjects were twelve males who 
were all right-handed.  
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3   Result for the Experiment 

3.1   Brain Activity on Virtual Driving  

For task A and B in the first experiment, the suggested movies the subjects were 
headed to informed direction, and they let decided which way to turn under the road 
sign. At the T-junction, they were to push the button when they realized the direction. 
In task A, the task was added after the button indicating the direction to turn was 
pushed by the subjects. The hemoglobin variation was compared in the results of 
Tasks A and B, A and C to see the brain activity pertaining to special perception 
during the same movie. 

Equation (1) was used to compare the data. τ1 was set the time as its length was 1 
second before being pushed the button. Similarly, τ2 was set in a way similar to τ1. 
And xi (t) indicates variation of i channel oxy hemoglobin or deoxy hemoglobin. We 
then took a average of xi(t) throughτ1 andτ2. In this situation, i of the defined c (i) was 
the channel for the brain activity. Because of the sampling frequency was set on 10 
Hz, we calculated 10 times per sec. Fig 2 shows the sample result for this calculation 
c(i) in task A with oxy-hemoglobin(ch13 was zero). 
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The next step was to calculate the average of all subjects to compare  the situations 
in which the steering wheel was turned and when it was not.. Fig 3 and 4 show the 
results. Many upward tendencies could be found in fig 3. This might have occurred  
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Fig. 2. Result from subject A of task A 
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Fig. 3. Compared between turning the steering wheel and not (oxy Hb of average) 
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Fig. 4. Compared between turning the steering wheel and not (deoxy Hb of average) 

when they were finding the way from a road sign. In addition, the results indicate a 
greater increase when the subjects turned the steering wheel. That means observation 
of brain activity has been made during movement based on spatial perceptions. 

On the whole, the variation in de-oxy hemoglobin (fig 4) was smaller than in the 
oxy hemoglobin. However, there was a great increase in Channel 18. This might be 
the variation based on the spatial perceptions. 

Calculation result of him with the tasks A and C. Next, differences were 
investigated concerning the subject’s brain activity. As the First case, it was when the 
vision was directed after having been told the direction. As the Second, it was when 
the vision was directed after having been decided the direction under the road sign. 

d1 and d2 shown in fig 5 are defined as below. d1 is the variation ofhemoglobin 
turning at the first T-junction. And d2 is variation of hemoglobin at the second one. 
From the measurement result, d1 and d2, all of the 269 times of each subject, there 
were significant differences in oxy hemoglobin 3ch. (p<0.02: paired t test) and 20ch. 
(p<0.03) in fig 6 using NIRS. 

Subjects pushed a button before turning at the second T-junction, so it influenced 
brain activities. The possibility of a correlation between d2 and the time until the 
movie was turned at the second T-junction after each subject pushed a button was 
investigated. Each correlation coefficient of hemoglobin channel was calculated. 
  

 

Fig. 5. Define variation of hemoglobin d1 and d2 
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Fig. 6.  Significant differences at NIRS's oxy-hemoglobin are gray 

There was significant difference at only de-oxy hemoglobin 10ch. (p<0.07) using 
paired t test. In only this result, the relationship between pushing a button and d2 
cannot be judged. 

During the motion in the second experiment, the increase of oxy hemoglobin 
density of the brain was found in all subjects(fig7). The different regions of the brain 
were observed to be active, depending on the individual.  

The subjects were to be observed 1) on starting, and 2) 3-5 seconds after starting 
moving their 3) right hand 4) left hand 5)clockwise 6)counterclockwise. Although 
some individual variation existed, the result showed the significant differences and 
some characteristic patterns.  

 

Fig. 7. The brain activity of some subject 

The obtained patterns are shown as follows. Regardless of 1), 2), 3) and 4) above, 
the change in the oxy hemoglobin density of the brain was seen within the significant 
difference level 5% or less in the three individuals out of all five subjects. The part 
was the adjacent part both of left pre-motor area and of left prefrontal cortex. 
Especially, in the adjacent part of prefrontal cortex a number of significant differences 
were seen among in four out of five subjects.  
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Next more emphasis was put on the rotation direction: 5) clockwise or 6) 
counterclockwise. No large density change was found in the brain with all the 
subjects employing 6). But the significant difference was seen in four out of five 
subjects employing 5). (fig.8) It is well known that in the outside prefrontal cortex 
higher order processing is done such as of behavior control. It is inferred that the pre-
motor area was activated when the subjects moved the hand in the way stated above 
because the pre-motor area is responsible for behavior control, for transforming visual 
information, and for generating neural impulses controlling. 

 

Fig. 8. Brain activity (clockwise) 

 

Fig. 9. The brain activity of some subject 

3.2   Brain activity on Car Driving 

At the first, Hb-oxy was increased in overall frontal lobe after start of operation. This 
tendency is common among subjects. After that, Hb-oxy was decreased as subjects 
adjusted to driving the car. This meant that the brain activity changed from collective 
to local activities. Fig 9 was shown one subject’s brain activity. In this experiment, 
being considered time as zero when subjects turned a steering wheel. The analysis 
was performed one-sample t-test within the significant difference level 5% or less 
between zero and about four seconds after turning . As the results, there were 
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significant differences around  #46 area and  #9 area of the dorsolateral prefrontal 
cortex and the premotor area of the left hemisphere brain at the turn left. Around #46 
area is corresponded to working memory.  

3.3   Verification Experiment 

Analysis method was the same as previous one. Though Gaps were shown regions at 
which there were significant, there were significant differences in common region, 
too. It was thought that there were significant differences at difference and common 
regions because of different task.  

4   Conclusion 

The hemoglobin density change of the human subjects’ frontal lobe is partly observed 
in the experiments we designed, where three kinds of tasks were performed to analyze 
human brain activity from the view point of spatial perception. 

The NIRS measures of hemoglobin variation in the channels suggest that human 
behavioral decision-making of different types may cause different brain activities as 
we saw in the tasks:  1)  take a given direction at the first T-junction,  2) take a self-
chosen direction on a road sign at the second T-junction and 3) turn the wheel or not. 
Some significant differences (paired t test) on NIRS’s oxy-hemoglobin and less 
interrelated results between “pushing a button” and brain activity at the second T-
junction are obtained. Researches into other human brain activities than spatial 
perception are to be necessary with accumulated data from fMRI, EEG,etc. 

Furthermore, experimental results indicate that with the subjects moving their hand 
in circle, regardless of right or left, 1) the same response was observed in the 
prefrontal cortex and premotor area, and 2) different patterns of brain activities 
generated by moving either hand clockwise or counterclockwise.  

The regions observed were only those with the 5% and less significance level. 
Possible extensions could be applied to other regions with the 10% and less 
significance level for the future study. With a larger number of subjects, brain activity 
patterns need to be made clear. 

In addition, it is thought to take particular note of participation concerning working 
memory when car is driven. From Results of these experiments, there was significant 
difference around working memory. So, experiments focusing on relationship turning 
wheel and working memory will be performed. 
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Abstract. In this study, movement-related potentials (MRPs) including 
Bereitschaftspotential (BP) is modeled by a dynamic Bayesian network model 
(DBNM). The containing the MRPs BP are divided into the early BP, NS’ 
(negative slope) and MP (motor potential) intervals, each of which is 
represented by a Bayesian network model (BNM). Each BNM is constructed 
using the results by equivalent current dipole source localization (ECDL) after 
independent component analysis (ICA), for single-trial EEGs recorded during 
the hand movement. Nodes in the BNM correspond to the brain sites where 
dipoles are located. Connecting with the three BNMs yields a DBNM. This 
model is used to discriminate between the left- and right-hand movements in a 
framework of single-trial-electroencephalogram (EEG)-based BCI. 

1   Introduction 

Brain-Computer Interfaces (BCIs) refer to the technology for translating users' brain 
activities, especially scalp-recorded electroencephalogram (EEG), into their intention 
and for transporting to the external world [1]. 

In a framework of single-trial-EEG-based BCI, some of the authors had already 
constructed a Bayesian network model (BNM) to discriminate between left and right 
hands to be imagined grasping from single-trial EEGs recorded during the movement 
imagery tasks [2],[3]. Taking time course of the brain activities into account, 
however, we should generalize the BNM to a dynamic BNM (DBNM), and the latter 
could improve the performance of the former. In order to validate this improvement, 
in this study, movement-related potentials (MRPs) including Bereitschaftspotential 
(BP) are modeled by a DBNM. The MRPs containing the BP are divided into the 
early BP, NS’ (negative slope) and MP (motor potential) intervals, each of which is 
represented by a BNM. Each BNM is constructed using the results by equivalent 
current dipole source localization (ECDL) after independent component analysis 
(ICA), for single-trial EEGs recorded during the hand movement. Nodes in the BNM 
correspond to the brain sites where dipoles are located. Node activities are assumed to 
be conditional probabilities in the nodes. Connecting with the three BNMs through 
each of the most superior nodes yields a DBNM. This model is used to discriminate 
between the left- and right-hand movements. 
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2    Methods 

Figure 1 shows an overview of the present experimental system. 32-channel single-
trial EEGs are recorded during the following tasks. For any one trial, on the display 
”choice”, “+” 3.5 s after “choice” and “report” 2.0 s after “+” in turn are presented, 
whose durations are 2.0 s, 0.2 s and 2.5 s, respectively. In case of “left” or “right” 
selection in “choice”, the subject is requested to grasp his hand of the same side as the 
selection as soon as possible when “+” is presented, and then to speak aloud the 
selection in “report”, otherwise no grasping and no speaking(Fig.2). During this task, 
32-channel single-trial EEGs, electromyogram (EMGs) and electrooculogram (EOGs) 
are recorded, where the EOGs are used to monitoring eye movements [4]. 

 

Fig. 1. Configuration of experimental system 

 

Fig. 2. Experimental procedure 

Assuming that the onset of the EMG is set to be 0 ms, the early BP (E-BP) refers to 
the interval between -1700 and -400 ms, NS’ that between -400 and 0 ms, MP that 
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between 0 and 200 ms and “other” after 200 ms, for each single-trial EEG. ICA [5] 
is applied to the 32-channel EEGs for each interval, and then the ECDL to the 
reconstructed EEGs after the deflation procedure, using “SynaCenterPro” (NEC 
Corporation) [6]. For each interval, a BNM [7] is conducted from the ECDL results, 
and then a DBNM is obtained by connecting with the 3 BNMs via the “frontal” node 
in each BNM. 

3    Results 

Figure 3 shows a DBNM obtained for the present MRPs. The DBNM consisted of 
three BNMs, shoes intervals correspond to the E-BP, NS’ and MP, respectively. Both 
of the BNMs for the E-BP and NS’ intervals, contained the pre-supplementary motor 
area (pre-SMA) as the “frontal” node, and the SMA, the premotor cortex and the 
primary motor cortex as the “motor areas” one, while that for the MP one had the 
bilateral “somatosensory cortices” nodes which directly link from the frontal node, in 
addition to the “frontal” and “motor areas” nodes. These findings were strongly 
supported by the recent findings based on the scalp and epicortical recordings [8]. 

 

Fig. 3. A DBNM for the early-BP, the NS’ and the MP 

Our DBNM was obtained by directing the link from the frontal node in the E-BP-
BNM to that in the NS’-BNM and the link from that in the NS’-BNM to that in the 
MP-BNM. In order to discriminate between the left- and right-hand movements from 
the single-trial EEGs recorded during the present tasks, the “left- and right- motor 
areas” node activities in the DBNM were calculated by the probabilistic inference [9] 
for each trial, and a difference in node activities between the nodes was examined by 
the t-test. This procedure was executed also for each of the E-BP-BNM, the  
NS’-BNM and the MP-BNM.  

The results are summarized Table 1. The DBNM revealed the significant 
contralateral ERD (event-related desynchronization) in the right-hand movement 
(p<.02) and the contralateral ERS (event-related synchronization) in the left-hand 
movement (p<.005) as well as the MP-BNM (p<.002 and p<.05), while the E-BP-
BNM (p>.2 and p>.05) and the NS’-BNM (p>.9 and p>.2) did not. 

 



 Bereitschaftspotential Modeling by DBNM and Its Application to BCI 639 

 

Table 1. t-tests  for each BN and DBN 

Interval E-BP+NS’+MP E-BP 

Movement Right hand Left hand Right hand Left hand 

Node R-M1 L-M1 R-M1 L-M1 R-M1 L-M1 R-M1 L-M1 

Mean 0.4374  0.2185 0.4271 0.1774 0.3682 0.1964 0.3027  0.1027  

p-value 0.01177 0.004791 0.294 0.06507 

         

Interval NS' MP 

Movement Right hand Left hand Right hand Left hand 

Node R-M1 L-M1 R-M1 L-M1 R-M1 L-M1 R-M1 L-M1 

Mean 0.3684  0.3527 0.4457 0.2680 0.5755 0.1064 0.5330  0.1614  

p-value 0.917 0.297 0.001072 0.04081  

4   Conclusion 

The MP-BNM is different from the other BNMs in terms of network structures. This 
might suggest that there is a difference in the neural network in the brain between the 
movement onset and offset. By the t-test, it was proved to be difficult to discriminate 
between the left- and right-hand movement using only the E-BP-BNM and the  
NS’-BNM. 

For the right-hand movement, the P-value in the t-test was minimal in the MP-
BNM, compared with the other BNMs and the DBNM. However, the present DBNM 
could be totally more powerful for discriminating between the left- and right-hand 
movements, than the other BNMs including the MP-BNM. 
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Abstract. Emotion detection provides a promising basis for designing future-
oriented human centered design of Human-Machine Interfaces. Affective 
Computing can facilitate human-machine communication. Such adaptive 
advanced driver assistance systems (ADAS) which are dependent on the 
emotional state of the driver can be applied in cars. In contrast to the majority 
of former studies that only used static recognition methods, we investigated a 
new dynamic approach for detecting emotions in facial expressions in an 
artificial setting and in a driving context. By analyzing the changes of an area 
defined by a number of dots that were arranged on participants' faces, variables 
were extracted to classify the participants’ emotions according to the Facial 
Action Coding System. The results of our novel way to categorize emotions 
lead to a discussion on additional applications and limitations that frames an 
attempted approach of emotion detection in cars. Implications for further 
research and applications are outlined. 

Keywords: Emotion detection, human-computer interaction, human-centered 
design, affective computing. 

1   Introduction 

Although it is common knowledge that people are good at recognizing facial 
expression, it is not at all clear how algorithms can learn to encode or decode a human 
face in a real environment. Faces are complex, multidimensional, and they differ from 
each other. It is, therefore, a tremendous task to construct algorithms that enable 
computers to distinguish emotions just as well as humans can. In order to recognize 
facial expressions, we tried to implement a new dynamic approach in a realistic 
setting: in cars. The intention when driving is usually to reach a desired destination. 
En route, several events can cause the driver to feel intense emotions. Drivers can be 
annoyed by other road users, be nervous due to complex situations or just feel happy 
because all traffic lights seeming to be green. The effects on driving performance and 
accident risk caused by other influences such as alcohol, fatigue, smoking, and use of 
mobile phones during driving have been shown in several studies, e.g., [1] and [2]. 
The influence of emotions however has not been researched comprehensively. The 
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importance of this topic can be derived from several statistics: every year about 
39,000 people die in traffic accidents across Europe [3]. One approach to reduce the 
number of accidents is to detect mistakes made while driving and their real causes.  
During the more recent years emotions have drawn more and more attention, but to 
what extent emotions are responsible for accidents is still unresolved. However, 
Mesken and her colleagues reported that participants who reported feeling anger 
while driving tended to drive faster and exceeded the speed limit more often than 
participants who did not report similar feelings [4]. Nesbit et al. indicate that anger is 
associated with aggressive driving [5]. Most studies point out that happiness [4,6] and 
anger [5,7] are the most common emotions to influence how a car is driven [8]. 

For this reason this paper describes how neutral, happiness, and anger in facial 
expressions can be detected, and which methods can be applied to extract several 
emotions that correlate with certain facial expressions. We tried to influence the 
emotions within a driving context with up-to-date evaluated clips taken from movie 
sets in a real environment. After the driving contexts, we recorded a second set of 
artificial data. Here the participants were asked to facially express happy, angry and 
no emotions. Most of the current studies only apply static recognition methods that 
analyze the individual frames of a video. Furthermore, these experiments were mainly 
carried out in artificial settings, or were merely focused on anger while driving. Only 
very few studies cover multiple aspects, e.g., threatening driving [9] or personal 
violations [10]. To get an overview of current studies in this context Zeng et al. [11] 
presented a survey of audio, visual, and spontaneous affect recognition methods. 

2   Method 

In contrast to the majority of former studies that only make use of static recognition 
methods in rather artificial settings [12,13,14], we researched a new dynamic 
approach to detect emotions in facial expressions in an artificial setting and directly in 
a driving context. Within this context this paper tries to demonstrate how dynamic 
changes in neutral, happy and angry facial expressions can be analyzed. To prove this 
approach, an experiment was conducted with N = 59 (40 female) subject's at the age 
of M = 23.39 years (SD = 4.51). The facial expression data were recorded with a 
Logitech Quickcam Sphere camera (640x480 pixel) in a driving simulator STISIM 
DRIVETM 2.0 as shown in figure 1. The videos were progressed for further analyses 
by independent raters in regard to the emotional content of the facial expressions. 
Variations were resolved by discussing the observed differences. 

 

Fig. 1. The driving simulator 
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In order to record the driving videos, the participants had to drive along an ordinary 
road in the simulator as shown figure 2. Afterwards, a random movie was shown to 
each participant in order to trigger anger, happiness, or no certain emotion. This can 
be a possible efficient method to activate defined target emotions [15]. We used up-
to-date evaluated clips out of movie sets which specified on and ranked the highest on 
the intended target emotion. The stimulus material that was used were clips taken 
from following movies: ‘Hannah and her Sisters’ (neutral), ‘When Harry met Sally’ 
(happiness / amusement) [both from 16] as well as ‘Schindler’s List’ (anger) [17]. We 
evaluated the induction of emotions in pre-tests. Additionally, we applied the Self-
Assessment Manikin (SAM) as a non-verbal pictorial assessment technique to 
measure participants’ affective reactions [18,19]. The Self-Assessment Manikin 
(SAM) is of interest to distinguish between positive and negative emotional states. 

After driving, we recorded a second set of artificial data where the participants 
were asked to show happy, angry and no facial expressions for 3 seconds in two trials. 

 

Fig. 2. Experimental procedure 

During the entire experiment the participants were videotaped. To detect the facial 
expressions in this experiment, small dots were placed in their faces as shown in [20] 
and [21], but with fewer dots than in these studies. The dots (diameter 8 mm) were 
placed on 10 relevant facial muscles, e.g., figure 3 (a). 

 

Fig. 3. (a) The positions of 10 relevant facial muscles, (b) Cluster detections, (c) The area 
defined by four blue dots, and (d) Three defined areas: the bigger above (area 1), the centered 
above (area 2), and the mouth area (area 3) 
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The exact positions of the dots were derived from earlier studies which had 
investigated facial muscle movement with the help of EMG, as well as observations 
of human mimics [22]. Since blue has the smallest part in the color-spectrum of the 
human face, blue was chosen as the color of the dots for the experiment. A software 
algorithm was developed which is able to detect the blue dots placed on the subjects’ 
face by comparing special indicators of the recorded videos. The software detects the 
blue dots by searching each frame line by line for the blue color-spectrum and 
gathering all neighboring pixels to a cluster, see figure 3(b). By calculating the area 
between the dots, specific graphs of emotion can be generated and compared to each 
other. The variance of three areas between four dots was calculated dynamically over 
time, using an algorithm, see figure 3(c). 5 participants' videos were used to initialize 
the algorithm and the same number of videos were needed to test the software. In two 
major steps, we initialized the facial expressions' software: first, the algorithm was 
entered with the 5 participants’ neutral, happy, and angry face data to distinguish 
between each emotion. The algorithm calculated the arithmetic mean of each emotion 
of the three areas as shown figure 3(d). Afterward the variance of each area was 
calculated using the arithmetic mean (see for example the neutral facial expression 
data formula 1): 

 
Varianceneutral�x�=

1
N ∑ i= 0

N
�meanneutral− xi�

2

           
 (1)

 

xi = area size data 

The algorithm summed up these initialized data and calculated the arithmetic mean 
of the area size with their variance for each emotion. Second, it calculated the three 
areas of the 5 remaining test participants' videos with their variance. During the next 
step the algorithm classified the emotions by comparing the test data video with the 
initialized data.  

Index neutral�y�= 1
N

∑ i= 0

N
�meanneutral− yi�

2

varianceneutral      

(2) 

yi = test area size data 
 
This index is used to determine the variation from each test area size yi to each 
emotion (see the second formula). The emotion with the smallest index value is the 
observed emotion. Finally, the results were presented in a graph. 

3   Results 

The Self-Assessment Manikin (SAM) is a non-verbal pictorial assessment technique 
that measures participants’ affective reactions. Especially the valence of affective 
reactions is of interest to distinguish between positive and negative emotional states. 
For the first drive, i.e., the neutral route, participants across all experimental 
conditions reported no significant differences for the valence of emotional states 
(F(2,55) = 2.06; p > .05). During the second emotional route after the target emotion 
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was induced by showing movie clips we observed a significant difference of the 
reported valence (F(2,54) = 3.37; p < .05). Compared to the neutral route the ratings 
for the emotional route in the neutral condition were on a ten-points-scale M = 6.55 
(+0.00; SD = 1.38), in the happiness condition M = 6.09 (+0.25; SD = 1.13), and in 
the anger condition M = 5.41 (-0.59; SD = 6.00). This indicates by trend an effective 
emotion induction and a carry-over effect of the target emotion in the films for the 
emotional routes. Participants, however, showed no visible emotional expressions on 
the videotaped data and the driving data could not be used for our software 
evaluation. 

The results in this paragraph were calculated from the second data set. Due to 
technical dropouts only n = 10 subjects' data could be analyzed. The graphs in figure 
4 (neutral face video) and figure 5 (happy) show the histogram of a neutral and a 
happy face video. The histogram of an angry face video is very similar to the happy 
face video. Therefore, this histogram was not included. 

 

Fig. 4. A neutral face video results 

 

Fig. 5. A happy face video results 

The arithmetic mean of each area is set to 100% and each value was summed up. 
The frequency was summed up on the x-axis and describes how often an area has this 
specific size. The average relation is shown on the y-axis and reflects the size of an 
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area. The raw data of the neutral face video does not show any strong variation of the 
arithmetic mean. All values are concentrated around 100%, because there have been 
few movements in the face as expected in a neutral face. In contrast, the happy and  
angry face videos show stronger facial movements, which the program can use to 
distinguish between facial expressions. The areas were extensively changing in size 
because of the mimic activities caused by the emotions. Angry areas seem to vary a 
little bit more than the happy faces do. 

In our experiment 10 participants' faces were recorded. The evaluation of the 
videos revealed that participants did not show any visible facial expressions of 
emotions during the driving situations. Therefore, we could only evaluate the second 
data setting of the artificial emotions instead of the driving videos. The graphs in 
figure 6  show the average of the three area sizes of the participants' neutral, happy, 
and angry facial expressions. The participants' average area size is displayed on the x-
axis and the participants number is shown on the y-axis. Observing the size of the 
upper areas 1 and 2 the values were quite similar and our software was not able to 
distinguish between each emotion. Therefore, we could only analyse the mouth area. 
Each emotion's arithmetic mean of area size was neutral facial expressions (5555 
pixel), happy facial expressions (6730 pixel), and angry facial expressions (4704 
pixel). This relatively large gap helped distinguish the emotions happy and angry. The 
non specific facial expression were classified with the low variance values as shown 
figure 7. 

 

Fig. 6. The initialize data average of the area size with (a) neutral, (b) happy, and (c) angry 
facial expression 

The graphs in figure 9 show the average of the three area variances of the 
participants' neutral, happy, and angry facial expressions. The participants' average 
variance size is displayed on the x-axis and the participants number is shown on the y-
axis. As expected, the data of the non specific facial expression showed the lowest 
variance. This result helped to easily discriminate the non specific facial expression 
videos from the other emotions. The variance of happy and angry facial expressions 
did not help to distinguish these emotions. 

The remaining 5 artificial faces' videos were compared to these initialized data sets 
for each emotion (happy, angry and neutral). Figure 8 shows the average of the mouth 
area variance of the test participants' neutral, happy, and angry facial expressions. The 
participants' average variance size is displayed on the x-axis and the participants 
themselves are shown on the y-axis. By comparing the initial videos to the test videos 
happy and angry facial expressions could be discriminated. 
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Fig. 7. The initialize data average of the variance with (a) neutral, (b) happy, and (c) angry 
facial expression 

 

Fig. 8. The test data average of the area size with (a) neutral, (b) happy, and (c) angry facial 
expression 

The graphs in figure 9 displays the average variance of the mouth area calculated 
from the participants' neutral, happy, and angry facial expressions. The participants' 
average area variance is shown on the x-axis and the participants are displayed on the 
y-axis. Again the data of the non specific facial expression showed the lowest 
variance. For this reason no facial expression videos could be discriminated from the 
other emotions. 

 

Fig. 9. The test data average of the variance with (a) neutral, (b) happy, and (c) angry facial 
expression 

By analyzing the change of the three areas, the mouth area (area 3) yielded to the 
best results. By observing changes of the mouth areas we enabled our software to 
distinguish between angry and happy faces. Neutral faces could be detected by the 
low variance values of the videos. The other two areas in the upper part of the face 
did not contribute substantially to the classification of the emotions. 



648 T.-K. Tews et al. 

4   Discussion 

As reviewed from other literature, the algorithms for facial expressions are normally 
quite complex [11]. In contrast to this approach, we tried to minimize complex 
computations by using a simple feature extraction method. Our software presented in 
this paper calculates the variance of three areas between four dots in the face over 
time as a new dynamic approach for detection of emotions by facial expressions, 
using an autonomous algorithm. By computing the facial expression data of the mouth 
area with the index of emotions and the variance of this areas over time, our software 
can classify five participant's emotions in happy, angry and neutral if the emotions are 
expressed strong enough. In our experiment n = 10 participants' faces were analyzed. 
5 videos were used to calculate the arithmetic mean and the average variance of each 
emotion. The evaluation of the remaining videos showed that the more obvious the 
motions are and more sources of motion can be found in the image, the more sources 
of discrimination between emotions can be detected. Additionally, participants 
showed little emotion to any of the road situations. Those participants' videos were 
not included in the results of this paper. The main drawbacks during our research 
were the small amounts of comparing and testing data and that our software was very 
sensitive to any variance of head orientations. A possible explanation for the limited 
expression of emotions is that the participants felt very safe inside the driving 
simulator and that they have been blunted by the movies. We evaluated the induction 
of emotions in pre-tests which showed that the induction was successful. However, 
participants showed no visible emotional expressions on the videotaped data as shown 
in other driving simulator studies [4]. The videos were progressed for further analysis 
by independent raters in order to find emotions within the participants' facial 
expression. If the people analyzing the videos talk or yawn could influences the 
analysis of facial expression. However, in further studies the multi-modal approach 
with speech analysis or other methods, e.g., the Mahalanobis-Distance [23], can help 
to distinguish these facial expressions. 

Similar to other facial expression studies, we had problems with hair or head 
orientations [24, 25]. Additionally, screen reflections temporarily covered the blue 
dots and the software was not able to calculate the area correctly. In order to reduce 
the hair problem, the participants were asked to wear an alice band. The participant’s 
facial expression might also have been inhibited by the blue points. To avoid this, the 
capabilities of the facial feature extraction could be enhanced in the future, making 
the blue points obsolete. 

In our experiment the conditions were constructed artificially by having the setting  
in a laboratory environment. In a real driving situation the variance of lighting 
conditions and reflections could inhibit the classification the drivers' emotions. Future 
steps could be the detection of emotions with a broader range of non-invasive 
measures, e.g., speech recognition, heart rate, and grip-strength will be pursued. To 
follow our future centered multi-modal approach, simultaneous speech data was 
recorded in our experiment which will be analyzed in the next step. To enhance the 
generalization of the results, the software will be tested on a larger database with a lot 
more subjects and in real driving situations. 
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Abstract. In recent times, intuitive user interfaces such as the touch panel and 
pen display have become widely used in PCs and PDAs. Previously, the authors 
developed the bright pupil camera. They subsequently developed an eye-
tracking pen display based on this camera and a new aspherical model of the 
eye. In this paper, a robust gaze estimation method that uses a integrated-light-
source camera is proposed for analyzing embodied interaction. Then, a 
prototype of the eye-tracking pen display was developed. The accuracy of the 
system was approximately 12 mm on a 15" pen display, which is sufficient for 
human interaction support. 

Keywords: Embodied interaction, pen display, eye-tracking, aspherical model. 

1   Introduction 

Today, the intuitive user interfaces of PCs and PDAs, such as touch panel and pen 
display, have become widely used. These devices are expected to open up a new 
embodied interaction and communication as well as interaction between humans and 
computers. 

By focusing on the importance of embodied interaction, the authors have 
developed a Computer Graphics (CG)-embodied communication support system [1]. 
Especially, the importance of timing control in generating embodied motions and 
actions is made clear for supporting natural, familiar, and polite interaction via CG 
and robot agent [2]. However, for making further uses of embodiment, it is required to 
analyze the relationships between body motion and attention. 

If we could integrate pen display and eye-tracker, it becomes possible to analyze 
various embodied interactions. For example, we could analyze how a presenter 
indicates or emphasizes a slide in presentation by using intuitive pen display. In 
addition, such an eye-tracking pen display could become a gadget for realizing a new 
mode of interaction between humans and computers. 
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The authors have already developed a prototype of Eye-Tracking Pen Display, 
MobiGaze which enables eye-tracking on iPhone, and ETTI (Eye-Tracking Tabletop 
Interface) [3][4][5]. The accuracy was about 0.7°, which was enough for interaction 
analysis, however, the robustness of the system was not enough. In this study, we 
have developed a robust pupil detection method by using aspherical model of the eye 
and dark pupil method. The evaluation experiment shows the effectiveness of new 
prototype system. 

2   Technical Requirements 

There are several eye-trackers which we can be listed as de facto standards such as 
Tobii T120 [6]. However, they are not suitable for use with pen display. The biggest 
problem of such eye-trackers is that they have cameras and IR LEDs under their 
displays (Fig. 1). When a right handed person use a pen on the display, the right arm 
may hide the camera or LED. 

 

Fig. 1. Typical layout of cameras and LEDs 

The tracking distance and gaze angle may also cause a problem when a user draws 
on a pen display. Because, the tracking distance of existing eye-trackers is 
approximately 50 cm or more, and the gaze angle is approximately 30° in many cases. 
If we put an eye-tracker at the left bottom of the display and use a pen on the display, 
the tracking distance becomes too close and gaze angle becomes too wide. 

In addition, easy calibration is required for eye-tracking pen display, so that 
intuitive interface can be realized. Thus, we can summarize the technical requirements 
as follows [3]: 

• Free arrangement of cameras and LEDs to prevent obstruction by the right hand 
• Robust gaze estimation with short distance & wide gaze angle 
• Easy calibration 

3   Arrangement of Cameras and IR LEDs 

We reviewed previous studies and developed a prototype of the system by 
considering its technical requirements. The 3D gaze-tracking approach was selected 
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for accuracy [7][8][9]. This approach involves the use of two cameras and three or 
four LEDs. Fig. 2 (a) shows the arrangement of the system proposed by Nagamatsu et 
al [10]. In this study, we first developed a prototype of the system by positioning the 
cameras and LEDs: two cameras are placed to the left of the pen display, and one 
LED each is placed on the top, left, and bottom frames of the pen display (Fig. 2 (b)). 
However, even with such an arrangement, stable eye-tracking cannot be realized due 
to the obstructions by the right hand and the eyelid. Therefore, we reviewed the 
arrangements proposed in previous studies again. Some researchers have proposed 
camera-LED integrated systems. For example, Ohno developed a system that 
involved the use of one camera and two LEDs [11]. Chen et al. developed a system 
that involved the use of two cameras and two LEDs mounted near the camera  
centers; in this arrangement, the camera and the LED were integrated into one 
component [12]. We can arrange such a system to the left of the pen display (Fig. 2 
(c)); however, such a system would be inadequate if the pen display is to be used at 
various angles. The two cameras should be separated for the eye tracking pen display 
system [3]. 

 

Fig. 2. Arrangement of cameras and LEDs 

4   Estimation Method of the Optical Axis of the Eye 

Here, we estimated the optical axis by using two cameras and two IR LEDs by using 
the arrangement as shown in chapter 3. First, we calibrated the external parameters of 
the cameras to acquire the relative 3D position of the cameras and the displays. Next, 
on the basis of the results of image processing, we detected the position of the pupil 
and two bright points as a Purkinje image as shown in Fig. 4 (a). We assumed that the 
light source and the camera center were at the same position. Then, we obtained a 
plane that contained vectors A  and B , as shown in Fig. 3 by using the expression 

0)()( =−⋅−×− jjjjj CXCP'B'C ）（ , where X  is a point on the plane. One camera and 

one LED were used for determining a plane that contained the optical axis. Therefore, 
the optical axis could be obtained as the intersection of two planes by using the two 
cameras and two LEDs. Then, the user gazed at a point on the tabletop interface for 
the calibration. The difference between the optical axis and the visual axis of the eye 
was revised by carrying out this calibration. The cross point of the visual axis and the 
pen tabletop was estimated as the gaze point [3]. 
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Fig. 3. Estimation of the optical axes 

5   Image Processing 

We have developed an eye-tracking pen display and achieved eye tracking of up to 
approximately 60° on the basis of our estimation method of the optical axis of the eye, 
which is introduced in chapter 4, using a robust layout of cameras and LEDs [3]. 
However, because of the unstable estimation of the optical axis, which is caused by 
image processing error in bright pupil method, as shown in Fig. 4 (b), the analysis of 
embodied interaction was difficult. Although the dark pupil technique with one IR LED 
around lens proved reliable (Fig. 4 (c)), it is necessary to develop a new pupil detection 
method because the distance between the LED and camera center causes error. 

 

Fig. 4. Image processing 

6   Pupil Detection Method 

In this study, the authors developed integrated-light-source cameras that had IR LEDs 
around their lenses. By calculating the barycentric position of two or three of the LEDs 
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around the lens, we simulated a virtual light source (Fig. 5). These IR LEDs were 
controlled by Arduino microcontroller [13]. To evaluate the effectiveness of our 
technique, we performed an experiment wherein we compared the results of pupil 
detection technique using light integrated cameras with one, two, and three light 
sources and those of the bright pupil technique. Fig. 6 shows the system configuration. 

 

Fig. 5. Integrated-light-source camera 

 

Fig. 6. Prototype of eye-tacking pen display with integrated-light-source cameras 

In the experiment, we lit the IR LEDs, positioned the subject’s head on a chin rest, 
and asked the subject to look at the marker on the left side of the pen display for 
calibration. Next, we displayed a white cross on the pen display and asked the subject 
to gaze at the center of the white cross for 10 frames. The cross was displayed on each 
of the 128 pixels in the right side and each of the 192 pixels in the left side. The 
center of the cross was displayed more to the right because a large margin of error 
was expected for the light integrated cameras set up on the left side of the pen display. 
In this manner, we evaluated four patterns (one, two, three LEDs, and bright pupil). 
The same light volume was ensured for the LED patterns by adjusting the light 
volume using a phototransistor. Five unaided-eye students participated in the 
experiment. 
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Fig. 7 shows the results. There was no significant difference between the results of 
two LEDs, three LEDs, and bright pupil method, as suggested by one-way analysis of 
the variance to average error (Fig. 8). Therefore, we decided to use two LEDs. The 
processing speed of our system was 9.1 fps with a computer having a Intel Core 2 
Duo 3.0 GHz processor, and the delay between human action and gaze measurement 
was 7/30 frame. 

 

Fig. 7. Result of evaluation experiment Fig. 8. Result of one-way analysis of variance 

7   Assessment of Accuracy for Dynamic Gaze Tracking Accuracy 

We also performed an experiment to analyze gaze interaction. Here, we asked the user 
to gaze at a moving marker. The speed of the moving marker was 284 pixel/s that 
human being drew a line. This speed was lower than that of the saccades. In addition, 
there were two kinds of marker move: one was the drawing of a pattern of five lines 
(of length from 128 pixel to 896 pixel) and the other was the drawing of the figure 
“Z.” The average error for the five-line pattern was 42.9 pixel (12.4 mm) and that for 
the “Z” pattern was 48.1 pixel (14.3 mm). Fig. 9 shows an example of the results. Fig. 
10 shows the interaction timing of the five-line patterns and the gaze points of the 
subjects. The x-axis shows the frame on following the marker, and the y-axis shows 
the pixel on the screen. There was a gaze position lag of approximately 0.66 s 
(average value for three subjects) against the movement of the marker. Fig. 11 shows 
the interaction timing of figure “Z.” The average lag was approximately 0.61 s. 

 

Fig. 9. Example of results 
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Fig. 10. Example of results of x-axis of 5-line pattern 

 

Fig. 11. Results of figure “Z” pattern 

8   Conclusion 

In this paper, a robust gaze estimation method was proposed for analyzing embodied 
interaction, and a prototype of an eye-tracking pen display based on integrated-light-
source cameras was developed. The experimental results show that the accuracy of 
the system was approximately 12.4 mm for the 5-line pattern and 14.3 mm for the 
figure “Z” pattern on a 15" pen display. Because these were measured in an embodied 
interaction experiment, it is clear that the accuracy was sufficient for human 
interaction analysis. 
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Abstract. In these days, robotics systems that provide supportive communication 
to human have been actively developed. However in such systems the internal 
consciousness state of human is not taken into consideration and hence the 
provision of support might not be appropriate. In this article we proposed a study 
support communication system that encourages and praises the human user 
based on the recognition of consciousness state through the user posture.  

Keywords: Human interface, Bayesian network.  

1   Introduction 

The robots that support human life such as a humanoid robot and a pet robot have 
been actively developed. These robots have to observe human behavior to provide 
appropriate supports. In such a system, if the human internal state is recognized 
through the person's behavior, the robot will be able to offer more suitable support to 
the people. Moreover, while the development of the robot that supports people’s daily 
life is advanced, it is pointed out that we do not feel like the robot blending into 
society [1]. To develop a more familiar robot, we should construct a relation between 
people and a robot [2][3] and communication between people and robots is important. 
The essence of communication is the exchange and sharing of state of mind [4]. It is 
necessary that we provide a robot with an internal state of human and a function that 
makes the robot seems like having mind and it is important how a robot extracts 
internal state of human from this point of view. 

As one of the systems that observe people to support them, there is a cooperative 
system of the environmental type robot and the individual robot, where the location 
information of people in the house is detected by pressure sensors spread over the 
floor and infrared cameras. The location information is used for an appliance 
operation [5] or a physically support like taking something [6]. These systems can 
support people, but the internal state of the people is not considered. While, as the 
research that estimates the internal state of people, there is a sleep detection system 
while driving [7]. The consciousness level is estimated by detecting the frequency and 
opening time of blinks using images captured with the infrared camera for warning. 

In this article, we developed a system that provides supportive communication 
based on consciousness recognition of the user. We show the details of the proposed 
system and the experimental results. 
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2   Proposed System 

The proposed system is composed of three parts as shown in Figure 1. First, the 
images of a user are taken with a USB camera and the posture of the user is estimated. 
Secondly, the user’s state of consciousness is estimated from the time-sequence data 
of the posture using neural network. Finally, the system selects an utterance and utters 
to the user based on the time-sequence of the state of consciousness using Bayesian 
network. 

2.1   Posture Estimation  

We extract the silhouette of the user from an image using background difference 
method and estimate the posture using template matching. We prepared four types of 
postures “normal (upright) ”, ”leaning”, ”downward” and ”face down ”.  
 
(1) Acquisition of Silhouette. User's silhouette is extracted by background difference 
method of gray scale image. The size of input image is 640×480 pixels. The library 
function of OpenCV is used for making grayscale image. The pixel value of (x, y) of 
pre-processed image is defined as f(x, y) and pixel value of (x, y) of post-processed 
image is defined as g(x, y) and we obtain silhouette image using Equation 1 where the 
threshold value is defined as T. 

⎩
⎨
⎧

≤
>

=
Tyxf

Tyxf
yxg

),(0

),(255
),(

　　

                                         (1) 

 

Fig. 1. Overview of system 

         

1 image                average of 100 images 

Fig. 2. Example of typical image 

(2) Generation of Template Image. Four kinds of typical images are generated by 
averaging each pixel value on g(x, y) of 100 images of each posture group. These 
average images are used in next template matching. Figure 2 shows the example of 
typical image and the template image of “normal” obtained by averaging. 
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(3) Template Matching. The distances between silhouettes of input image P(x, y) of 
the user and each template image Qi(x, y) are calculated by Equation 2. The template 
image that has the smallest distance is detected. Its posture is estimated as the posture 
of the user.  

∑
∈
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yxQyxP
N

d
),(

),(),(
1

 ,                                   (2) 

where i denotes the posture number. 
To prevent the influence of the input situation on the desk, the range of silhouette 

W is defined as 640×420 pixels. NW is the number of pixels in area W. 

2.2   Estimation of State of Consciousness 

Above-mentioned posture estimation is carried out at 2fps and the state of 
consciousness is estimated based on the temporal feature of the posture changes. As 
an input, we converted five minutes of posture data (length 600) into ten parameters 
composed of the total number of each posture:4 and the number of posture 
transition:6. As an output, we prepared four levels of consciousness state, 
”concentrating”, ”sleepy”, ”lack the drive” and ”sleeping”. These levels were selected 
based on phase theory [8]. 
 
(1) Phase Theory. Phase theory was introduced by Kunie Hashimoto in 1978. This 
theory divides the consciousness state into five levels from phase 0 to phase Ⅳ (Table 
1). In this research, four consciousness state (Table 2) was prepared referring to 
above-mentioned phase 0 to Ⅲ. 
 
(2) Neural network learning. The learning of each state of consciousness is 
performed with a three-layered perceptron with back propagation algorithm (Figure 3). 
In this research, neural network was chosen because the pattern of postures are 
classified into either of four states of consciousness. The reason we used posture data 
with time width is that consciousness state can be read from continuous actions. Time 
length is five minutes in this research because too long length cannot correspond to the 
change of the state of consciousness. 

Table 1. Stage of consciousness state 

Phase Mode of consciousness Physiology 
0 unconscious, trance sleeping, brain attack 

 Subnormal fatigue, doze ,drunken 

 normal, relaxed Relaxed 

 normal ,clear Active 

 hypernormal, excited Panic 
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Table 2. Consciousness states 

Phase theory Consciousness states 
0 sleeping   →  sleeping  

doze         →  sleepy  

relaxed    →  lack the drive  

active       →  concentrating  
 

Total number 
of each posture 

(4 nodes) 
 

Number of 
posture transition 

(4C2=6 nodes) 

sleeping  

 sleepy  

lack of drive  

concentrating

Middle layer 
Output layer 

4 Input layer 
 10 10  

Fig. 3. Neural network 

Table 3. Values of output 

Consciousness states Value of output 
sleeping (1,0,0,0) 
sleepy (0,1,0,0) 

lack of drive (0,0,1,0) 
concentrating (0,0,0,1)  

As an input, we converted five minutes of posture data (length 600) into ten 
parameters composed of the total number of each posture and the number of posture 
transition. We use not only total number but also transition frequency between each 
posture, so time series information can be considered. 

The teacher data is made by providing a state of five minutes of posture data and 
we let neural network learn the pattern. The output of each state is given as shown in 
Table 3. The learning of each state of consciousness is performed 10000 times. The 
average of error compared with learning data is 

  

E ＝ 3.734e-5 ≒ 0.025.                                           (3) 

(3) Estimation of state of consciousness. We input converted ten parameters into 
learned neural network and the highest output is the estimated state at the time. 
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2.3   Utterance Selection 

The system selects an utterance according to the time-sequence of consciousness 
using Bayesian network. Figure 4 shows the model of Bayesian network. There are 
9 situation nodes and 10 utterance nodes. Table 4 shows situation nodes. These are 
calculated based on the time-sequence consciousness. For example, if the user 
follows the following path, the situation nodes at the time are calculated as shown 
in Table 5. 

 
concentrating (30 minutes) → sleepy (15 minutes)  → concentrating (20 minutes ) → present 
 

In learning phase, the system constructs the timing-structure model of human 
speech from the learning data. tk is the value of a situation node sj when a utterance ci 
is observed. n is the total number of each utterance. The conditional probability 

)(| tP
ij cs

 for an utterance node and a situation node are calculated as follows. 
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In selecting phase, the probability of each utterance node is calculated using 
Equation 6 and the system utters a word when the probability exceeds the certain 
threshold and attains the local maximum point. 

C10
 
 
 
 

C2C1

ci: Utterance nodes 
  (i=1,2…,10) 
sj: Situation nodes  

(j=1,2…,9) 
S9 

 
S1 S2

 

Fig. 4. Model of Bayesian network 

Table 4. Situation nodes 

The meaning of nodes Number of 
nodes 

Total time of a day of each state of consciousness 4 
Duration of each state of consciousness 4 
Elapsed time from the last utterance 1  
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Table 5. Example of situation nodes 

Total time Duration 
concentrating   : 50 minutes concentrating   : 20 minutes 
lack of drive    : 0 minutes lack of drive    : 0 minutes 
sleepy         : 15 minutes sleepy         : 0 minutes 
sleeping        : 0 minutes sleeping       : 0 minutes  

∏
=

==
m

j

i
jcs

i
i sPcSPcBEL

iji
!

| )()|()(  .                               (6) 

Each threshold is set to 1/2 of the minimum BEL in study data.  

3   Evaluation Experiments  

We conducted evaluation experiments for each part and the whole system. 

3.1   Experiment of Posture Estimation  

First, we conducted the experiment of posture estimation. We supposed that we can 
classify postures into four postures and we confirmed whether the system can 
estimate the posture. 

Posture images are taken for ten minutes with 2 fps (1200 frames) and judged the 
posture per one frame. We prepared four types of postures “normal (upright) ”, 
”leaning”, ”downward” and ”face down ”. To get answers, posture images are 
preserved and the user judges it. Posture estimation from the system is compared with 
the correct answer and recognition accuracy is calculated. This experiment is 
conducted at a desk in the laboratory and the USB camera is set on the personal 
computer. 

The threshold value of Equation 1 is set to 20 from preliminary experiments. If we 
set a smaller threshold, image is influenced by the flicker of the fluorescent lamp of 
the room. If we set a larger threshold, colors in background cannot be recognized. 

Results of the accuracy of posture estimation were as shown in Table 6. Results 
showed high recognition rates of each posture but the rates of “downward“ and “face 
down” are lower than that of the other postures. This is because downward or face 
down posture leaning a little is occasionally estimated as leaning posture. 

3.2   Experiment of Consciousness Estimation 

We conducted the experiment of consciousness estimation. 
A user’s activity data is taken for 7 days and a system estimates the user’s 

consciousness per 5 minutes. Four levels of consciousness, ”concentrating”, ”sleepy”, 
”lack the drive” and ”sleeping” are prepared. The estimation is compared with the 
correct answer that the user judges. 
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As a result, the accuracy of consciousness estimation was calculated as shown in 
Table 7. Results showed high recognition rates of each consciousness. However, 
when feeling a little tired even if concentrating, the state is sometimes estimated as 
lack of drive. Moreover, it was difficult to distinguish between “sleepy” and “lack of 
drive”. It was turned out that there were a few neutral states like this. To cope with 
these situations, it is one way that we make the system recognize that the judgment is 
inaccurate and prepare utterances corresponding to the situation. 

Table 6. Accuracy of posture estimation 

 Normal Leaning Downward Face down Total 
Recognized frames (frames) 277 380 193 267 1117 
Total number (frames) 287 382 229 302 1200 
Accuracy (%) 96.5 99.5 84.3 88.4 93.1 

 

Table 7. Accuracy of consciousness estimation 

 Concentrating Lack of drive Sleepy Sleeping Total 
Recognized number 146 9 10 10 175 

Total number 148 9 11 10 178 
Accuracy (%) 98.6 100 90.9 100 98.3 

 

Table 8. Threshold of each utterance 

Utterance Threshold( 10-13) 
 1  Are you ok? 0.098548 
 2  Wake up! 0.063544 
 3  You seem tired. 0.105729 
 4  Snap out of it. 0.038767 
 5  Do you want to sleep? 0.052691 
 6  Are you tired? 0.122829 
 7  Why don't you take a rest for a while. 0.292587 
 8  You started studying hard. 0.222411 
 9  You study hard! 0.002201 
10  Don't work too hard. 1.279856  

Table 9. Example of utterance corresponding to consciousness estimation (self-judge) 

Consciousness state Utterance from system 
Sleeping Are you ok? 

Concentrating You study hard! 
Sleepy Wake up!  
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3.3   Experiment of Utterance  

We conducted the experiment of utterance part. 
First, the teacher data are made by providing a teacher utterance for active data or 

unreal data and Bayesian network learns the utterance patterns. 67 data were used for 
its learning. Secondly, we calculated probabilities and decided thresholds of each 
utterance. Finally, we let users study at a desk while this system is running and 
observed utterances from the system. Software “Easy Speech” [9] is used for 
generating utterances.  

We decided the threshold of each utterance as shown in Table 8. Each threshold is 
set to 1/2 of the minimum BEL in study data. Using these thresholds, we let the 
system running, and confirmed utterances as shown in Table 9. When concentrating, 
the transition of probability of “You study hard ! ” is as shown in Figure 5. 

The threshold varied widely per utterance. This is because the probability of data far 
from other data becomes very small when the data increases and leans. For example, 
concerning utterance 9 “You study hard ! ” which has a lot of learning data, figure 6 
shows the conditional probability of “Utterance 9” and “Duration of concentrating”. The 
probability after 100 minutes becomes extremely small where the number of teacher data 
is few. Therefore, it is difficult to use only threshold to judge an utterance timing and we 
put local minimum condition to the judgment method. Although the threshold of 
utterance 9 is 0.002201 and this is very small, it is expected that utterance is generated in 
both the first half part (35, 70, 100 minutes) when the probability is large and the latter 
part (140, 180, 220 minutes) when the probability is small. 

Secondly, the utterances from the system were compared with consciousness state 
(self- judge) as shown in Table 9. The results show that the utterances are suitable to 
the situations like worry in case of sleeping and praise in case of concentrating. We 
also analyzed Bayesian probability. Figure 5 shows a time evolution of Bayesian 
probability. The probability of “You study hard!” increased gradually as 
concentrating time passed and the system uttered at its top. The reason of decrease 
after the last utterance is that passed time after utterance is one of situation nodes.  
The conditional probability between utterance 9 and passed time after the last 
utterance is as shown in Figure 7. 

3.4   Effectiveness of Whole System  

We confirmed the effectiveness of this system in daily life. 
While this system is running, we let user lead a daily life in laboratory and observed 

utterances of the system. When the total of pixel values of user’s silhouette is less than 
640*420*0.1=26880, it is judged that the user is not there and the system stops 
temporally. 

Two people which are 1 female and 1 male participated in this experiment 
respectively for three days. The system was made by female’s teacher data. Table 10 
shows the example of utterances. As a result, although there were some cases that no 
utterance was generated when long time passed, utterances were observed in any case 
within one hour. Moreover, we conducted a survey to the user and confirmed that the 
utterances were generated in appropriate circumstances. 
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The lack of the teacher data is thought as a reason why any utterance is not generated 
when long time passes. The variation of the transition increases as time passes, so the 
distance from teacher data becomes larger. To solve this problem, we should increase 
teacher data or make the variable of Bayesian network larger as time passes. 

   

 

Fig. 5. Time-sequence data of Bayesian probability of “You study hard!” while concentrating 

 

Fig. 6. Conditional probability of “Utterance 9” and “Duration of concentrating” 

 

Fig. 7. Conditional probability of “Utterance9” and “Passed time from last utterance” 

Table 10. Example of experimental result 

Passed time minute  Consciousness state (system) utterance 
5 Sleepy  

10 Sleepy  
15 Sleepy Wake up ! 
20 Lack of drive  
25 Lack of drive  
30 Concentrating  
35 Concentrating You started studying hard! 
40 Concentrating  
45 Concentrating  
50 Concentrating  
55 Concentrating  
60 Concentrating  
65 Sleepy Wake up ! 
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4   Conclusion 

We developed a study support system as one of the spontaneous support system. This 
system got the awareness from user’s appearance and talked to the user actively. We 
will try to focus on other motions and widen the scope of utterances in the future. 
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