Julie A. Jacko (Ed.)

Human-Computer
Interaction

Users and Applications

LNCS 6764

14th International Conference, HCl International 2011
Orlando, FL, USA, July 2011
Proceedings, Part IV

4Part IV
-3

HCI2011

INTERNATIONAL

@ Springer




Lecture Notes in Computer Science

Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison

Lancaster University, UK
Takeo Kanade

Carnegie Mellon University, Pittsburgh, PA, USA
Josef Kittler

University of Surrey, Guildford, UK
Jon M. Kleinberg

Cornell University, Ithaca, NY, USA
Alfred Kobsa

University of California, Irvine, CA, USA
Friedemann Mattern

ETH Zurich, Switzerland
John C. Mitchell

Stanford University, CA, USA
Moni Naor

Weizmann Institute of Science, Rehovot, Israel
Oscar Nierstrasz

University of Bern, Switzerland
C. Pandu Rangan

Indian Institute of Technology, Madras, India
Bernhard Steffen

TU Dortmund University, Germany
Madhu Sudan

Microsoft Research, Cambridge, MA, USA
Demetri Terzopoulos

University of California, Los Angeles, CA, USA
Doug Tygar

University of California, Berkeley, CA, USA
Gerhard Weikum

Max Planck Institute for Informatics, Saarbruecken, Germany

6764



Julie A. Jacko (Ed.)

Human-Computer
Interaction

Users and Applications

14th International Conference, HCI International 2011
Orlando, FL, USA, July 9-14, 2011
Proceedings, Part IV

@ Springer



Volume Editor

Julie A. Jacko

University of Minnesota

School of Public Health and Institute for Health Informatics
1260 Mayo (MMC 807), 420 Delaware Street S.E.
Minneapolis, MN 55455, USA

E-mail: jacko@umn.edu

ISSN 0302-9743 e-ISSN 1611-3349

ISBN 978-3-642-21618-3 e-ISBN 978-3-642-21619-0
DOI 10.1007/978-3-642-21619-0

Springer Heidelberg Dordrecht London New York

Library of Congress Control Number: 2011929076
CR Subject Classification (1998): H.5.2, H.5, H.2-4,1.2.10, 1.4, J.1

LNCS Sublibrary: SL 3 — Information Systems and Application, incl. Internet/Web
and HCI

© Springer-Verlag Berlin Heidelberg 2011

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

The use of general descriptive names, registered names, trademarks, etc. in this publication does not imply,
even in the absence of a specific statement, that such names are exempt from the relevant protective laws
and regulations and therefore free for general use.

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Foreword

The 14th International Conference on Human—Computer Interaction, HCI In-
ternational 2011, was held in Orlando, Florida, USA, July 9-14, 2011, jointly
with the Symposium on Human Interface (Japan) 2011, the 9th International
Conference on Engineering Psychology and Cognitive Ergonomics, the 6th In-
ternational Conference on Universal Access in Human—Computer Interaction,
the 4th International Conference on Virtual and Mixed Reality, the 4th Interna-
tional Conference on Internationalization, Design and Global Development, the
4th International Conference on Online Communities and Social Computing, the
6th International Conference on Augmented Cognition, the Third International
Conference on Digital Human Modeling, the Second International Conference
on Human-Centered Design, and the First International Conference on Design,
User Experience, and Usability.

A total of 4,039 individuals from academia, research institutes, industry and
governmental agencies from 67 countries submitted contributions, and 1,318
papers that were judged to be of high scientific quality were included in the
program. These papers address the latest research and development efforts and
highlight the human aspects of design and use of computing systems. The papers
accepted for presentation thoroughly cover the entire field of human—computer
interaction, addressing major advances in knowledge and effective use of com-
puters in a variety of application areas.

This volume, edited by Julie A. Jacko, contains papers in the thematic area
of human—computer interaction (HCI), addressing the following major topics:

HCT and learning

Health and medicine applications
Business and commerce

HCI in complex environments
Design and usability case studies
Children and HCI

Playing experience

The remaining volumes of the HCI International 2011 Proceedings are:

e Volume 1, LNCS 6761, Human-Computer Interaction—Design and Devel-
opment Approaches (Part I), edited by Julie A. Jacko

e Volume 2, LNCS 6762, Human-Computer Interaction—Interaction Tech-
niques and Environments (Part II), edited by Julie A. Jacko

e Volume 3, LNCS 6763, Human—Computer Interaction—Towards Mobile and
Intelligent Interaction Environments (Part III), edited by Julie A. Jacko

e Volume 5, LNCS 6765, Universal Access in Human—Computer Interaction—
Design for All and elnclusion (Part I), edited by Constantine Stephanidis

e Volume 6, LNCS 6766, Universal Access in Human—Computer Interaction—
Users Diversity (Part IT), edited by Constantine Stephanidis



VI

Foreword

Volume 7, LNCS 6767, Universal Access in Human—Computer Interaction—
Context Diversity (Part III), edited by Constantine Stephanidis

Volume 8, LNCS 6768, Universal Access in Human—Computer Interaction—
Applications and Services (Part IV), edited by Constantine Stephanidis
Volume 9, LNCS 6769, Design, User Experience, and Usability—Theory,
Methods, Tools and Practice (Part I), edited by Aaron Marcus

Volume 10, LNCS 6770, Design, User Experience, and Usability—
Understanding the User Experience (Part II), edited by Aaron Marcus
Volume 11, LNCS 6771, Human Interface and the Management of
Information—Design and Interaction (Part I), edited by Michael J. Smith
and Gavriel Salvendy

Volume 12, LNCS 6772, Human Interface and the Management of
Information—Interacting with Information (Part II), edited by Gavriel Sal-
vendy and Michael J. Smith

Volume 13, LNCS 6773, Virtual and Mixed Reality—New Trends (Part I),
edited by Randall Shumaker

Volume 14, LNCS 6774, Virtual and Mixed Reality—Systems and Applica-
tions (Part II), edited by Randall Shumaker

Volume 15, LNCS 6775, Internationalization, Design and Global Develop-
ment, edited by P.L. Patrick Rau

e Volume 16, LNCS 6776, Human-Centered Design, edited by Masaaki Kurosu
e Volume 17, LNCS 6777, Digital Human Modeling, edited by Vincent G.

Dufty

Volume 18, LNCS 6778, Online Communities and Social Computing, edited
by A. Ant Ozok and Panayiotis Zaphiris

Volume 19, LNCS 6779, Ergonomics and Health Aspects of Work with Com-
puters, edited by Michelle M. Robertson

Volume 20, LNAI 6780, Foundations of Augmented Cognition: Directing the
Future of Adaptive Systems, edited by Dylan D. Schmorrow and Cali M.
Fidopiastis

Volume 21, LNAI 6781, Engineering Psychology and Cognitive Ergonomics,
edited by Don Harris

Volume 22, CCIS 173, HCI International 2011 Posters Proceedings (Part I),
edited by Constantine Stephanidis

Volume 23, CCIS 174, HCI International 2011 Posters Proceedings (Part II),
edited by Constantine Stephanidis

I would like to thank the Program Chairs and the members of the Pro-

gram Boards of all Thematic Areas, listed herein, for their contribution to the
highest scientific quality and the overall success of the HCI International 2011
Conference.

In addition to the members of the Program Boards, I also wish to thank

the following volunteer external reviewers: Roman Vilimek from Germany, Ra-
malingam Ponnusamy from India, Si Jung “Jun” Kim from the USA, and Ilia
Adami, Tosif Klironomos, Vassilis Kouroumalis, George Margetis, and Stavroula
Ntoa from Greece.



Foreword VII

This conference would not have been possible without the continuous support
and advice of the Conference Scientific Advisor, Gavriel Salvendy, as well as the
dedicated work and outstanding efforts of the Communications and Exhibition
Chair and Editor of HCI International News, Abbas Moallem.

I would also like to thank for their contribution toward the organization of
the HCI International 2011 Conference the members of the Human—Computer
Interaction Laboratory of ICS-FORTH, and in particular Margherita Antona,
George Paparoulis, Maria Pitsoulaki, Stavroula Ntoa, Maria Bouhli and George
Kapnas.

July 2011 Constantine Stephanidis
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HCI International 2013

The 15th International Conference on Human—Computer Interaction, HCI Inter-
national 2013, will be held jointly with the affiliated conferences in the summer
of 2013. It will cover a broad spectrum of themes related to human—computer
interaction (HCI), including theoretical issues, methods, tools, processes and
case studies in HCI design, as well as novel interaction techniques, interfaces
and applications. The proceedings will be published by Springer. More infor-
mation about the topics, as well as the venue and dates of the conference,
will be announced through the HCI International Conference series website:
http://www.hci-international.org/

General Chair

Professor Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece

Email: cs@ics.forth.gr



Table of Contents — Part IV

Part I: HCI and Learning

A Web-Based Learning Environment to Support Chemistry ...........
Candice Adams and Cheryl Seals

Introducing Mobility in Serious Games: Enhancing Situated and
Collaborative Learning .............oiiuiiininiin ..
Sébastien George and Audrey Serna

Visualization Framework for Computer System Learning ..............
Eiichi Hayakawa, Yuuki Nakagawa, Hideharu Ochiai,
Masahiko Fuji, and Yosuke Nishino

Associating Learners’ Cognitive Style with Their Navigation Behaviors:
A Data-Mining Approach ......... .. .. .. . .. .
Yung-Chi Hsu and Sherry Y. Chen

The Design of Adaptive Error Feedback Music Ear-Training System
with Image Cues .. ... oo
Yu Ting Hwang and Chi Nung Chu

Fuzzy Linguistic Modelling Cognitive / Learning Styles for Adaptation
through Multi-level Granulation ............ .. .. .. .. ... .. .. ....
Ilham N. Huseyinov

Method for Cultivating the “Inquiry-Mindset” Using the Information
Access-Based Belief Bias Parameter ................................
Kyoko Ito, Yuki Ito, and Shogo Nishida

Distance Education at the Graduate Level: A Viable Alternative? ......
Brian M. Jones, Andrea Everard, and Scott McCoy

Creating a New Context for Activity in Blended Learning Environments:
Engaging the Twitchy Fingers .......... ... .. . . .. . .. .. .. ....
Jayne Klenner-Moore

Haptically Enhanced User Interface to Support Science Learning of
Visually Impaired . ...
Yueqing Li, Steve Johnson, and Chang Nam

Using Grounded Theory and Text Mining to Find Interesting Reading
Materials for Slow EFL Learners .. ...........cuuuiiiiinrannanen..
Yuh-Chang Lin, Chia-Ling Hsu, Mu-Hua Lin,
Hsiao-Fang Yang, and Chao-Fu Hong

12

21

27

35

39

48

58

61

68

7



XVIII Table of Contents — Part IV

CAI Platform for Fundamental Geometric Training on Perspective
Sketching ... ... 86
Ding-Bang Luh and Shao-Nung Chen

A Reading History Logger for Supporting Reading Habit
Development ... ... ... e 93
Yasuo Miyoshi and Takaaki Oobayashi

A Drawing Learning Support System with Auto-evaluating Function
Based on the Drawing Process Model .. ........ ... . . ... . . ... 97
Takashi Nagai, Mizue Kayama, and Kazunori Itoh

Interactions between Human and Computer Networks: EFL College

Students Using Computer Learning Tools in Remedial English

ClaSSES oottt 107
Ai-Ling Wang

Proposal of Collaborative Learning Support Method in Risk
Communications . . .. ...t e 113
Hiroshi Yajima and Naohisa Tanabe

Evaluation of Online Handwritten Characters for Penmanship Learning
Support System .. ... ... 121
Tatsuya Yamaguchi, Noriaki Muranaka, and Masataka Tokumaru

Facial Expression Recognition for Learning Status Analysis............ 131
Mau-Tsuen Yang, Yi-Ju Cheng, and Ya-Chun Shih

Part II: Health and Medicine Applications

An Enriched Understanding of Why the Environment and Individual

Characteristics Are Important in Understanding Technology Utilization

in Healthcare: An Evolutionary Psychology Perspective ............... 141
Chon Abraham and Iris Junglas

A Real-Time Interactive MIDI Glove for Domicile Stroke
Rehabilitation .. ... ... . 151
Nizan Friedman, David Reinkensmeyer, and Mark Bachman

What Label Design of Ampule for Injection, Do You Want? ........... 159
Hiroyuki Furukawa

The Design of an Interactive Stroke Rehabilitation Gaming System. . . .. 167
Linda Harley, Scott Robertson, Maribeth Gandy,
Simeon Harbert, and Douglas Britton



Table of Contents — Part IV XIX

Therapeutic Category Improvement Method Based on the Words

Appearing in Effect-Efficacy Description ... ......... ... ... ... ...... 174
Hirotsugu Ishida, Keita Nabeta, Masaomi Kimura,
Michiko Ohkura, and Fumito Tsuchiya

Clinical Communication: Human-Computer and Human-Human
Interactions .. ... ... 182
Saif Khairat and Yang Gong

Using Pen-Based Computing in Technology for Health ................ 192
Hyungsin Kim, Young Suk Cho, and Ellen Yi-Luen Do

Using a Smart Phone for Information Rendering in Computer-Aided
SULZETY « .ottt e 202
Gaél Le Bellego, Marek Bucki, Ivan Bricault, and Jocelyne Troccaz

A Proposal of Contraindication Database for Medicines ............... 210
Ryo Okuya, Hirotsugu Ishida, Keita Nabeta, Masaomi Kimura,
Michiko Ohkura, and Fumito Tsuchiya

Results of the Usability and Acceptance Evaluation of a Cardiac
Rehabilitation System . .......... . i 219
Cecilia Vera-Munoz, Maria Teresa Arredondo, Ignacio Peinado,
Manuel Ottaviano, José Manuel Pdez, and
Arturo Diaz de Barrionuevo

Construction and Analysis of Database on Outer Cases of Medicines ... 226
Hironori Yoshimi, Hiroki Muraoka, Akira Izumiya,
Masaomi Kimura, Michiko Ohkura, and Fumito Tsuchiya

Part III: Business and Commerce

Andrea Fverard, Brian M. Jones, and Scott McCoy

Promotion Project for Communication between Artisans and
Consumers Supported by Media Technology ............... ... ... ... 237
Ritsuko Izuhara, Sho Yokokawa, and Shinya Suzuki

Why Virtual Job Recruitment Is Not Well Accepted by Generation
Y?—A Case Study on Second Life ...... ... .. ... .. ... .. 245
Eleanor Loiacono, Soussan Djamasbi, Bengisu Tulu, and Oleg Pavlov

Investigating Online Advertising in Chile............................ 255
Scott McCoy, Cristébal Ferndndez Robin, and José Luis Cortés

Analysis of Customer Satisfaction on the Stiffness of Outside Panels of
Passenger Cars ... .. ...ttt 257
llsun Rhiu, Taebeum Ryu, Byungki Jin, and Myung Hwan Yun



XX Table of Contents — Part IV

Working toward Women’s Economic Empowerment: Using Information

and Communication Technology in Developing Areas to Market

Traditional Crafts........ .. 266
Melissa Secore Levis

Socio Economic Psycho Knowledge Based Intelligent Agents for
Automated e-Commerce Negotiation .............. ... ... ... ...... 274
P. Vijayaraghavan and R. Ponnusamy

Shopping Cart Interactive Program (SCIP).......................... 285
Cyndi Wiley, Emmanuel Saka, Stefan Tauber, and
Sunghyun R. Kang

Part IV: HCI in Complex Environments

An Analytical Alarm Flood Reduction to Reduce Operator’s
Workload . .. ..ot 297
Jens Folmer, Dorothea Pantforder, and Birgit Vogel-Heuser

Self Replicating Robotic Strategies as a Catalyst for Autonomous
Architectural Construction . .............u .. 307
Michael A. Fox

Development of Information Filtering Systems for Disaster

Prevention .. ... ... 318
Yoshinori Hijikata, Tsutomu Yamanaka, Yuya Tanaka, and
Shogo Nishida

Spatial Design, Designers and Users: Exploring the Meaning of
Multi-party Service Cognition ......... ... .. ... . i i 328
Tom Hope, Mizuki Oka, Yasuhiro Hashimoto, and Myeong-Hee Lee

Toward an Understanding of a Computerized Monitoring System
Failure: An Interpretive Approach.............. .. .. .. ... .. ... ...... 336
Nathan Johnson, Yibai Li, Fengchun Tang, and Saonee Sarker

Proposal of BCM Evaluation Method Based on Disaster Scenario
Simulation .. ... 346
Ryuhei Kaneko and Yoshio Nakatani

Design of Communication Field for Leading to Satisfied Understanding;:
Example of High-Level Radioactive Waste Disposal in Japan .......... 354
Hiroshi Kimura and Masashi Furukawa

Control Error Analysis of Computerized Operational Environment in
Nuclear Power Plants. .. ... e 360
Seung Jun Lee, Jaewhan Kim, and Seung-Cheol Jang



Table of Contents — Part IV XXI

uMeeting, an Efficient Co-located Meeting System on the Large-Scale
Tabletop . . . oo 368
Jie Liv and Yuanchun Shi

Enhanced User Experience in Managing Personal Finance ............. 375
Cindy Lu

Experimental Investigation of Misuse and Disuse in Using Automation

SYSEEIL . .ot 384
Akihiro Maehigashi, Kazuhisa Miwa, Hitoshi Terai,
Kazuaki Kojima, Junya Morita, and Yugo Hayashi

Validating Video Analytics in Mission Critical Applications ........... 394
Stephen J. Mitchell, Sukhpreet Gill, Steve Loveless, and
Brent Auernheimer

Proposal of an Office Work Productivity Model Based on Short Pauses

in Mental Tasks .. ... 403
Kazune Miyagi, Show Kawano, Hong Zhe Jin,
Hiroshi Shimoda, and Hirotake Ishii

Restoration Support System for a Historic Textile Market Using Virtual
Environment ... ... ... 413
Michiko Ohkura, Mizuki Konuma, Yuri Kogure, Sayaka Tanaka,
Hitomi Fi, Akiko Sakai, Takashi Ishidou, and Yoko Watanabe

Part V: Design and Usability Case Studies

Investigating the Accessibility of Program Selection Menus of a Digital
TV Interface ... ... 425
Pradipta Biswas and Patrick Langdon

Windows Positioning System: Aural Assistance Environment for the
Aging in Windows Navigation ........... .. .. . .. 435
Chi Nung Chu

User Interactive Design for Digital TV Web Surfing .................. 439
Chih-Fei Chuang, Nancy Huang, and Sheue-Ling Hwang

An End User and Environment Field Study for an Inclusive Design of
Consumer Products . ......... . 443
Thomas Fiddian, Chris Bowden, Mark Magennis,
Antoinette Fennell, Joshue O’ Connor, Pierre T. Kirisci,
Yehya Mohamad, and Michael Lawo

Effects of Age Groups and Distortion Types on Text-Based CAPTCHA

Chih-Hsiang Hsu and Ying-Lien Lee



XXII Table of Contents — Part IV

Evaluating Usability of Web-Based Electronic Government: Users’
Perspective. .. ... 456
Zhao Huang and Laurence Brooks

The Effects of Content Type and Presentation Style on User
Experiences of Multimedia Content on a Tablet PC .................. 466
Kari Kallinen, Jan Kallenbach, and Niklas Ravaja

Inherent Usability Problems in Interactive Voice Response Systems. . ... 476
Hee-Cheol Kim, Deyun Liu, and Ho-Won Kim

Effect of Aesthetic Design Elements on Tabletop Display Interaction.... 484
Hyunglae Lee, Hyunjin Shin, and Ji-Hyung Park

Effects of Presence on Causing Cybersickness in the Elderly within a
3D Virtual Store . ... ..o 490
Cheng-Li Liu and Shiaw-Tsyr Uang

A Development of Web-Based Player for Instructions Recorded with
the Electronic Blackboard System IMPRESSION .................... 500
Yuichi Ohkawa and Takashi Mitsuishi

Categorize Web Sites Based on Design Issues .............. ... ...... 510
Amin Rasooli, Fattaneh Taghiyareh, and Peter Forbrig

Interacting with Semantics and Time .. ............................. 520
Christian Stab, Kawa Nazemi, Matthias Breyer,
Dirk Burkhardt, and Arjan Kuijper

Investigating Drag and Drop Techniques for Older People with
Cognitive Impairment . ....... ... .. . . 530
Frédéric Vella, Nadine Vigourouz, and Pierre Rumeau

Part VI: Children and HCI

An Interface for Opportunistic Discovery of Information for Young
People . ..o 541
Jamshid Beheshti and Andrew Large

Evaluating Leading Web Search Engines on Children’s Queries ........ 549
Dania Bilal and Rebekah Ellis

How Children Can Design the Future.......... ... .. ... .. .. .... 559
Mona Leigh Guha, Allison Druin, and Jerry Alan Fails



Table of Contents — Part IV

Effects of Print-Storybooks and E-Storybooks with Reading
Comprehension Strategies on Fifth Graders’ Reading Comprehension

ADILGy oo

Hsiu-Shuang Huang, Shang-Liang Chen, Yea-Mei Leou,
Ho-Chuan Huang, Ching-Yu Yeh, Yun-Yao Chen,
Chun-Lien Chen, and Ya-Ying Tseng

The Interaction of Children’s Concepts about Agents and Their Ability

to Use an Agent-Based Tutoring System ........... ... ... ... ... ....

Alicia M. Hymel, Daniel T. Levin, Jonathan Barrett,
Megan Saylor, and Gautam Biswas

A Comparison of Children’s and Adults’ Retrieval Performances and

Affective Reactions When Using a Conventional Interface and an

Information Visualization Interface ............ .. .. .. ... .. ... ...
Andrew Large and Jamshid Beheshti

Following the Signs: Children’s Use of Visual Cues to Facilitate Website
Evaluation ... ... e
Valerie Nesset

Development of Web-Based Voice Interface to Identify Child Users
Based on Automatic Speech Recognition System .....................
Ryuichi Nisimura, Shoko Miyamori, Lisa Kurihara,
Hideki Kawahara, and Toshio Irino

Comparison of a 3-D Expression System and a Standardized 1Q Test
for Children . ... ..o
Akihiro Suzuki, Masayuki Wajima, Takashi Kawakami, and
Tetsuo Okazaki

Exploring Children’s Requirements for the Graphic Design of
WebOPAC ..
Tengku Siti Meriam Tengku Wook and Siti Salwah Salim

Influence of Gender and Age on the Attitudes of Children towards
Humanoid Robots. . ... .
Fang-Wu Tung

Part VII: Playing Experience

Affective Videogames: The Problem of Wearability and Comfort .. ... ..
Andrea Bonarini, Fiammetta Costa, Maurizio Garbarino,
Matteo Matteucci, Mazimiliano Romero, and Simone Tognetti

Extraversion and Computer Game Play: Who Plays What Games? . .. ..
Xiaowen Fang and Miaoqi Zhu

XXIII



XXIV Table of Contents — Part IV

User Modeling Approaches towards Adaptation of Users’ Roles to

Improve Group Interaction in Collaborative 3D Games ...............

Johanna Renny Octavia, Anastasiia Beznosyk, Karin Coninz,
Peter Quazx, and Kris Luyten

MusicTagger: Exploiting User Generated Game Data for Music

Recommendation . .......... ...

Hannes Olivier, Marc Waselewsky, and Niels Pinkwart

The Influence of Social Experience in Online Games .. ................

Hua Qin, Pei-Luen Patrick Rau, and Song-feng Gao

Head-Pose Recognition for a Game System Based on Nose’s Relative

Position . ... ..

Qingjie Zhao, Xiaoming Shi, and Yuzxia Wang

Author Index . ... ...



Part I

HCI and Learning



A Web-Based Learning Environment to
Support Chemistry

Candice Adams and Cheryl Seals

Auburn University, Department of Computer Science and Software Engineering,
Suite 3101 Shelby Center, Auburn, AL 36830 USA
{candice.adams, sealscd}@auburn.edu

Abstract. Increasing the use of technology is essential for the vitality of today’s
classroom because technology creates an environment that fosters positive
attitudes toward learning and increase technologically literacy among K-12
students. Web-based applications that are centered on classroom lessons are
effective at increasing literacy because it heightens students’ motivation and
interaction with technology. This paper will address the effect technology can
have on advancing computer literacy when incorporated into the classroom
through web-based learning environments. Moreover, it will take you behind
the scenes from design to implementation of ChemiNet which is a web-based
learning environment to support introductory Chemistry.

Keywords: Web-based Learning Environment (WLE), Human Computer
Interaction, e-Learning, Instructional Design.

1 Introduction

In these economic challenging times, many states are cutting back on educational
funding due to massive budget cuts. These budget cuts threaten educational leaders
and school districts ability to implement new technologies, raise the quality of
instruction in the classroom, and minimize achievement gaps among students from
different backgrounds. According to a recent survey done by the American
Association of School Administrators, “fifty-seven percent of respondents [state
leaders] said they plan to delay or eliminate instructional improvements [technology]
purchases in 2010-2011” [10] because of significant unmet needs in other areas. In
order to lessen the effect of budget cuts on the quality of education being rendered by
teachers to the students, there is a serious need to support classrooms instruction by
introducing web-based education software in place of traditional educational software
media.

Web-based educational support resources allow teachers to supplement their lesson
plans by allowing their students to explore more concepts using the Internet. With
increases in shipping, labor, raw materials, and other over head cost most software
companies have to bare in order to produce quality software, it makes the products
very expensive and unaffordable to many school districts across the country.
However, web-resources allow teachers to maximize their classroom budget by

J.A. Jacko (Ed.): Human-Computer Interaction, Part IV, HCII 2011, LNCS 6764, pp. 3—@, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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utilizing resources they already have in the classroom, such as desktop and laptop
computers, and Internet access. Teachers are embracing web-based instruction
applications because it allows students to continue their study at home if they have
access to a computer and the Internet, which most households equipped with these
items. In 2003, a study was done by the U.S. Department of Commerce along with the
U.S Census Bureau that revealed “majority of households have personal computers
and Internet access” [12]. As documented in the October 2005 release of this report,
almost 62% of households have computers and approx 55% have access to the
Internet [12].

Teachers are encouraged to use classroom computers to as a supplement to
traditional instruction methods. However, many of the computers are being used very
limited to lack of relevant software that fits into their already designed lessons. In
this regard, computers are being used for more casual purposes such as browsing the
Internet or playing non-educational computer games. With technology expanding and
the affordability of computers, computers used for instructional purposes have
increased since 1983; from under 1 million to over 8 million, see figure 1.

7
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Fig. 1. Total Classroom Computers in the USA

With public schools in the United States already spending a significant amount of
their budget on purchasing and maintaining computer hardware, there is little left to
purchase software applications or additional equipment to run the software
application. Moreover, as of fall 2005, close to 100% of all public schools across the
United States has access to the Internet [8]. Many web applications can be found for
free or diminutive fee compared to windows applications or applications that require a
particular device in order to be effective in raising the quality of education in the
classroom. A spokesman for SAS Curriculum Pathways, which provides web-based
lessons and activities in core subjects, states that even a small “minimal charge was a
barrier to adoption - so we removed it” [9]. For example, many novice developers
have taken on freelance projects developing applications for the iPhone, iPad, or
SMART-table. However, these devices cause several thousands of dollars to
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Fig. 2. Students using SMART-Table

purchase for an average classroom size of fifteen to twenty-five students. If a class is
able to purchase for example one SMART-table, only four to five students can utilize
the table at once. Therefore, the students that are waiting their turn will become
distracted or bored from the assignments they are working on while other students are
participate in fun interactive activities using the SMART-board (see Figure 2 below).

Due to this limitation and the price of this new technology, it is more budget
friendly for school districts seek out free or low cost web-based instructional support
software.

1.1 Need

For years now, the talk of expanding the use of technology into the classroom has
been a number one priority for many school districts. However, due to budget cuts
and spending limits put on purchasing software and new hardware equipment there is
a need for more affordable options for educational and instructional support software.
Many school districts are placing huge expectations on teachers, however, if the
money or effective software that can be incorporated with current lesson plans is not
available, then teachers are being place at a disadvantage.

2 Educational Software

In today’s thriving technological age, many secondary school systems are purchasing
educational software to use as a part of their classroom instruction. The software may
serve as an introduction to a lecture the instructor plans to teach, the actual lesson or a
post-review of a lesson the instructor has already taught, but will reinforce some of
the concepts by providing additional examples and a chance for students to explore
the concepts on their own. Therefore, many secondary schools are integrating
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technology into the classroom each year by placing smart boards which are interactive
white boards or additional computers terminals inside the classroom. They are also
attending educational conference and events to seek out new software that they can
use in the classroom and the most effect way to train teachers to use the software
because teachers must be trained in how to incorporate the new resources into their
everyday classroom activities for the software to be effective on the students
achievements. Local community leaders are setting goals to increase the number of
computers in the classroom in their school district with access to the Internet [2].
With additional funding and classroom-ready resources, there is a need for the
development of educational software that is adequate for today’s generation of
secondary school-age children.

Educational software provides a collaborative dynamic learning experience for
students to improve their knowledge in the software target area of study. It also
provides a self-learning and adjustable pace environment for students to further
explore and investigate topics discussed in the classroom. Therefore, educational
software serves as a tool to support the material that is already being present in a
traditional format by the teacher. Many children become easily distracted or
disinterested when teachers are presenting material in the traditional way. Therefore,
it is important to integrate technology into the lessons that are being taught because it
can act as a “hook that gets students to participate” [7]. For example, if a teacher is
presenting a lot of different kinds of elements from the periodic table on the board
through a regular overhead projector, most students will become very overwhelm and
stop absorbing the information. However, if you had a lesson on the computer where
students can click and interact with the different elements and control the amount of
information that take in at once, it will provide them with a better learning experience.
Every educational application may not be effective for each class; therefore, it is the
teacher’s responsibility to request the most effective software that meets the
instructional goals for the course.

2.1 Web-Based Tools and Technologies

With the popularity of the internet, web applications are becoming more standard
because of the ubiquity of web browsers. Web applications can be access from many
portable devices such as smart-phones, Netbooks, laptops, PDA’s as long as there is a
network connection or from non-portable devices at home, office, or a local library.
More and more restaurants and shops are offering free or low-cost Wi-Fi connections
to allow people with portable devices to connect while shopping or eating.

Computer software application manufactures are choosing to develop web
applications over traditional windows applications because it allows them to update
and maintain the applications much easier. If they built and sold windows
applications, if a major update or defect arises they would have to distribute or install
the new version of the application on potentially thousands of client computers,
instead of just updating a single server with a new version of the application.

Many programming languages and software packages are used to build educational
websites in today’s technological advancing world. Some of these programming
languages and software packages include JAVA, Ruby on Rails, C#, Visual Basic,
Adobe Dreamweaver, Microsoft’s ExpressionWeb, and several others.
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There are also several new technologies that have been developed to make web
application a more interactive experience. Some of these technologies are JavaScript,
Ajax, Flash, and Silverlight. These new technologies allow you to provide a full
interactive user experience to the user.

3 ChemiNet

Using an agile software development process an interactive web-based learning
environment was developed to provide an exceptional user experience to middle and
high school chemistry students. This new web-based learning environment is called
ChemiNet, shown below in Figure 3. ChemiNet is designed to be a web-based
learning environment where students can go through chemistry lessons as well as take
quizzes based on a particular lesson. The application also features a fully interactive
periodic table that allows students to go through and learn about each element.
ChemiNet is a web-based application which means it can be access from any
computer with Internet access.

By choosing the .NET framework, a web platform, to implement ChemiNet makes
it so versatile. Students can have access to ChemiNet from any computer with
Internet access whether at school or at home. Because students can work
collaboratively or independently, ChemiNet was designed to be easy to use with the
student’s understanding of the material being taught as the ultimate goal of the
application.

The bright colors used throughout the ChemiNet application on the user interfaces
takes into to consideration the audience for this application. Secondary Education
students tend to like things with bright colors and comical text. Also, the center of the
home screen interface [see figure 3] contains a fun fact that changes when the screen
refreshes or the page reloads. By offering such fun facts, students are more motivated
to visit the site so they can find out another fact about Chemistry to share with their
classmates or family.

The noble gas Xenon lasers can cut
through materials that are so tough even

diamond tipped blades will not cut.

Fig. 3. ChemiNet Home Screen
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The goal of ChemiNet is to make the user interface easy to use, easy to learn and as
less confusing as possible so that students using the application can have a pleasant
learning experience. As shown in figure 3, you can see some of the design choices
that were made in order to satisfy ChemiNet goal.

3.1 Home Splash Screen

With any web-based learning environment, it is necessary to pay close attention to the
design of the user interface. From the home screen of the ChemiNet application, a
user can navigate to any part of the application by using the non-intrusive navigation
at the top and/or left side of the screen. One design decision that was made was to
have modules, so a limited the number of options on the home screen. Based on this
decision, larger buttons were chose for these options. The large vertical menu
buttons on the left side of the screen makes it easy for students to click without
mistakenly clicking the wrong option, see figure 3.

The vertical menu section consists of four options. These options are Lessons,
Quizzes, Common Formulas, and Periodic Table. Once the user moves the mouse
over an option, the text turns to yellow to notify the user that this can be selected.
This ensures the user is aware that this option is clickable. The horizontal menu
includes more of the standard options a user will normally see if other web
applications. These options are home, help, and about. This is done because it will
enable the user to return to home or get help at anytime while accessing the
application. Therefore, each screen has a consistent screen layout in terms of the
presence and location horizontal menu area. However, the vertical menu only shows
on the home screen to continue with the non-instructive navigation scheme. The
accessibility of the ChemiNet application is shown in figure 4.

ChemiNet Site Map

:
Periodic Table =
P

[Common Formulas Menu} {Lesson’s Menu} {Qui/ Menu}

3

Instructions

Pop-up

[[{ Lessons }%(E Quizzes }/

l! Formula Sheets

Fig. 4. ChemiNet Site Map
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3.2 Module Screens

There are four modules in the ChemiNet application. The material within the
application is broken down this way that students will be able to quickly and easily
find the section they are seeking within the application. For example, the quiz and
lesson modules are separate because if a student finished a particular lesson, but did
not have the time to take the quiz associate with that lesson, they can do that by
directly accessing the quiz module and finding the quiz for that particular lesson.
They do not need to go through the lesson again in order to access the quiz. So, in
order to deliver an effective learning experience each aspect of the application was
carefully positioned so little confusion and frustration will occur while using the
application. Two of the four modules will be discussed.

Lesson Module. The lessons module is the first option in the vertical menu on the
home screen. When you click on the lesson’s module, it transfers you to the screen as
shown below in figure 5. Due to the time constraints of this project, there is currently
only one chapter that contains three lessons. Once more chapters with lessons are
implemented, a dropdown list will appear and allow the user to choose which subject
area or chapter they are seeking lessons for within the lesson’s module. Noticed the
vertical menu has been removed to allow additional room on the page. The goal was
to make the page size as small as possible, so that if a student has a smaller screen,
they will not have to scroll horizontally to see the full page. According to Jakob
Nielsen, “avoiding horizontal scrolling” is an essential usability guideline [13].

Periodic Table Module. The periodic table module contains a fully interactive
periodic table, see figure 6 below. The goal of this module is to allow student to have
fun while quickly finding information on a particular element. By position the mouse
over in any element, a student can immediately see additional information pertaining
to that element.

P ——— &-8 M- P Saey e Tedk

m [UllVE1Y iy
B3y : .

c {
N |
°F(n

‘Chemilist Site Design @ 2011 Candica Adams.

= S Localitranet a- Rl v

Fig. 5. Lesson Module
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Burepes o B @ E @ e e T T

Fig. 6. Periodic Table Module

4 Results and Future Work

We have completed system requirements, system design, and development of
ChemiNet. Our next step in this project is to perform usability analysis with K-12
and introductory level college students in first courses of chemistry. This will provide
valuable feedback on the usability and usefulness of this project. Our hope with this
work is to create an online learning tool that will support a virtual community of
chemistry students and their teachers. This initial prototype will provide valuable
feedback to improve this tool and to provide even greater support for chemistry
teachers and students in the future.
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Abstract. This paper explores the introduction of mobile technologies in a
particular serious games subset called learning games. We focus on two main
purposes where mobility turns out to be useful: situated learning and
collaborative learning. The article outlines the opportunities and the remaining
challenges for these learning situations. Some important issues are highlighted
for immerging learners in real context. We also propose some scenarios to
illustrate the benefits of mobile devices in classroom situations.

Keywords: Mobility, learning games, situated learning, collaborative learning,
outdoor mobile learning, in-class mobile learning.

1 Introduction

Mobile devices are increasingly present in our professional and personal lives. Their
growing capabilities (memory, CPU), their connectivity (3G, wireless technologies)
and their features (web browser, GPS, camera and video recording. etc.) open new
opportunities, particularly in the field of education. Mobile learning brings new
technological and educational challenges as evidenced by the many issues raised
during recent conferences on this topic. For instance, mobile technologies enable
more motivating learning experiences.

In this paper, the potential of the use of mobile technologies in serious games is
explored. Serious games are “games used for purposes other than mere
entertainment” [1]. We focus specifically on learning games, a serious game category
aiming at using game mechanisms to promote the learning of knowledge and the
building of skills.

Mobility and mobile technologies could be of a great interest in learning games
situations for two main purposes:

- to favor situated learning,
- to promote interaction and collaboration between learners learners for in-class
situations.

2 Mobility Technologies to Favor Situated Learning with Games

Mobile learning, or M-learning, allows learners to access learning material anytime
and anywhere through several devices. From our point of view, a M-learning

J.A. Jacko (Ed.): Human-Computer Interaction, Part IV, HCII 2011, LNCS 6764, pp. 12—@, 2011.
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application must be able to extract, interpret and use contextual information and adapt
functionalities to the current context of use. In this way, the learning could take place
in situation. We refer to situated learning theory [2]. In this theory, learning act is
situated in the activity in which it takes place. Situated learning occurs when learners
work on authentic tasks that take place in real world. Using learning games based on
role-playing in a real situation could favor the learning of particular behaviors.
Learning may occur in location and time which are significant and relevant for
learners.

Several innovative educational situations can be identified. We illustrate them in
the following parts of this section.

2.1 Taking the Natural Environment into Consideration

A possibility with mobile learning is to use the natural environment as a source of
information. Some knowledge needs students learning through observation and is not
very easy to teach by either traditional classroom teaching or web-based learning
environment. Mobile application proves to be useful in this case. For example, the
“Butterfly-Watching System” [3] supports an activity in which each learner takes a
butterfly picture with a PDA (Fig. 1). Retrieval technique is applied on a database to
search for the most closely matching butterfly information and is returned in real time
to the learner’s device.

comeaa & g

Fig. 1. The Butterfly-Watching System [1]

With a similar idea based on observation, an augmented reality game was designed
to teach zoo visitors about the illegal wildlife trade [4]. So natural science learning
could benefit from outdoor mobile learning game technologies by allowing open
activities as scavenger hunt or identification in a natural environment.

2.2 Engaging Learners into Simulation as Part of a Dynamic System

Mobile learning offers the opportunity to extend the notion of microworld [5]. In a
microworld, learners can explore alternatives, test hypotheses, and discover facts
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about that world. With mobile technologies, the learners themselves can act in an
immersive simulation of a dynamic system. For instance, in Virus Game [6], learners
took part in a participatory simulation about the spread of a virus. Students wear an
active badge and the proximity with another student may spread the virus. Learners
can define strategies to understand how the virus is spreading, who is the initial
infected person, who is immune... The result is that students were really engaged
with the simulation, and found it to be a rewarding and stimulating experience.

Another example of learning game engaging the students into a simulation is
Savannah [7]. In this game, children use PDAs, moving around a playing field
outdoors and acting as lions. The main challenge is to understand and survive in a
territory. They have to collaborate in order to achieve the games objectives.

The goal of these kinds of research works is to move a simulation into the real
world, so students can interact with and see the effects immediately. By making them
actors of the simulation, they are more engaged in the learning process. Naismith et al.
[8] highlight the benefit of having a learner, through a networked device, become part
of a dynamic system: “they do not just watch the simulation, they are the simulation”.

2.3 Favoring the Learning of Professional Skills and Gestures

Combining the real and the virtual can be a good solution to achieve educational
goals. Augmented reality techniques could be used to teach some gestures. For
instance, HMTD (Help Me To Do) [9] uses wearable computer and head-mounted
display to teach maintenance and repairing of professional appliances. The main idea
is to put the user in a precise situation (use, maintenance, diagnostic or repairing) to to
understand functioning principles and commands. The augmented reality allows to
link different representation of the same information.

The Context-Aware Agent-Supported Augmented Reality System (CAARS) [10] is
an industry research initiative developed for the manufacturing training domain. This

Fig. 2. CAARS user’s view of an engine with see-through goggles [10]
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system has been extended for developing a mobile augmented reality learning game
with a virtual instructor in mixed reality. The goal is to favor the learning of
professional skills as well as psychomotor task in real world environments.

This kind of mobile augmented reality learning game is at the beginning. Learning
scenarios are quite basic at the moment. We think that next generation will integrate
more elaborate and collaborative games scenarios that will increase the learners’
motivation.

2.4 Mobile Learning Game for Situated Learning: Main Issues

Mobile learning game still in its infancy and a lot of research works should be done
for a deeper understanding of its design principle and learning impacts. We can
highlight several issues:

- Supporting temporal mobility: Dispersion in time makes it hard to define
precisely the start and end of a mobile learning session. Learning scenario
should consider this aspect and support not only the spatial mobility of
students, but also their temporal mobility (for example by giving the
opportunity to easily stop and resume a session). Facilities should also be
provided to facilitate asynchronous discussions in a contextual way [11].

- Integrating mobile applications into global learning systems: The question
of the integration of a mobile learning game application can be addressed from
two points of view. First, a learner should be able to switch seemlessly
between a desktop application and a mobile application. This HCI concept can
be done with solutions of user interfaces redistribution [12]. Secondly,
information gathered during mobile use could be reuse on desktop applications
in order to adapt the learning game to each learner experience. So, mobile
learning applications should be seen as a part of a whole, in relation to other
learning tools used by students.

- Making a room for the teacher: we know that human teachers play an
important role in e-learning, even if virtual tutors are used. Teachers favor the
transfer of knowledge from one situation to another, from one context to
another. So the role of teacher should be deeper integrated in mobile learning
game scenarios. In particular, tutoring should be facilitated by giving teachers
specific tools to finely monitor students’ activities.

To sum up, in situated learning research, mobility is considered as a key issue for
immerging learners in real context. From this perspective, most of mobile learning
games are designed for “outside the classroom” scenarios. However, introducing
mobility in a well-known and static environment, such as the classroom, can also
present some advantages.

3 Introducing Mobile Devices into the Classroom to Promote
Learners Interaction

The introduction of mobile technologies into the classroom can present some
advantages in terms of collaborative learning. This theory is based on the role of
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social interactions in the process of learning. Mobile devices present two advantages
that seem to favor social interactions and collaborative situations. First, they can
easily communicate with other devices. Secondly, collaboration between learners is
possible through and around the device [8].

3.1 Existing Systems Using Mobility in the Classroom

Concretely, a major part of the studies focusing on the introduction of mobile devices
into classrooms are limited to systems that gather responses and provide feedback
during in-class exercises. Several studies use mobile phones for submitting solutions
in the form of text or photos via SMS/MMS services during exercises or revisions
[13], [14]. Experimenting these systems underline usage limitations due to the device
features. Learners regret, for instance, a lack of detailed feedback due to the limited
size of the screen, and they express a desire to use other platforms to access to more
functions. They suggest, for example, to use laptops or tablets to have a best vision of
their work or to consult resources such as Wikipedia. To overcome partially these
problems, others studies prefer the use of tablet-PC to allow learners to submit digital
ink answers [15]. However, all these studies are based on a behaviorist learning
approach: they focus on learners’ personal work and are applied to classic exercises,
neither game motives nor collaboration interactions are used.

In the end, to come closer to the usage of mobile technologies that we expect into
the classroom, research on mobile-CSCL (computer-supported collaborative learning)
presents some interesting leads. MCSCL explore the use of handheld devices to
support a natural mobile collaboration environment with face-to-face social
interactions [16]. In particular, two studies catch our attention. The first one
introduces handheld devices in a collaborative learning (CL) activity for ordering
numbers for children [16]. The authors use mobility to overcome usability problems
encountered in the classic CL activity. In particular, mobility allows enhancing
children’ participation and social interactions, including coordination, organization of
individual work with joint group activities, involvement in the activity, negotiation,
synchronization, etc. The second significant work, called Caretta, introduces mixed
reality into the classroom to favor face-to-face collaboration [17]. A sensing board
with RFID recognition insures collaboration in a shared space via physical objects
and PDA devices support simulation activity in personal spaces. Mobility is here
considered as a support for personal reflection within a CL activity.

3.2 Main Issues to Consider When Using Mobility in the Classroom

This brief overview of literature demonstrates that the introduction of mobile
technology in the classroom is not fully exploited and points out some considerations
to be taken into account when designing mobile learning games in the classroom:

- Whatever the approach chosen (behaviorist or collaborative learning), the use
of mobile devices has to be combined with others devices. In the MCSCM
approach, the combination of (homogeneous or heterogeneous) platforms
allows personal work as well as synchronization/collaboration with the rest of
the group. As counterexample, the exclusive use of mobile phones for in-class
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exercises revealed lack of significant detailed information and too restricted
functionalities.

- Mobile technologies can strengthen the success of learning games. Schwabe &
Goth [18] address some general issues in designing mobile learning games in
regard to social aspects (such as face-to-face collaborations) and
representation of interesting aspects of reality (with augmented reality for
instance), leading to better focus and motivation from learners.

Despite these advantages, the use of mobile devices inside the classroom is
little explored in mobile serious games (except in the MCSCL approach).

- The studies presented here are considering mobility from the learners’
perspective. Very few studies envisage teachers as end-users with mobile
tutoring requirements. So far, tools developed for teachers using mobile
technologies concentrate on management of administrative tasks [8].

3.3 Illustration of Mobility Benefits in the Classroom

From these considerations, different contexts of use emerge from the introduction of
mobile device into a classroom. For example, learners could use a platforms
composition (using a shared computer and their personal Smartphone), or they can
play different roles (like in Savannah [7]). To be efficient, the interface of the learning
activity (or educational scenario) must support and must be adapted to the different
potential contexts of use. To go further, we propose to consider the introduction of
mobile technologies on learning games relying on a HCI concept called plasticity.
Plasticity denotes the capacity of user interfaces (UI) to adapt to the variation of
context of use while preserving usability [19]. Depending on the situation, Ul can be
transformed (remolding) or can be redistributed among the available interaction
resources (redistribution by partial or total migration [12]). More than adaptation
itself, we’ll use these mechanisms to explore the possible usage of mobile devices
into learning games (see [20] for similar approach for e-government).

In a classic learning game session held on our industrial engineering school
department, students are working by groups. They usually follow the educational
scenario on a same computer and collaborative tasks are done with pen and paper.
During a session, the time is shared between group work and debriefing with the
tutor. For example, in the game named “Puissance 7” (P7), students have to solve an
industrial problem by choosing well-known quality tools. In this particular context,
we identify several situations where the use of mobile devices combined with
plasticity mechanisms can enhance collaborative learning.

Moment 1

John, Helena and Peter are taking part of P7. In the educational scenario, they have
to lead an investigation to find out the causes of a problem in a particular company
and choose solutions (learning problem solving quality methodology and tools) on
a shared computer. At each stage of the game, they have to choose the appropriate
tool from the quality methodology. They can vote and justify their choices on their
Smartphone. Peter doesn’t choose the same tool as John and Helena. After
discussion, he let be persuaded and they validate their final choice on the shared
computer so that they can reach the next stage of the game.
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Analysis

Thanks to a distribution of the HCI on both personal Smartphone’s and shared
computer, learners can take their own decisions and share or synchronize them with
the rest of the group. Therefore, the platforms composition guarantees the regulation
of social interactions offering decision making and negotiation spaces. In addition, as
in Zurita et al. [16] study, the introduction of mobile devices assures that each
member of the group participated.

Moment 2

As they advanced in the investigation, John, Helena and Peter collect information
by interrogating people in different departments of the simulated company. But
Helena is a little confused with all the information collected. Whereas her friends
are completing the elements that they found on the shared computer, she decides to
look back to what they discovered. She uses her Smartphone to look at the
company printed map as if she had a magnifying glass: thanks to the augmented
system she can easily repair the departments already visited (additional information
is added to the camera-based vision on the screen of the Smartphone). She comes
closer to the technical department and the information collected is displayed. She
can play again the interview with the technical manager, check the cues collected,
etc. She can specify the importance of the information. By moving away her
Smartphone, she comes back to the global augmented vision of the company map.
The technical department is now marked as containing major information.

Analysis

The augmented system allows each learner to trace the investigation from a personal
perspective (adding some personal assessment on collected information for instance). As
suggested in Caretta [17], the use of Smartphones creates personal spaces that support
individual activity without interfering with group activities (on the shared computer). In
addition, the use of augmented reality should enhance the immersion of learners into the
game leading them to get more involved in the investigation (as in [18]).

Moment 3

At the end of a game level (or stage), John, Helena and Peter meet again Patrick,
the SG tutor, and the rest of the class at the central table for a debriefing session.
John put his Smartphone on the central table. Doing so, the HCI offers him a global
vision of the problem solving methodology and the course of his own team. As
Patrick is explaining some theoretical concepts manipulated during the previous
stage, John can inspect on his Smartphone all the tools used previously and the
consequences on their investigation and on the decisions they made.

Analysis

During collective sessions (moment 1 and moment 2), tools provided on mobile
devices allow learners to work individually within collaborative activities and they are
combined to the shared platform for coordination/synchronization. In these sessions,
learners are playing the role of quality consultants and are part of team. When they
come to the central table for debriefing sessions, they occupy the role of student
reflecting on the methodology learned, tools choices, consequences of a decision, etc.
(the concept of multirole support is explored in Savannah [7]). Regarding HCI
plasticity, the change of role triggers an adaptation the Smartphone HCI that will
provide appropriated tools.
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Moment 4

Patrick is the tutor of P7. During collaborative sessions, Patrick has to help the
different groups in their investigation giving them some clues. Thanks to his tablet,
he can visualize additional information regarding the investigation (such as
recognized key-words in the interviews phases). In addition, his tablet provides him
an overview of groups’ progress in order to help him to synchronize the different
groups when needed. When he gets closer to a particular group, Patrick can migrate
the detailed view of the group progress on his phone. He can also trigger the
synchronization by using his tablet as a remote control (the game level will be
automatically completed).

Analysis
Here the mobile device is considered from the tutor or teacher perspective. The
functionalities and information provided by the system are adapted according to the
position of the tutor within the classroom (his proximity to a particular group for
instance).

Future work will be focused on the implementation of presented scenarios for
collaborative learning enhancement and validation with users’ experimentation.

4 Conclusion

In this paper, we present how the use of mobile technologies in learning games can
favor situated learning and collaborative learning. We outlined the opportunities and
the remaining challenges for each of these learning situations. We have also identified
common issues which are important to address for the future of mobile game-based
learning. A first aspect concerns authoring tools. The design and development of
mobile learning games is complex and time consuming. Methods and tools currently
exist to help the design of learning games [21]. New functionalities should be added
to give authors the possibility of exploring pedagogical innovations with mobile
devices. A second issue is related to the place of the teacher in mobile learning game
situations. For both classroom and outdoor contexts, learning impacts greatly depends
on the quality of human tutoring. The design of a specific and adapted
instrumentation is essential in order to support this tutoring activity in a mobile
learning environment.
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Abstract. In this paper we describe a design of a computer system visualization
framework for system software learning. It is difficult for learners to learn the
behavior of computer system because of multiple layers of the system and
invisibility. For the problem we developed and utilized an integrated learning
environment. The results show the problem of high utilization cost of the
environment and high development cost of the learning materials. We design a
visualization framework based on cloud computing and a material development
environment. The framework presents web based visualization component and
log handling facilities. Lecturers can easily develop and provide the
visualization material to utilize these facilities for building an appropriate
material. In addition learner can use the visualization environment without
installing because of running it on the cloud server. This leads to reduce the
setup time for the lecturers.

1 Introduction

It is difficult for computer science learner to study the computer system such as
hardware, OS and embedded systems. It is because the learner doesn't trace the
behavior of the computer system easily to call each component asynchronously in the
multilayer structure. Moreover, the behavior of the system might not effect the
operation of the application directly. As a result, it is difficult for the learners to trace
the behavior, as they don't understand to process the request from the application and
the event from hardware.

To teach the system programming, a lot of teaching materials of making to visible
are developed. In the embedded system, the robot device such as LEGO Mindstorms
or line tracing cars and evaluation board are often used. Trace log from the devices
visualizer [1] is developed for debugging. Our research group has also developed and
utilized the integrated learning support environment named Minato [2]. In the Minato
the internal behavior of OS and sensor data of the robot are logged and visualized as
the state transition of OS processes and the track of sensor data.

In our experience it is apparent that the environment that easily assembles teaching
materials is important. Rapid material development environment requires adapting
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various computer systems used in education. The materials easily adaptable to system
software education are required because educational system target differs in the
university, the enterprise or the carriculum.

In this report we describe a design and a prototype about visualization framework.
We present various visualizing components for each layer of the system to assemble
these components. Lecturers can create the material for their needs to build the
visualization materials through Web browser. Learners can use these components that
run on cloud servers in the web browser.

2 Requirement of the System

We consider that these requirements are important for system visualization
environment through the Minato system development and the experiment in a high
school.

(1) Customizability of materials

A development environment on which lecturer customizes materials is required. Our
previous environment, Minato, integrates system log monitoring tool, OS or robot
visualization tool and system simulator into one application. Learners can use many
visualization materials without switching applications. Problems are, however,
apparent that it is difficult to allow lecturers to customize the materials where they use
OS or embedded system to their needs. In embedded system education every
educational institution often utilizes different operating systems such as Android,
TOPPERS or eCOS or embedded system such as ARM, MIPS or x86. Material
builder requires the environment to easily build materials proper to their environment.

(2) Easily system installation

Easily installation and system management is also required. It is hard to prepare the
visualization environment in Java because Java has different virtual machine versions
and requires many libraries to install to the local machines. Since various machines
such as Windows, Mac or Linux are set up in educational institution, learners are
affected with the usability that the OS presented.

The target system requires that it is secure from learner's action and rapid
preparation in the classroom. When executing exercise programs on real hardware,
inappropriate application or system may crash the system itself and lose system log or
tracing data. Moreover, it may be expensive to prepare real hardware to each learner
in the classroom.

3 System Design

3.1 System Overall

Figure 1 shows the overall structure of the system. The system is built from three
nodes: Component Node, Execution Node and Service Node.

First, Component Node presents the visualization materials. These are classified
into visualizing component and combining component. Visualizing component is
minimum component for system program visualization. Combining component is the
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Fig. 1. Overall Structure of the System

aggregate of visualizing components. Lecturers build a material required as a
combining component with visualizing components.

Second, Execution Node presents and controls an execution environment for a
target system. The environment consists of virtual machine or real hardware system.
This node acquires the execution information such as CPU performance, process
creation and switch, memory usage and I/O and interrupt information from the target.

Third, Service Node presents materials as assembled components to the learner.
This node runs on cloud server and maintains learner's information. Using cloud
server, this service can scale out in proportion to increasing learners.

3.2 Component Node

Component Node implements in Javascript as jQuery[3] plugin. Common execution
control methods such as to control animation speed, replay and step execution are
presented as component common methods. The groups of visualization components
are following:

Electrocardiogram chart
Event list

State transition chart
Sequential chart
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e Performance chart
e Architectural chart
e Graph chart

Electrocardiogram chart displays system changes over time such as an
electrocardiogram. Event list displays a list about timer or I/O events. Sequential chart
also displays these events sequentially. State transition chart displays state transition
diagram in the system's behavior such as process, file, etc. Performance chart displays
line or bar graphs about system performance. Architectural chart displays hardware
components such as CPU, memory, I/O devices. Graph chart displays tree or graph
structure to represent the relation among system components.

Assembled component generates a visualization material to assemble visual
components. For example, process visualization material is build to assemble
Electrocardiogram chart and State transition chart. Electrocardiogram chart represents
transitions about processes and State transition chart represents behavior about
processes in the OS.

3.3 Execution Node

Execution Node is implemented based on KVM [4] kernel virtual machine or QEMU
software emulator for hardware not to support KVM. Virtual machine is presented as
a node controller of cloud servers to support the increase of users. Real hardware such
as evaluation board or robot devices is connected through Execution Node from
which components can acquire visualization data. We adopt common visualization
data format as JSON because of affinity for Javascript.

Ftrace [5] used in Linux utilizes to acquire log data from OS. It is lower tracing
overhead and effect to target system. System information such as process transition,
interrupt or I/O handling and performance information are acquired through ftrace
mechanism.

3.4 Cloud Server Platform

Service Node and Execution Node run on node controller in Eucalyptus that is open
source cloud computing platform. We can present classroom size visualization
materials to increase node controller executing Service Node and Execution Node.
We don't require installing Java or visualization application on local machines but
only require Web browser. Data from hardware such as robot transfers to the
Execution Node through the medium of network appliance. It supports the control and
log data transfer from the device when the hardware doesn't support TCP/IP network.

4 Prototype System

Figure 2 shows a prototype material for Android process visualization.

This educational material is build from three components. Upper half component
visualizes state transitions about five processes. Lower left visualizes process queues
in the Android OS. Green represents running process, yellow represents ready
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Fig. 2. Prototype of Android visualization tool

processes and red represents suspend processes. Lower right visualizes the process
tree of the Android. These components acquire visualization log data from Android
simulator or board computer running Android in Execution Node.

Lecturers can add visualization materials not to rewrite the entire program when
they require adding it. For example, they add the Javascript code to the assembled
component that visualizes process list from log data using event list component when
lecturers want to add active process list.

5 Conclusion

We describe the design of a computer system visualization framework for system
software learning. The framework presents web based visualization materials with
three nodes on cloud servers. Lecturers can easily develop and provide the
visualization material to utilize these components for building an appropriate material.
Running materials on cloud servers, learner is available to use them without
installation. This leads to reduce the setup time for the lecturers.

Future work is completely implementing the system. Few components and materials
are currently implemented. Previous programs used in the Minato is porting and
rewriting to this system. After that we have plan to build the system learning materials
using these components and evaluate for high school and university students.
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Abstract. Investigating how learners’ individual differences affect their
navigation behavior can help us understand learners’ preferences and can be
used to develop the Web-based learning system that can meet learners’ needs.
Among various individual differences, learners’ cognitive styles need to be
considered because it is concerned how users process information. There is also
a need to examine the relationship between their navigation behavior and
performance because such findings can be used to suggest suitable navigation
tools to meet learners’ real needs. To this end, the aims of this study tend to use
a data mining approach to not only investigate the relationship between
learners’ cognitive styles and their navigation behavior but also analyze how
their navigation behavior influence performance. The results indicate that
holists and serialists have different navigation behavior. However, there is no
direct relationship between learning performance and navigation behavior.

Keyword: Data mining, cognitive styles, navigation behavior, learning
performance.

1 Introduction

Web-based learning systems (WBLSs) become a popular topic recently. The reason is
that such systems provide sufficient flexibilities, which allow learners to build their
own navigation strategies (Wang et al., 2010). However, it may cause their diverse
requirements when they navigate in the WBLSs. To address this issue, learners’
individual differences are a key factor when developing such systems. For further
investigating various individual differences, learners’ cognitive styles may influence
their navigation behavior (Clewley et al., 2010). For example, holists may prefer to
use a navigation tool that can get an overall picture while serialists may prefer to use a
tool that can get procedure details (Lee et al., 2005). In addition, recent studies also
examined which navigation tools are most suitable to learners because the usage of
navigation tools may influence their learning performance (Minetou et al., 2008).

To this end, our aims are two-folds: (a) to examine how learners’ cognitive styles
influence navigation behavior and (b) to examine learners’ navigation behavior
affects learning performance. Such investigation can contribute to the understanding
of developing the systems that can meet diverse learners’ needs. To reach our aims, a
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data-mining approach, especially association rules, is adopted because it is helpful to
identify meaningful relationships between items that co-occur frequently. This paper
is organized as follows. In section 2, the literature review is described. In section 3,
the methodology used to achieve our aims is described. In section 4, the experimental
results are presented. The conclusions are summarized in the last section.

2 Literature Review

Recently, several studies indicate that learners’ cognitive styles are relevant to how
learners prefer to organize and represent information. There are several dimensions of
cognitive styles. Among them, serialists and holists have different characteristics
(Pask, 1976). More specifically, holists prefer to process information in global ways
while serialists prefer to build up procedural understanding step by step. In addition,
Jonassen and Grabowski (1993) describe that holists prefer to focus on several aspects
at the same time. They can have many goals and work on topics that span varying
levels of structure. Conversely, serialists prefer to combine information in a linear
way. In other words, they can only focus on a single concept at a time and work from
the bottom up. Moreover, Ford (1993) indicated that holists strongly favored to use a
tool which provides a global picture, such as a hierarchical map. In contrast, serialists
prefer to use a tool which can provide procedure details, such as an alphabetical
index. In summary, serialists and holists have different characteristics, which may
influence their navigation strategies. However, such dimension is ignored in existing
works (Pask, 1976). Thus, there is a need to consider such a dimension so that we can
develop the WBLSs that can meet the diverse needs of holists and serialists.

Although the above studies have provided initial guidance for the design of
navigation tools based on the needs of serialists and holists, they mainly use statistical
analyses, which indicate some trends about learners’ navigation behavior. However, it
is difficult to find some unexpected relationships hidden in a dataset with the
statistical techniques. To achieve this target, a data mining approach is more
appropriate because it can be used to search hidden information from existing datasets
(Li & Chen, 2009). To this end, our recent studies tend to use data mining approaches
to evaluate the effects of cognitive styles. For example, Chen and Liu (2009) adopt a
clustering method to investigate learners’ learning behavior and performance in
WBLS. Their finding indicates that Field Independent users frequently used an
alphabetical index to locate the specific content while Field Dependent users usually
chose a hierarchical map to obtain an overall picture. Such learning patterns also have
great effects on their performance, especially for Field Dependent students. Moreover,
Chen and Liu (2008) use both clustering and classification to analyze how cognitive
styles affect students’ navigation behavior. Their wok indicates that the same
cognitive style group may achieve the same target with different ways, which reflect
the characteristics of this type of cognitive style. These studies provide fruitful results,
but they only focus on clustering and classification methods. Regarding the clustering,
it is mainly used to distinguish similarities and differences among groups and identify
a major trend (Han & Kamber, 2001). Regarding the classification, it is useful to
decide how new items should be classified.
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The aforementioned studies provide valuable results. In addition to focusing on
Witken’s Field Dependence, instead of Pask’s Holism/Serialism, it is, however,
difficult to use the aforementioned methods to discover meaningful relationships
between items or features that co-occur frequently in databases. For instance, it is not
easy to identify which navigation tools are always used together to obtain the
information from the WBLS. To this end, this study uses another data mining
approach named association rule. Association rule was firstly proposed by Agrawal
and Srikant (1994). It is mainly used to find out the meaningful relationships between
items that co-occur frequently in databases. The purpose of the association rules is to
investigate the meaningful relationships between items or features that occur together
frequently. Therefore, it provides a useful way to predict the learners’ navigation
behavior based on their cognitive styles. In other words, this technique is helpful to
reach the two-folds aims of this study.

3 Methodology

WBLS: To identify learners’ navigation behaviors, a WBLS is developed and the
subject content is related to Interaction design. Multiple navigation tools were
provided, including a main menu, keyword search, hierarchical map, and alphabetical
index. The layout of the WBLS is shown in Fig.1.

Tnteraction Design
Meny Fowne

Index | Teekeonne to thia Wl -based Learatay Siitem

Keyword |

This web-bared learring syste presente a comple lessons of Tnhe page, 5ve you o detoiled explonation about hi learmin g system.

Useninfons] eses e . Yo fo s v g ystem

User Profile | | 1 Yesanch
User Profile | |

Home

iE

e 1o change your persanalinformatin
5 ey chonge lerring sessiona by yeurse he "System Configuration’, "Navigation Taals

Fig. 1. The WBLS

Participants: For finding reliable evidence about the relationships between human
factors and the use of navigation tools, 50 students from a University in Taiwan
participated in our study. These participants were undergraduate or graduate students
and they agree to take part in this study voluntarily. All participants have basic
computer and Internet skills that are necessary to use the WBLS.

Procedure: The procedure is composed of four steps: (1) Using Ford's study
preference questionnaire (SPQ) to identify learners’ cognitive styles (Ford, 1985); (2)
Filling out learners’ personal information; (3) Browsing the WBLS and finishing the
required task simultaneously; and (4) Evaluating learners’ performance. Each
participant has a log file, which records his/her personal detail and their navigation
behavior, including total time spent for interacting with the system and the
frequencies of accessing each navigation tool. These data were used to analyze the
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relationships between learners’ cognitive styles and their navigation behavior by
using the association rules.

Data Analysis: In this study, the association rule was used to conduct data analyses.
More specifically, the association rule was employed to analyze the participants’
demographic information, time spend interacting and the frequencies of using each
navigation tool. Among a variety of techniques used for association rules, an Apriori
algorithm is widely used to find all frequent item sets and generate the desired rules
(Agrawal and Srikant, 1994) so it is adopted to reach our aims.

4 Results and Discussions

In this section, the results were discussed. Before doing so, the input data of the
Aprior algorithm need to be defined firstly. As showed in Section 3, there are six
features, including cognitive styles, time that the learners spend interacting with the
WBLS, and the frequency of using each navigation tool. They are used as the input
data in the Aprior algorithm, where nominal data type is required. Therefore, we need
to translate these six features to the nominal data types. After preprocessing the input
data, the Aprior algorithm is used to find out the association rules of the input data.
Subsequently, four association rules are found and each association rule has the
confidence above 0.8 (Table 1). As shown in Table 1, the association rules can be
further divide into two major parts, i. e. holists’ navigation behavior (Section 4.1) and
serialists’ navigation behavior (Section 4.2). The details of each part are shown
below.

Table 1. The association rules

Rule Confidence Definition
ID
R1 80% If holists prefer to use the index few times and the

keyword search a few times, they may prefer to use the
main menu many times.

R2 90% If holists prefer to use the main menu many times
and the map a few times, they may use the index few

times.
R3 92% If serialists prefer to use the main menu few times,

they may prefer to use the keyword search many times.

R4 89% If serialists prefer to use the map few times, they
may use the index a few times.
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4.1 Holists’ Navigation Behavior

According to Rule 1, holists, who use the keyword search a few times and never use
the index, may prefer to use the main menu many times. Moreover, R2 indicates that
holists, who tend to use the main menu many times and use the map a few times, may
never use the index. In other words, holists may prefer to use the main menu but
never prefer to use the index. It implies that the main menu, which allows learners to
locate the information with “topic” based learning, is suitable for the holists. It is due
to the fact that holists feel more comfortable with “topic” based learning (Ford et al.,
2002). Conversely, the index, which provides single fragment item, does not meet the
holists’ needs. For further investigating their navigation behavior, the usage of each
navigation tool is shown in Fig. 2. As shown in this figure, holists mainly use the
main menu. It echoes R1 and R2, which indicate that holists prefer to focus on the
particular navigation tools that allow learners to get a global picture in an early stage.
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Fig. 2. The usage of each navigation tool (holists)

In addition, R1 and R2 also indicate that holists prefer to use the multiple
navigation tools at the same time. Regarding the R1, holists prefer to use the main
menu and keyword search at the same time. The difference between these two
navigation tools lies within the fact that the former presents the overall picture of the
subject content while the latter provides a single concept at a time. It implies that
holists prefer to try different kinds of navigation tools at the same time. However,
they just pay a little attention on the tools that are not suitable for them. Regarding
R2, they prefer to use the main menu and map at the same time. These two tools share
some similarities and differences. Regarding the similarities, such two tools provide
an overall picture in an early stage. Regarding the differences, the former is suitable
for novices to locate the information by using the rough idea and extend their reading
by following the links while the latter is suitable for experts to look for information
with specific concepts presented in the system. For further investigating this issue, we
find that 82% of holists are novices. Thus, they may prefer to get an overall picture
and follow the links presented in the link in an early stage (Pask, 1976). Such finding
may also echo R1, which indicate that holists may prefer to use the keyword search a
few times but never use the index. In short, holists, especially novices, prefer to use
the rough idea to locate information, instead of using the specific concepts. Moreover,
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they may also prefer to get an overall picture in an early stage, instead of getting
procedure details.

4.2 Serialists’ Navigation Behavior

In addition to holists’ navigation behavior, we also investigate the serialists’
navigation behavior. According to R3 and R4, serialists display different navigation
behavior when using different tools. More specifically, serialists prefer to focus on the
keyword search and index, instead of using the main menu and map. The differences
between the first two tools and the last two tools lie within the fact that the first two
tools display the single concept at a time while the last two tools present the overall
picture of the subject content. It is due to the fact that serialists prefer to build up their
knowledge sequentially so they are not suitable for using the main menu and map
which present the overall picture of the subject content (Pask, 1976). Conversely, the
keyword search and index may suitable for them to get the single concept and
understand procedure details at a time.

For further investigating their navigation behavior, the usage of each navigation
tool is shown in Fig. 3. As shown in this figure, serialists mainly use the keyword
search and index. It echoes R3 and R4, which indicate that serialists prefer to focus on
the particular navigation tools that allow learners to build their knowledge
sequentially. Moreover, we can also found that serialists use the keyword search more
times than the index. The differences between the keyword search and index lies
within the fact that the former allows learners to locate the information by using the
rough idea while the Ilatter provides specific concepts to help learners seek
information easily. It implies that the index, which provides specific concepts, can
help serialists easily focus on procedure details. Thus, they just need to use them a
few times for seeking information. Conversely, the keyword search, which provides a
rough idea, can help them easily find the concept by using their own ways. However,
they may need to identify whether the information is useful or not frequently.

In addition, we also find that serialists also prefer to focus on a single navigation
tool at a time when using the WBLS. It is also suitable for their characteristics that
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Fig. 3. The usage of each navigation tool (serialists)
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they prefer to prefer to focus on a single item at a time. In short, serialists may prefer
to not only focus on a single navigation tools at a time but also use the navigation
tools that can help them build up their knowledge sequentially (i.e. the keyword
search or index).

4.3 Relationships between Learners’ Navigation Behavior and Their Learning
Performance

Regarding learners’ learning performance, we cannot find any rules relevant to
learning performance. In other words, learning performance may be irrelevant to
navigation behavior. It implies that the learners may prefer to use particular
navigation tools according to their cognitive styles but these tools have nothing to do
with their performance. A possible reason is that preference and performance are two
different things. Preference represents how much a learner prefers a given tool or not
while performance means the ability of learners actually solve problems (Topi &
Lucas, 2005). Superior performance requires not only knowledge and skills but also
how to use knowledge and skills effectively (Mavis, 2001). The findings suggest that
there is no direct relationship between performance and navigation behaviors.

Based on the aforementioned four rules, a framework is proposed to summarize
our findings (Fig. 4).

Global Picture

Main Menu

Hierarchical
Map

Holists \ 4 Serialists
Procedure Details y

Alphabetical |~

Index
K;ywohrd A Few Times
earc Many Times

Fig. 4. The framework of this study

5 Conclusion

This study used the association rules to reach our aims. Regarding the first aim, the
holists prefer to get an overall picture in an early stage and obtain information with
multiple tools while serialists prefer to see a single concept and use only one tool at a
time. Regarding the second aim, we found that there is no direct relationship between
learning performance and preferences. In brief, learners’ cognitive styles are important
issues that should be considered when developing WBLSs. The findings have shown
the importance of understanding the use of navigation tools in the WBLSs. However,
this is a small-scaled study. Further work needs a larger sample to provide additional
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evidence to verify the findings presented in this study. In addition, this paper only
presents the results from the Apriori’s association rule so other data mining methods
(e.g. clustering or classification) can also be used to investigate our aims.
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Abstract. This paper describes the design of AEFMES (Adaptive Error
Feedback Music Ear-Training System). It is an assessment analysis engine
designed to provide immediate diagnostic feedback on the melodic line
assessment with pitch recognition, interval recognition and rhythm recognition.
The AEFMES with image cues could move learners beyond basic drill
exercises to a competence that is tailored to the content of individual needs in
the ear-training process. Many misconceptions of students can be cleared up
through the combination of practice and immediate adaptive error feedback
with image cues.

Keywords: Ear-Training, Pitch Recognition, Interval Recognition, Rhythm
Recognition.

1 Introduction

Music ear-training includes identifying pitch, intervals, chords and rhythm which
are essential elements to successful music world. The inherent abstract complexity
of extraction of identification in musical variation is hard for learners to comprehend
and learn. The move to use technology to support learning has become an emerging
development in the recent music pedagogy [4, 5]. Many learners in traditional
learning environment have limited immediate learning feedback which allows
them to review, reinforce, and develop such aural skills. As the difficulty of the
music texture increases, so does their frustration. Therefore providing mistake
analyses in music ear-training learning is needed to consolidate their own aural
skills [2, 6].

Musical auditory processing with image cues possesses educational implications.
Studies showed the effects of verbal labels on music recognition could facilitate
memory recall of musical passages [1, 3]. This paper tried to use technology to
practice using assessment analysis engine with image cues as individual’s error
feedbacks. Learners could facilitate their ear-training through self- drill tasks.
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2 Adaptive Error Feedback Music Ear-Training System

The Adaptive Error Feedback Music Ear-Training System (AEFMES) in this
study, integrating the Microsoft Agent as a verbal tutor, is composed of assessment
analysis engine (Fig. 1) and piano drill engine (Fig.2). The assessment analysis
engine is designed to provide immediate diagnostic feedback on the melodic line
assessment with pitch recognition, interval recognition and rhythm recognition.
For pitch recognition or interval recognition practice, each item in the online
assessment responds to specified pre-analyzed error type respectively. And each
error type in pitch recognition and interval recognition is further classified
into subtypes. Each feedback of error type associates with image cue in different
color, and each feedback of error subtype associates with image cue in different
shape.
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Fig. 1. Assessment analysis engine

Learners could retrieve personally error feedbacks that they made during the
assessment process. All the practice items together with corresponding information
are saved into XML file. The assessment analysis engine could thus analyze
and search the XML tree to provide individual feedbacks. And the piano
drill engine is designed to provide immediate practicing feedback on the
melodic line assessment with pitch recognition, interval recognition and rhythm
recognition.
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Fig. 2. Piano drill engine

3 Evaluation of AEFMES

The subjects in the study consisted of 23 university students who do not have a strong
music background. The experiment involved the use of AEFMES integrated into the
music interval instruction program. The assessment analysis engine could distinguish
total fourteen major error types for each pitch recognition and interval recognition
respectively that were verified with expert validity. Each error type associates with
different color as the image cue background for the assessment feedback, including
red, orange, yellow, green, blue, white and purple. And each subtype error which
could be further analyzed by the assessment analysis engine associates with different
shape, including circle, triangle, square and diamond in corresponding background
color. After every assessment analysis, there will pop up a verbal agent with tutoring
information and image cue.

Learners were given three different musical intervals to recognize (Minor 2nd,
Major 3rd, and Perfect 4th). While listening to the intervals they could request piano
drill engine to practice what that interval sounds like. According the personal error
feedback from the assessment analysis engine, learner could then focus interval
recognition on verbal tutoring information with the image cue. And the specific image
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cue could be triggered for the corresponding error type of practicing with piano drill
engine. A post-test was administered with all the data collected to a server database.

The initial analysis showed a significant increase from the pre to post-test scores
(F=7.75,P<.05), indicating that the AEFMES with image cues was effectively
teaching the given material. And Pearson correlations were conducted between the
post-treatment scores. The results showed no significant relationships existed. The
image cue does not exist in the relationship between an auditory occurrence and
the visual signal of that occurrence, but the learner had been conditioned to create
something meaningful to themselves that could be used as a visual cue in the
treatment.

4 Conclusions

The AEFMES with image cues could move learners beyond basic drill exercises to a
competence that is tailored to the content of individual needs in the ear-training
process. Music ear-training development occurs when learners interact with AEFMES
in a continuous drill. Many misconceptions can then be cleared up through the
combination of practice and immediate adaptive error feedback with image cues.
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Abstract. In this study, based on fuzzy linguistic modelling and fuzzy multi
level granulation an adaptation strategy to cognitive/learning styles is presented.
Fuzzy if-then rules are utilized to adaptively map cognitive/learning styles of
users to their information navigation and presentation preferences through
natural language expressions. The important implications of this approach are
that, first, uncertain and vague information is handled; second, a mechanism for
approximate adaptation at a variety of granulation levels is provided; third, a
qualitative linguistic model of adaptation is presented. The proposed approach
is close to human reasoning and thereby lowers the cost of solution, and
facilitates the design of human computer interaction systems with high level
intelligence capability.

Keywords: adaptive hypermedia, fuzzy granulation, cognitive/learning styles,
navigation/presentation preferences, linguistic variables.

1 Introduction

The growing amount of information on the WEB and the heterogeneous
characteristics of Web users have lead to a considerable attention to web-based
adaptive hypermedia systems (WAHS) by the research community. The power of
hypermedia of web technology is in its capability to support non-linear navigation in
hyperspace and multimedia presentation of the web content. WAHS offers an
alternative to the traditional “one-size-fits-all” hypermedia and Web systems by
adapting to the goals, interests, and knowledge of individual users represented in the
individual user models [1]. WAHS aims to minimize cognitive overload faced by
users, to alleviate the disorientation problem of users, to enhance the usability and the
utility of the system by applying intelligent information adaptation (personalization)
techniques for user/system interactions that take into account individual differences of
users [2]. Adaptation involves two key activities: (i) a user modelling activity to
develop a user model and (ii) an adaptation activity that leverages a ‘rich’ user-model
to personalize the information content, the information presentation style and the
navigation path of the system to the user [3]. One of the ways to enhance the
efficiency of WAHS is to build accurate user models. It can be achieved by taking
into account human factors (or individual differences) that have significant effects on
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human computer interaction and on the learning process [4, 5]. Research into
individual differences suggests cognitive/learning styles (CLS) have significant
effects on student learning in hypermedia systems [5- §].

Information imperfection, that is, information used in one or more respects is
imprecise, uncertain, incomplete, unreliable, vague or partially true, is an inherent
characteristics of WAHS [9]. Imprecision of WAHS is rooted in imprecision of its
input information. Sources of input information to build a user model are either the
explicit information provided by subjective judgments of users/experts or the implicit
information inferred by monitoring and measurement of a user behaviour, or
combination of both. This imprecision is passed on user model and then on adaptation
strategy that is guided by heuristics, hypotheses, or approximate decisions.

This paper deals with uncertain and vague information in WAHS and proposes
fuzzy logic approach to handle it. Fuzzy granulation method is proposed to create a
fuzzy inference system (FIS) to adaptively map cognitive/learning styles of users to
their information navigation/presentation preferences (NPL) through natural language
expressions. The important implications of this approach are that, first, uncertain and
vague information used is handled; second, a mechanism for approximate adaptation
at a variety of granulation levels is provided; third, a qualitative linguistic model of
adaptation is presented. The proposed approach is close to human reasoning and
thereby lowers the cost of solution, and facilitates the design of human computer
interaction systems with high level intelligence capability.

The paper is organized as follows. The description of cognitive and learning
styles is given in Section 2. Navigation and presentation preferences of users are
presented in Section 3. The adaptation process, the fuzzy granulation of input and
output linguistic variables, and an inference mechanism are presented in Section 4.
Section 5 is devoted to related works. Finally, in Section 6 we present results and
conclusion.

2 Cognitive/Learning Styles

Cognitive styles (CS) deal with the form of cognitive activity (thinking, perceiving,
remembering), not its content. Learning styles (LS), on the other hand, is seen
as a broader construct, which includes cognitive along with affective and
physiological styles. A key factor in determining cognitive styles with respect to
learning is the field dependency factor. Filled dependence refers to an individual’s
ability to perceive a local field as discrete form of its surrounding field. It is a single
bi-polar dimension ranging from Field dependent (FD) individuals at one extreme to
Field independent (FI) individuals at the other [10]. Some cognitive abilities are
highly coupled to perceptual abilities because they are sensitive to acquisition
modalities (view, hearing, touch, taste, smell) [11]. Characteristics of users in respect
to CL are described in [7] and can be modelled by a hierarchy type tree structure
given in Fig. 1.

The dimension visual/verbal of the model developed by Felder- Silverman is used
to reflect the learning modalities. However, CLS is a disputable concept that is not
fully accepted by the whole community.
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CL Level 1

S e
FD FI
YN YN e

PA GT ED AA AT ID Level 3

Fig. 1. Hierarchical type tree structure of CLS

where FD — field dependent, PA — passive approach, GT — global tendency, ED —
externally directed, FI — field independent, AA — active approach, AT — analytical
tendency, ID — internally directed.

In most of the systems CLS is assessed through psychological questionnaires and
psychometric tests or in the form of self-report. This kind of measures of CLS is based
on subjective judgment users make about themselves. Furthermore, not all
characteristics they measure are stable and invariable across different subject domains.
It is often the case when the mixed result for the same person is obtained, that is a user
may have preference for one particular style, preference for more than one style and
different levels of preferences for the different styles [12, 13]. For example, a learner
may be attributed to the visual style at the high level, but also to verbal style up to a
certain extent, at the medium level. For that reason, CLS characteristics of users are
intrinsically imprecise and consist of overlapping classes of styles one can not to draw
a line between them. Fuzzy logic and granulation methods are proposed in Section 4 to
handle the fuzziness of CLS.

3 Navigation and Presentation Preferences

Navigation preferences of users in respect to cognitive styles characteristics described
in Fig. 1 can be presented in the form [7]:

NP
+ ________

Lo‘/ LH\AL Level 2
A

DF/FI BF/FD RL/FI DL/FD AFI HM/FD Level 3

Fig. 2. Navigation preferences

where NP — navigation preference, LO — link ordering, LH — link hiding, AL —
adaptive layout, DF — depth firth path, FI — field independent, BF — breadth-firth path,
FD - field dependent, RL - rich links, DL — disabled links, AI — alphabetical index,
HM - hierarchical map.

Presentation preferences are modes of delivering the content using a variety of
multimedia techniques such as text, graphics, image, audio, video and etc.



42 LN. Huseyinov

4 Adaptation to Cognitive/Learning Styles

Two types of adaptation are distinguished in WAHS, namely adaptive presentation
support and adaptive navigation support. The aim of adaptive navigation is to support
users to find their learning paths in hyperspace by editing links. For example, a link
can be added, removed, or edited to change its format and presentation. The adaptive
presentation supports users in selecting the content of the current node of course
structure and the content presentation style or mode [3]. In this study, the basic
source of the adaptation information is CLS that is to be adapted to navigation and
presentation preferences of users. We interpret the process of adaptation as an
inference mechanism that maps a set of input variables to a set of output variables.
FIS provides the formalism that maps one family of fuzzy sets to another family of
fuzzy sets. This formalism serves as a means of precision of imprecise information
through graduated (or fuzzy) granulation [14, 15].

4.1 Fuzzy Multi Level Granulation of Input Linguistic Variables

Let us introduce linguistic variables CS, FD, PA, GT, ED, FI, AA, AT, ID, associated
with the concepts CS, FD, PA, GT, ED, FI, AA, AT, ID, respectively, which are
described in Fig. 1. Membership functions of fuzzy sets of these linguistic variables
are defined by applying multi level granulation technique. The first level granulation
applied to the root CS of the tree yields:

A

U Hcs FD FI
s | FD FI

0 v »>Cs

0 > CS
Fig. 3. Crisp sets for linguistic variable CS Fig. 4. Granulation of CS

The second level of granulation is applied to the nodes of the tree that are in the
second level, for example, for FD we have:

A

Hro| P4 GT  ED Hrp | PA ¢TI ED
. FD 0 ) ( A \ »F'D
Fig. 5. Crisp sets for FD Fig. 6. Granulation of FD

Finally, the granulation of the nodes from the third level through linguistic
qualifiers poor, good, and excellent is shown in Fig. 7.

Next, we can use hedges for the next granularity level. Hedges are linguistic
modifiers operated on membership functions. They are expressed by adjectives and/or
adverbs such as very, somewhat, slightly, more or less, quite, extremely, fairly, below
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and etc. For example, hedge very applied to qualifier poor modifies its membership

function as follows: £, .. = (l ,,,, )

Hpy 4 poor good excellent

XX N\

Fig. 7. Granulation of linguistic variable PA

The visual/verbal styles modelled by linguistic variables VI and VB, respectively,
can also be granulated in the similar way.

4.2 Fuzzy Multi Level Granulation of Output Linguistic Variables

Based on Fig. 2 we introduce output linguistic variables NP, LO, LH, AL, DF, BF,
RL, DL, Al, and HM associated with the concepts NP, LO, LH, AL, DF, BF, RL, DL,
Al, and HM, respectively. Applying multi level granulation method, similar to the one
described above, we can form output membership functions for output linguistic
variables LO, LH, and AL in the form shown in Fig. 8, where for the linguistic
variable LO - A stands for DF, B stands for BF'; for the linguistic variable LH - A
stands for RL, B stands for DL; and finally, for the linguistic variable AL - A stands
for A, B stands for HM.

{ A B
“tl

0 » LO, LH, AL

Fig. 8. Granulation of linguistic variables LO, LH, and AL
Finally, we create one more output linguistic variable MMM associated with the
concept presentation preferences and relate it with the input linguistic variables
VI/VB. The multimedia mode of presentation includes text, image, audio, video,

graphics, games, animation and any combination of these elements. A granulation of
linguistic variable MMM can be shown as follows:

Minnsa Text Graphics Image Audio Video

0 x X X X , MMM

Fig. 9. Granulation of the linguistic variable MMM

Again, we can use linguistic qualifiers and modifiers, as we did with input
linguistic variables, for the next granulation levels. The linguistic qualifiers low,
medium, high used for output linguistic variables are shown in Table 1.
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4.3 Inference

Fuzzy inference is a method that interprets the values in the input vector and, based on

some set of if -then rules, assigns values to the output vector. Fuzzy if - then rules
capture the expert knowledge in the form of fuzzy predicates that establishes relations
between input and output linguistic variables. The fuzzy predicates are associated with

linguistic terms, and the proposed model is, in fact, a qualitative description of

the system using rules like: IF input linguistic variable CLS is poor THEN output
linguistic variable NPL is high. Such models are often called linguistic models
[16, 17].

Table 1. FIS for adaptation cognitive/learning styles to navigation/presentation
preferences with a variety of granulation levels

Input linguistic T Output linguistic variables
variables u
terms | hedges 1 hedges terms
Granular levels e Granular levels
s
1 2 3 3 2 1
poor Very 1l | very low text
slightly 12 | slightly graphics
171 somewhat image MMM
somewhat audio
NPL
CLS - more or _
less video
VB good more or medium
less -
PA DF
quite
FD | GT . BF Lo
quite
ED RL
m | extremely
AA DL LH
extremely
FI AT | excel high Al
ID | lent HM AL

More formally, let CLS and NPL are linguistic variables defined by fuzzy sets on
the universes of discourse that contain granular values described in 4.1 and 4.2. Denote

membership functions of linguistic variables CLS and NPL by U, ¢ and U, ,
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respectively. Then the adaptation process can be characterized by a mapping
S Mg = Mypy - Granulation of function f is a fuzzy graph that is described

as a collection of if-then rules. A fuzzy if-then rule can be defined as a binary fuzzy
relation ~ R considered as a fuzzy set with membership function:

Up = f(Uepgs Mypy) - Using the compositional rule of inference, we can formulate

the inference procedure in fuzzy reasoning in the form: NPL =CLS o R, where the

sign o denotes a fuzzy composition operator, consisting of a t-norm operator,
followed by a t-conorm operator. The FIS for the adaptation of CLS to NPL is shown
in Table 1. Some examples of rules at a variety of granulation level are presented
below:

Level 1: IF CLS is FD, THEN NPL is DL; IF CLS is AA, THEN NPL is DF; IF CLS
is poor, THEN NPL is high; IF CLS is very poor, THEN NPL is extremely high.

Level 2: IF FD is good, THEN DL is medium; IF FI is quite good, THEN Al is
somewhat medium; IF VI is excellent, THEN MMM is video; 1F VI is good and VB is
good, THEN MMM is video and audio.

Level 3: IF PA is good and AA is good, THEN DF is medium and BF is medium;
IF AA is very good, THEN Al is quite high.

The number of rules increases exponentially with the number of inputs, but some
rules may rarely or never occur. So, fewer rules may be predefined by experts in the
domain. Moreover, one can switch between granules at different levels. It can be done
using a meta rule. For example, if X is a set of granules FD, FI, VI and VB, then the
following two step rule can be written: IF CLS is X, THEN select the rule associated
with the value of X. Here the first rule serves asa meta rule and is used to
control the order of firing rules from Level 2.

5 Related Work

Fuzzy modelling has previously applied with success to a variety of problems of
WAHS. FIS based on a rule-based representation of user profiles is given in [18] for
web recommendation system. In the educational AHS, the work [19] employs fuzzy
logic for modelling user knowledge of domain. The work [20] proposed a model
named MAZE to capture imprecise behaviours of users. The neuro-fuzzy approach
successfully applied to the student diagnosis in [21]. The work [22] proposes an
algorithm of adaptation to psychological factors using multi utility attribute theory
and fuzzy set theoretic similarity measure. A survey of application of soft computing
methods to modelling user behaviour is presented in [23]. The neuro-fuzzy based web
recommendation system is examined in [24].

6 Results and Conclusion

The proposed linguistic model can be simulated using Fuzzy Logic Toolbox in
Matlab. The aim is to observe the behaviour of the proposed model and tune its
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parameters such as: input and output linguistic terms and their membership function
shapes; relevance and weights of rules; the type of inference mechanism — Mamdani
type max-min composition or Takagi-Sugeno type linear bounded-sum; the type of
defuzzification (centroid, middle of maximum, largest of maximum, and smallest of
minimum). The Mamdani type FIS expects the membership functions of output
linguistic variables to be fuzzy sets and requires the defuzzification step, while
Takagi-Sugeno type FIS expects output membership functions to be singletons. Until
now, preliminary simulation results have shown that FIS based on Mamdani max-min
is preferred at a lower level of granulation, whiles Sugeno-type FIS is more
appropriate at a higher level of granulation. The simulation results are in line with
expectations of domain experts. As a future work, a prototype of the model shall be
developed to validate the proposed linguistic model within the efficiency of
user/system interactions in terms of the usability and the utility of the system.
This paper has proposed a fuzzy linguistic model for adaptation to CLS based on
knowledge acquisition through multi level granulation method. The implication of
this approach for designing adaptive user interfaces is introducing more natural
language expressions. The qualitative description of the adaptation process is close to
human reasoning and thus facilitates the design of the adaptive interface, increases
the interpretability, usability of the system and utility of information, saves memory
space and cost expenses by computation with words instead of numbers.

References

1. Brusilovsky, P.: Adaptive Hypermedia. User Modelling and User- Adapted
Interaction 11(1/2), 87-110 (2001)

2. Mobasher, B. Anand S. S.. Intelligent techniques for Web personalization,
http://www.inf.unibz.it/~ricci/ATIS/papers/itwp-v5.pdf

3. Brusilovsky, P.: Methods and techniques of adaptive hypermedia. User Modelling and
User- Adapted Interaction 6(2), 87-129 (1996)

4. Tsianos, N., Germanakos, P., Lekkas, Z., Mourlas, C., Samaras, G.: An assessment of
human factors in adaptive hypermedia environments, pp. 1-34. IGI Global (2009)

5. Triantafillou, E., Pomportsis, A., Demetriadis, S.: The Design and the Formative
Evaluation of an adaptive Educational System based on Cognitive Styles. Computers &
Education 41, 87-103 (2003)

6. Chen, S.: A cognitive model for non-linear learning in hypermedia programmes. British
Journal of Educational Technology 33(4) (2002)

7. Mitchell, T., Chen, S.Y., Macredie, R.: Cognitive Styles and Adaptive Web-based
Learning, http://bura.brunel.ac.uk/handle/2438/388

8. Tsianos, N., Germanakos, P., Lekkas, Z., Mourlas, C.: Individual differences in Adaptive
educational hypermedia: the effect of cognitive style and visual working memory, pp.
147-163. IGI Global (2009)

9. Garcia, E., Sicilia, M.A.: Information imperfection as inherent characteristics of adaptive
hypermedia: imprecise models of users and interactions. In: Chen, S., Magoulas, G. (eds.)
Adaptable and Adaptive Hypermedia Systems, pp. 150-167. IBM Press (2010)

10. Witkin, H.A., Moore, C.A., Goodenough, D.R., Cox, P.W.: Field-dependent and Field
independent Cognitive Styles and Their Educational Implications. Review of Educational
Research 47, 164 (1977)



11.

12.

13.

14.
15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

Fuzzy Linguistic Modelling Cognitive / Learning Styles 47

Tarin-Bernard, F., Habieb-Mammar, H.: Modelling Elementary Cognitive Abilities for
Adaptive Hypermedia Presentation. User Modelling and User-Adapted Interaction 15,
459-495 (2005)

Coffield, F., Moseley, D., Hall, E. and Ecclestone, K.: Learning Styles and Pedagogy in
Post-16 Learning: a Systematic and Critical Review. Learning and Skills research centre,
http://www.lsda.org.uk/files/pdf/1543.pdf

Stash, N.: Incorporating Cognitive/Learning Styles in a General-Purpose Adaptive
Hypermedia System. Eindhoven: Technische Universiteit Eindhoven, Proefschrift (2007),
http://alexandria.tue.nl/extra2/200710975.pdf

Zadeh, L.A.: Is there a need for fuzzy logic? Information Sciences 178, 2751-2779 (2008)
Zadeh, L.: The concept of a linguistic variable and its applications to approximate
reasoning. Part 1, Information sciences 8, 199-249 (1975), Part 2, Information Sciences, 8
301-357(1975), Part 3, Information Sciences, 9, pp. 43-80 (1975)

Zimmerman: Fuzzy set theory and its applications. Kluwer Academic Publishers,
Dordrecht (2001)

Siler, W., Buckley, J.J.: Fuzzy expert systems and fuzzy reasoning. John Wiley & Sons,
Chichester (2005)

Nasraoui, O., Petenes, C.: Combining web usage mining and fuzzy inference for web
personalization. In: Proceedings of WEBKDD 2003: Web Mining as Premise to Effective
Web Applications, pp. 37-46 (2003)

Kavcic, A.: Fuzzy User Modelling for Adaptation in Educational Hypermedia. IEEE
Transaction on Systems, Man, and Cybernetics — part C: Applications and Reviews 34(4)
(2004)

Garcia, E., Sicilia, M.A.: Information imperfection as inherent characteristics of adaptive
hypermedia: imprecise models of users and interactions. In: Chen, S., Magoulas, G. (eds.)
Adaptable and Adaptive Hypermedia Systems, pp. 150-167. IBM Press (2010)
Stathacopoulou, R., Grigoriadou, M., Samarakou, M., Mitropoulos, D.: Monitoring
student’s action and using teacher’s expertise in implementing and evaluating the neural
networked-based fuzzy diagnostic model. Expert Systems with Applications 32, 955-975
(2007)

Huseyinov, L.N., Cellatoglu, A.: Adaptation based on psychological factors using fuzzy
logic. In: Proceedings of Int’l Conf. e-Learning, e-Bus., EIS, and e-Gov., EEE 2010, pp.
297-303 (2010)

Frias-Martinez, E., Magoulas, G., Chen, S., Macredie, R.: Modelling human behaviour in
user adaptive systems: Recent advances using soft computing techniques. Expert Systems
with Application 29, 320-329 (2005)

Castellano, G., Fanelli, A., Torsello, M.: Dynamic link suggestion by a neuro-fuzzy
web recommendation system. In: IADIS International Conference WWW/Internet,
pp. 219-225 (2006)



Method for Cultivating the “Inquiry-Mindset”
Using the Information Access-Based
Belief Bias Parameter

Kyoko Ito'?, Yuki Ito?, and Shogo Nishida®

! Center for the Study of Communication-Design, Osaka University
% Graduate School of Engineering Science, Osaka University
{ito,yuuki,nishida}@nishilab.sys.es.osaka-u.ac.jp

Abstract. In today’s world, it is important to have an “inquiry-mindset”, i.e. the
disposition to access information in a critical manner. There are several
previous approaches that use discussion for cultivating an “inquiry-mindset”.
However, it is not easy to cultivate an inquiry-mindset only by discussion. This
study proposes a method for cultivating an inquiry-mindset that focuses on
opening the learner’s eyes to the possibility of belief bias, that is the tendency to
gather only agreeable information. This is a method for the quantification of
belief bias based on three factors: accessing information, deciding the degree of
importance, and viewpoint. Based on the evaluation experiment in which 38
students participated, the authors observed that accessing information and
viewpoint are especially important for cultivating an inquiry-mindset. This
result confirms the efficacy of the model and argues in favor of its combined
use with other cultivating methods.

Keywords: Inquiry-mindset, Belief bias, Information access, Critical thinking
disposition, Learning support.

1 Introduction

With the growing influence of science and technology on society, complex social
problems appear, that cannot be solved only by science, and people are often required
to reach social agreement [1]. It is necessary to critically gather multiphase
information and to acquire a wide range of nonbiased information in order to achieve
the appropriate mutual agreement. People need to acquire information critically
through an attitude which is called critical thinking (CT) attitude [2]. The CT attitude
can be further divided into four domains: awareness to logical thinking, inquiry-
mindset, objectiveness and evidence based judgment [3]. The inquiry-mindset refers
to the attitude of trying to acquire new information and different ideas, and is the most
necessary factor for acquiring a wide range of nonbiased information. With the
improvement of inquiry-mindset, the quality of social mutual agreement is also
expected to improve.

There are some methods for cultivating the CT attitude using information
technology as shown in related works [4] [5]. However, these studies have not yielded
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the expected results in the cultivation of an inquiry-mindset, failing to address issues
such as internalizing information indiscriminately or ignoring information that
contradicts one’s standpoint. This study aims at proposing a method for cultivating
the inquiry-mindset based on the advantages of both a discussion framework and
information technologies. In addition, the factors that influence cultivating the
inquiry-mindset are also analyzed by actually applying the proposed method to
university students, and the further challenges for cultivating the inquiry-mindset are
considered.

2 Method for Cultivating the Inquiry-Mindset by Stimulating
Awareness to Belief Bias

2.1 Model for Cultivating the Inquiry-Mindset Using the Belief Bias Parameter

The inquiry-mindset has a great influence on people’s acquisition of information and,
therefore, for cultivating the inquiry-mindset two sides must be taken into account:
the side where information is acquired (learner) and the side where the information is
conveyed (information media). It is known that these two sides have different types of
bias. First, there is the bias on the learner side (where information is acquired), in
other words, the belief bias. Belief bias means the tendency to collect information and
judge the right or wrong of things based on the agreement with one’s own belief, not
on the validity of logic [6]. Therefore, it is possible to suppose that there is a deep
relationship between the inquiry-mindset and belief bias, and the authors assume that
this can be the clue to cultivating an inquiry-mindset. On the other hand, there exists
another type of bias, on the side that imparts information: media bias [7] [8]. Since the
inquiry-mindset is the attitude of an individual towards information acquisition, it is
more important to show the learner’s own tendency to gather information, rather than
only the results after removing the media bias. Therefore, it would be more effective
to focus on the belief bias on the learners’ side, and propose a mechanism that
informs him/her of his/her own belief bias in order to cultivate an inquiry-mindset.
Belief is variously defined according to each research field. In the field that focuses
on the learner’s understanding of utterances, it is defined as the matters or things that
the learner considers true and valid [9]. Thus belief bias might become a factor that
obstructs the access to relevant information. However, the belief bias is something
generally possessed by everyone. This study refers neither the good/bad of the bias,
nor does it deny or support bias avoidance. Here, information refers to things and
matters including someone's intentions, hypotheses, and sense of values. Information
access refers to the process by which someone tries to acquire information, and the
awareness (or lack thereof) that information gathering is influenced by one’s own
viewpoint.

Based on the above, the authors assume that “Urging awareness to belief bias might
lead to cultivating the inquiry-mindset”. It is necessary to show that information
access can be biased, in order to provide the learners with awareness to their belief
bias. The determinism model, the probability theory, and the set-theoretical relation of
Inami [10] can function as a theory connecting the elements concerning information
and a person’s sense of values. In this model, it is shown that the tendencies of
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attaching importance to information according to each learner’s viewpoint can be
quantified using the linear harmony of the values extracted from the weight and the
viewpoint regarding a certain piece of information, on the one hand, and the way a
person attaches importance to the topic, based on his/her sense of values, on the other.
In addition, it is said that the information access bias appears not only for information
acquisition but also as far as the priority level of information and the interpretation of
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information are concerned. Our challenge is to extract the information access bias by
using three elements; information (itself), the degree of importance of the
information, and the viewpoints from which the information are acquired.

In this study, the authors attempt to quantify the belief bias in connection with the
influence of the information access bias and the role played by one’s sense of values.
The belief bias is quantified from the above-mentioned consideration points, aiming
at cultivating an inquiry-mindset; also, the way it is used in the interaction with others
is modeled. The belief bias quantification model is shown in Figure 1.

First, the bias about information (“Information”) accessed by belief (“Belief”) of
learner A is expressed. Here, the arrows show that learner A is accessing information a,
b, and c (“Info. a, b, ¢”) according to the belief (“Belief A”). When the learner is
supporting a certain belief (in the case of information a, b), this fact is shown by the
difference in the color of the box (white color). The person’s tendency is also expressed
in the importance degree (“Degree of Importance”) of the accessed information, where
the importance degree is shown by the thickness of the arrow. For instance, “Info. a” is
shown as having a higher degree of importance than “Info. b” by making the arrow to
“Info. a” thicker. Moreover, “Viewpoint (ViewPoint)” shows the person’s view about
the information, that is, their interpretation of the accessed information. For instance, the
fact that “Info. a” is interpreted from viewpoints 1 and 3 (VP1, VP3) is shown at the
right side of the piece of information. For m number of pieces of information, the

importance degree vector of information is d (d, =[d,,,d,,,...d,, ] (n: the number of

viewpoints)), which is calculated by using the importance degree of the i-th information.

The viewpoint vector is v (v, =[v,,, Vi2""vin](vij € 0,1)), which shows whether the
information has a viewpoint or not. Since the sense of values from one individual to the
other differs, the vector for the degree of importance of information is corrected linearly

by the weight of each viewpoint determined by the individual’s sense of values. Here,

the weight of the viewpoint is w (W = [W1 Wysits W, 1). The belief bias parameter is b

(b=1[b,,b,,..h,]) as the total sum. The belief bias parameter shows, based on each

learner’s sense of values, what is the value of each viewpoint and what is his/her
tendency regarding the access to information, as well as how much importance each
learner attaches to the viewpoint. When the parameter value of the viewpoint is large,
the viewpoint is emphasized. The vector b is regularized, the sum total is assumed to be
one, and the ratio of the emphasized viewpoints is shown as a parameter (Parameter of
Belief Bias A). The vector b is calculated as follows:

m n

b,=w,> d;,b=01/D.b)lb,b,,....b,1=[b,b, ...b,].
i=1 i=1

Next, the model for cultivating the inquiry-mindset in two learners, A and B, is
shown in Figure 2 as an example. The information space that the learners A and B
are accessing is shown as S, and Sp in Fig. 2. The difference in the size of
information space means the difference in the quantity, the degree of importance and
the viewpoints of information accessed.
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2.2 Flow of the Method for Cultivating the Inquiry-Mindset

The method for cultivating an inquiry-mindset proposed in this study consists of the
following steps:

(a) Calculation of each learner’s belief bias parameter,
(b) Group discussion referring to the presentation based on the calculation results of
the belief bias parameter of each learner.

The following work is needed so that the method for cultivating the acquiring of an
inquiry-mindset might progress appropriately:
e Calculations of the setting of each learner’s tendency regarding access to

information (information, degree of importance of information, and selection and
evaluation of viewpoint of information),

e calculation of the setting of each learner’s sense of values, and
e presentation of the belief bias parameter during group discussion.

ID: 1
Title: GoingAhead with Underground Nuclear-waste Disposal

Source: NEARWMC
http: Awwaw. nea. fr/htmram/RWMC_maving_flyer_A4 JP_Feb09.pdf

Content: Pasitive opinion about underground nuclear-waste disposal.

Other:

ViewPoint: [m] technology [w] convenience [ ] economy [ | nature [a] globalization

Agree of _ N1 A2 @3
Impertance: ~ = -

Fig. 3. Design for Information Evaluation Screen

Fig. 4. Experimental Setting for Group Discussion
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A supporting tool for the method of cultivating an inquiry-mindset is developed,
because it is expected that the above-mentioned calculations and the presentation can
be conducted more smoothly using a computer. The screen design for information
input and belief bias parameter output during group discussion are shown in Figure 3
and Figure 4, respectively.

3 Evaluation Experiment

3.1 Purpose

The authors focus on information access bias based on the contents of information,
importance degree of information and viewpoints of information, in order to quantify
the belief bias and provide the learner with awareness about it. Therefore, the
influence of these three elements on cultivating an inquiry-mindset is analyzed in the
evaluation experiment. Because the place where the proposed method was applied
and the measurement of the changes in the inquiry-mindset and the awareness to the
belief bias are necessary for the analysis, the following conditions are required for the
evaluation experiment:

e A place where evaluation of information and group discussion can be conducted,
e measurement of the inquiry-mindset before and after group discussion, and
e measurement of the awareness to belief bias before and after group discussion.

3.2 Method

Setting

e Participants: 38 people (undergraduate and graduate students, divided into ten
groups of 3 or 4 persons).

ecoromy [
nature .
globatization [l

Fig. 5. Design for Belief Bias Parameters Output Screen
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e Condition: “Approval or disapproval on underground disposal of high-level
radioactive wastes” as a theme of controversial discussion.

e Five viewpoints (technology, convenience, economy, nature, and globalization)
[11] are used for the evaluation of the viewpoint of information, known as a
necessary framework for considering the environmental problems.

Procedures
e The flow of the task is shown below as the procedure of the experiment:

. Setting one’s sense of values (each participant)

. Collection of information (each participant)

3. Sharing the collected information with the group and evaluating the degree of
importance and viewpoints (each participant)

4. Group discussion

DN =

“1. Setting of one’s sense of values”, “2. Collection of information” and ‘3. Sharing
and evaluation” take 65 minutes in total, and “4. Group discussion” takes 60 minutes.

Figure 5 shows the experimental setting for group discussion. Group members can
use one personal computer, and each member can operate the screen displaying belief
bias parameters of all group members (as seen in Fig.4).

Measurements

As for the measurements of the inquiry-mindset and the awareness to belief bias, the
authors focused on changes in the situation before and after the experiments; a total of
three measurements are conducted in the beginning of the experiment (pre-test),
immediately before group discussion (middle-test), and immediately after group
discussion (post-test). Questionnaires are used in pre-, middle- and post-tests.

Ten items (A1-A10) from the critical thinking attitude test (consisting of a total of
33 all items) [8] are used for the measurements of the inquiry-mindset, and evaluated
on the Likert scale (seven point scale of +3: true to -3: not true). The test is executed
three times (pre-, middle- and post-) and the changes in the inquiry-mindset are
measured. The measurements of awareness to belief bias are divided into two parts:
“Questions concerning information received in daily life (B)” and “Questions
concerning the task of the experiment (C).” (B) includes three items (B1-B3)
evaluated on the 7 point Likert scale. The tests are applied three times (pre-, post- and
middle-) to evaluate the change to awareness of belief bias. (C) includes three items
(C1-C3) evaluated on the 7 point Likert scale. The tests are applied once (middle) to
evaluate the existence or non-existence of awareness to belief bias concerning the task
of the experiment.

3.3 Results

The average points on the pre-, middle- and post-tests about the inquiry-mindset are
shown in Figure 6. The average for the pre-test (1.5) and the post-test (1.7) has
significantly improved (t(37) = -3.2, p<0.01). As for each item of A1-A10, the items
A2, A3, A4, A6, A7, A8, A9 and A10 have higher average points in the post-test than
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in the pre-test. The contents of the items are related to the participants’ motivation to
study something new and the interest they expressed in different ideas. On the other
hand, in the case of “A5: It is meaningful that we study how the foreigners think.”, the
average points in the post-test are lower than in the pre-test. The cause might be that
the discussion theme is on domestic problems and the group members are all
Japanese.

o
3 _ | _l
2 1
: l B - H
Points for
Inquiry-mindset O
(Mm) ; Pre Middle Post
-2
_3 L

Fig. 6. Averaged Results of the Inquiry-mindset Evaluation (Evaluated on the 7 point Licker
scale)
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Fig. 7. Averaged Results of the Belief Bias Awareness Evaluation (B) (Evaluated on the 7 point
Licker scale)

As for the correlation coefficients between the results about the inquiry-mindset
and the awareness to belief bias, the latter are shown in Figure 7 and Figure 8. Fig. 7
shows the results pertaining to belief bias in the case of “Questions concerning
information received in daily life (B)” (B1-B3) (seven point scale of +3: true to -3:
not true) in the pre-, middle- and post-tests. Fig. 8 shows the results of belief bias on
“Questions concerning the task of the experiment (C)” (C1-C3) (seven point scale of
+3: true to -3: not true) in the middle-test.

The combinations with a positive correlation between inquiry-mindset and
awareness to belief bias are Al to A10 - B3, A4-B3, A10-B3, and A2-C1. On the
other hand, the combination with a negative correlation is A9-B1.
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Fig. 8. Averaged Results of the Belief Bias Awareness Evaluation (C) (Evaluated on the 7 point
Licker scale)

5 Conclusion

In this study, the authors aimed at proposing a new method for cultivating an inquiry-
mindset focusing on the awareness to belief bias, in an attempt to solve problems that
have not been tackled in previous research. The authors proposed a method for
cultivating an inquiry-mindset using the belief bias parameter, the effectiveness of
which was verified. The results suggested that it is possible for access to information
and awareness to the bias of the viewpoint of information to influence the
improvement of the inquiry-mindset.

Future challenges refer to developing the proposed method based on the results of
the experiments. One of the practical challenges would be to use this method in
universities and evaluate and analyze its efficiency in practice.
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Abstract. A prior comparative study examining learning outcomes between
traditional classroom and web-based education at the graduate level provided
little evidence of differences in success measures between delivery methods [3].
This research explores underlying factors that may explain why little difference
was found.
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1 Introduction

Distance education is an alternative educational model to the traditional classroom.
Distance education is continually evolving. Because geographical and temporal
separation is no longer considered an obstacle to course delivery thanks to the Internet
and other information technologies, an increasing number of individuals are now able
to partake in this new educational opportunity.

This study is a follow-up to previous research conducted on the differences in
learning outcomes between traditional and web-based course delivery for a required
MIS course at the graduate level [3]. The original longitudinal research concluded that
there were no significant differences in learning outcomes as measured by exam
grades and final course grades of graduate students exposed to traditional and web-
based educational settings. This paper extends the previous work by identifying
student characteristics that may explain why no statistically significant results were
noted and hence make web-based education a viable and useful alternative to
traditional course delivery for certain student populations.

2 Prior Research

There has been an increase in online education programs with the introduction of the
Internet and the abundance of educational applications [5]. Online learning
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management systems enable students to control when and where they learn [4].
Distance education is often considered a more convenient alternative especially for
non-traditional students given its ability to provide ‘anytime’, ‘anywhere’ education.
Although not all types of students find online education attractive or suitable, often
noted benefits include time and location flexibility [1] [2] [7], and having a sense of
control over the learning environment [6].

3 Proposed Research

The results of the original research study [3] which compared and contrasted
traditional on-campus learning and web-based education were different than
anticipated. Because of this, the current study attempts to determine the underlying
factors explaining the unexpected results of the initial study.

In the original research study, learning outcomes (final exam grade and final course
grade) were measured for an introductory MIS graduate course that was delivered
through a traditional method of on-campus classroom lecture and discussion and a
web-based learning environment using iLearn and WebCt technologies. Except for
the delivery mode, the courses were identical: the same faculty member taught,
administered and oversaw all classes whether on-campus or provided through the
web-based program, using the same lecture notes, tools, assignments, and tests. In the
web-based course, lectures were recorded using voice with MS Powerpoint
presentations for some modules and actual video-taped segments for others. Both
classes included a participation requirement and both were encouraged to develop
discussion topics and to foster them using the tools available through ilLearn and
WebCT. No significant differences in learning outcomes were reported.

At the time of the data collection for the initial study, data was also collected on
other variables such as employment status, number of children that reside in the
house, family commitments, age and gender and computer efficacy in a naturally-
occurring educational environment. This additional data will provide the needed
insight into how these student characteristics affect the viability of web-based
education.

4 Summary and Conclusion

These results will be beneficial to both instructors and students. Students will be able
to make better informed decisions as to whether they are suitable candidates for web-
based education. Instructors will be able to evaluate whether web-based education can
deliver a similar learning experience as a traditional on-campus environment.

References

[1] Glenn, A.: A comparison of distance learning and traditional learning environments. ERIC
Document Reproduction Service, ED457778 (2001)

[2] Johnson, S.D., Aragon, S.R., Shaik, N., Palma-Rivas, N.: Comparative Analysis of Learner
Satisfaction and Learning Outcomes in Online and Face-to-Face Learning Environments.
Journal of Interactive Learning Research 11(1), 29-49 (2000)



60

(3]

(4]
(5]
(6]

(7]

B.M. Jones, A. Everard, and S. McCoy

Jones, B., Everard, A.: Web-Based vs. Traditional Education: Does Distance Education at
the Graduate Level Deserve a Failing Grade? In: Proceedings of AMCIS 2008, Toronto,
Canada (2008)

Lockhart, J.: Learning to fit in with real world — online and distance education. The
Australian (April 26, 2006)

Natriello, G.: Modest changes, revolutionary possibilities: Distance learning and the future
of education. Teachers College Record 107(8), 1885-1904 (2005)

Petracchi, H.: Distance education: What do our students tell us? Research on Social Work
Practice 10(3), 362 (2000)

Rosenbaum, D.B.: E-learning beckons busy professionals: Electronic education offers
anywhere, anytime flexibility...but not without problems. ENR 246(21), 38—42 (2001)



Creating a New Context for Activity in Blended Learning
Environments: Engaging the Twitchy Fingers

Jayne Klenner-Moore

King's College, Department of Computers & Information Systems, USA
JayneMoore@kings.edu

Abstract. Millennial students are used to environments that bring the
information to them. iPads, iPods and Web 2.0 technologies that give today’s
professors the tools to interact at many levels with students. Students want to be
able to do things after class time and between World of Warcraft games. This
paper provides a case study of melding technology and pedagogy with learning
theory to get students engaged in the learning in computer classrooms. Students
way of interacting with information has changed, the way we deliver and
support this exchange needs to as well. This paper will include a look at how
students interact with technology and defines the types of learning objects and
opportunities provided by the technology. Two levels of students were
examined, middle school Hispanic computer skills learners and undergraduate
students in a project management class. This paper reports on observations
made during these classes.

1 Introduction

In the summer of 2011 DyKnow™ was used in a computer class for middle-school
level students of the Hispanic Outreach Program. The software was part of a grant
that was given to the program along with tablet notebooks. The goal was to increase
student interaction with learning. This population traditionally does not have access to
computers and education past high school is not encouraged in the home. The
Outreach program states, “The King's College Hispanic Outreach Program's focus is
to create an organized framework for the purpose of building strong relationships
between the Latino Community and King's College, as well as assist in addressing the
needs of the Latino community and their families.” (1) Engaging students in the
learning environment was crucial.

The interest and use of this technology by the middle-school students encouraged
the introduction of the software to a college classroom. Goals of these two “pilot
studies” were; to observe student interaction with the software, observe access to the
notebooks outside of class time, and to see if students were more involved with the
learning during class time.

Middle-school level students used the software during class time only while the
college level students were able to hold class both in the class and remotely with the
software. All students were able to access the “notebooks” and recorded lessons from
the DyKnow server during the term of the instruction. The terms were three weeks for
the summer middle-school students and one semester for the college students.
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2 Learning Contexts

The well designed instructional environment employs technologies that enable
students to interact with the learning experience in ways that are relevant and enhance
learning. Supporting software programs provide for a storage and retrieval area of
pertinent course information. This allows the student to review and interact with the
materials again over time.

This also changes the context of the learning experience. In this case, the context
moves from human-to-human interaction to one of computer-mediated action that
includes not only the computer as tool and human as actor but includes the larger
“world” of the class. The students are no longer interacting only with the computer,
but with each other in a goal-directed activity of learning. Kaptelinin states,
“According to activity theory, the hierarchical organization of human computer
interaction is determined by its emeddedness into the hierarchical structure of human
activity that mediates the user’s interaction with reality” (2). Further he states,
“Meaningful, goal-directed activities constitute the context for both mental processes
and external actions.”

In an article from Edutopia, Mac Prensky quotes students from one of his panels on
what education should be, “There is so much difference between how students think
and how teachers think," offered a female student in Florida. A young man
commented, "You think of technology as a tool. We think of it as a foundation -- it's
at the basis of everything we do” (3). This feeling calls for a change in pedagogy and
a call for using technology in the context of the classroom.

Blended learning environments use traditional classroom interaction along with
web-based interactions. This allows the classroom to extend beyond the time and
place of a traditional classroom. This paper looks at once such technology that can be
used to design participatory learning experiences and to extend the learning
interaction time for students. The technology is DyKnow. DyKnow is a classroom
management software technology that enables collaboration and active participation
in the learning. This technology allows students to review the actual class experience
through the web anytime, anywhere.

DyKnow provides web storage of class notes and “notebooks” created by the
students and the teacher in a fashion similar to old fashioned note taking. During class
time students each have a view on their individual computer screen that is guided by
the instructor. Outside of class students can access their saved “notebooks” to review
their own notes and those made by the instructor. The instructor may also choose to
record the session so students can hear the discussion when doing a review.

Many of today’s classrooms come equipped with either wireless connection for
students to access the net or computers for students to use during class time. Unless
the context in the classroom is designed for learning students are often found
twitching their fingers and going to places like Facebook and email during class time.
The irresistible tug of technology leaves them disinterested in the lecture/note taking
portion of class. However, if there is a purpose for their fingers to be active in the
class the instructor can now work more efficiently at engaging the learner.
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3 What Were We Looking For?

Both classes used to examine the DyKnow technology were taught in classrooms with
computers at each student seat. One mission of using this software was to engage the
students in the actual activity and content of the courses. There is a lot of research
being conducted on the millennial student and how she learns due to the influence and
omnipresence of technology in her life. Having the DyKnow software available for
student use in the classroom it was hoped that students would engage more directly
and in collaboration with the learning.

Many students do not take notes in class anymore; they come in as very passive
learners expecting to be entertained. By providing a dynamic workspace on the
classroom computers with the DyKnow technology students were able to take notes in
a manner consistent with their daily practice of texting or utilizing a computer. This
afforded a working space that used computer technology along with active
participation in things like note taking and thinking-sharing.

The following sections discuss the instructor observations and student feedback of
these studies.

3.1 Limitations to the Studies

While the observations and student feedback regarding this method of interaction
were promising the small sample size was not sufficient to make generalizations to a
larger population. It was encouraging enough however to proceed with introduction of
the pedagogy to colleagues and develop future research methods to better analyze
learning outcomes. Larger groups and the inclusion of a control group for further
study would be optimal. Additionally subsequent semesters afforded a look at using
this technology with visually impaired students.

4 Active Learning with Technology as Part of Blended Learning

4.1 Active Learning

Berque, Byers and Myers talk about a “pedagogical technique that is sometimes
referred to as the upside down classroom” (4) in this classroom students come
prepared to be active and learn outside the classroom as well as during class.

“Learning is a willful, intentional, active, conscious, constructive practice that
included reciprocal intention-action-reflection activities” (4).

4.2 Blended Learning

Blended learning is described as “a hybrid of classroom and online learning that
includes some of the conveniences of online courses without the complete loss of
face-to-face contact” (5). Blended learning environments can be designed along a
continuum of pedagogy and technology inclusion.

Today’s technologies allow more opportunities for students to access live classes
and retrieve information on course concepts at their own pace and on demand. Models
for the development of open learning environments (7) provide a structure for the
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practical application of technology in creating accessible learning environments that
are learner-centered in nature.

Moller, Prestra, et al (8), talk about organic knowledge building, which focuses on
the individual learner within a learning environment in relation to asynchronous
learning environments.

5 Key Differences between Studies

5.1 Reason for Learning Is Different

“Learning is a willful, intentional, active, conscious, constructive practice that
included reciprocal intention-action-reflection activities” (9). The introduction of
DyKnow software to the classroom gave students a focused action plane in which to
engage with course content and develop constructive practice with other students
engaged in the same activities.

The ability to review course content at will from anywhere permitted students to
interact longer and more frequently with the material. This ability reinforced the
learning. Students remembered more and in the case of the middle school children
improved English language skills such as spelling and writing.

5.2 Teacher Satisfaction Using Active Learning

The level of excitement due to the interaction made lesson planning and class
interaction more satisfying. One day former students of the program, now in college,
came in to work with the middle school students. These students were able to work
with DyKnow on the layout activity for the newsletter that was created.

It is imperative, as with any change, that there is buy-in by the stakeholders. If
using this active learning approach in traditional and blended learning environments
increases teacher satisfaction it will be adapted more readily.

(Dyknow white paper states)By breaking the teacher-centered discussion into small
chunks, active learning strategies rely on fostering student engagement (10). This
paper which discusses best practices for active learning also points out, “an additional
benefit of many active learning is the immediate feedback they provide to teachers”.
By using the polling feature of DyKnow the teacher can ask immediately for feedback
on any item in the lesson. This allows for teaching moments or areas of further
research.

6 Main Advantages Learned from These Studies

6.1 Engaging the Twitchy Fingers — Computer Mediated Activity

Students were able to take notes along with the lecture right on the screen where the
activity or learning was taking place. They could highlight, tap notes, chat and share
screens with the teacher and the class at large. This activity enhanced their focus on
the lesson material while engaging their action toward the goal of learning. Their
energy was harnessed in learning activities and not just computer browsing.
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6.2 Peer Sharing of Questions, Comments, Notes, etc

One of the features of DyKnow™ is that it allows for peer sharing of questions,
comments and notes via the interactive interface. Additionally, when an interactive
white board is used with the class the teacher’s annotations are visible to the students
and their individual panels can be viewed on screen and on the whiteboard.

Three types of Dependencies

LT

* Mandatory dependencies: inherent in the nature of the
work being periormed on a project, sometimes referred
to ag hard logic

= Discretionary dependencies: defined by the project
team; sometimes referred io as'soft logic and should be
used with care since they may limit later scheduling
options

= External dependencies: invaolve relationships between
project and non-project activities

Fig. 1. Screen Shot of Teacher Presentation Notes Using DyKnow

The example shown here is the screen from the teacher’s station. The markings are
from the teacher and can be viewed in each student’s notebook on their screens. This
is then saved to the student notebooks which can be reviewed later.

Each student panel can be viewed and gathered by the instructor and then shared
with the class or marked with feedback and returned to the student.

7 Twitchy Fingers and the Millennial Learner

Ipods, iPads and computer games have given rise to students who engage the world
through their fingertips. These students text each other during class and are used to
accessing information at their fingers. Touch screens and keypads have put fingers in
constant motion all day long this leads to the twitchy fingers syndrome. This affects
student behavior while sitting in the classroom, particularly a computer classroom.

In order to engage the learner it is necessary to engage their twitchy fingers in
some goal-directed action or learning activity.

Millennial students are used to environments that bring the information to them.
iPads, iPods and Web 2.0 technologies give today’s professors the tools to interact at
many levels with students during the semester and perhaps even longer. Learning
does not have to stop when the proverbial class bell rings. Students want to be able to
do things after class time and between World of Warcraft games. Creating learning
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environments that allow the student to review the class, access personal notes and
review relevant materials can actually elicit better learning habits among this learning

group.

8 Scaffolding Learning with DyKnow Interface

Land and Hannafin make the point that, “...a lack of external support is mistaken for
student-centered learning despite the absence of needed scaffolding” (11). DyKnow
and active learning contexts indeed scaffold the learning as they provide teacher
supported, material supported and peer-supported tools to enable the learner to
approach the learning with the appropriate scaffolds via the materials and peer
interaction that is guided by the instructor.

Each of these experiences and tools provides multiple interactions with the
learning at several levels over time.

9 Future Research

Due to the successful feedback from students and the excitement generated in the
classroom for the instructor the licensing grant for the use of DyKnow™ at the
college was extended. A closer look will be taken with regard to learning outcomes.
Additionally, we will be able to use this again with middle and high school students
over the summer. The interest shown this method by students allows us to now focus
on learning outcomes and motivation to learn with computer mediated tools.
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Abstract. The primary purpose of this study is to evaluate the overall quality of
haptic user interfaces designed to support various science learning activities in
order to obtain usability and performance data. The result showed that haptic
interface could significantly affect impaired students’ user performance. Audio
& Tactile interface can produce significantly better user performance than the
Tactile interface. Meanwhile, the learning effect could be greatly enhanced and
students enjoyed the hands-on experience very much. This study should provide
invaluable empirical data and some insight for the future research.

Keywords: haptic, tactile, visual impairment, interface.

1 Introduction

According to National Health Interview Survey in 2008, more than 25.2 million
Americans reported experiencing vision loss [1]. Statistics from Braille Institute
showed that vision problems affect 5% (about 5 million) of school-age children, ages
3-5 and 25% (12.1 million) of school-age children, ages 6-17 [2]. Although visually
impaired, they have the right to receive the same science education as other people
with normal sight. However, one big challenge for visually impaired students is that:
most of the materials (e.g., textbooks, graphics, etc) for science learning are still
visually based. According to Patton & Braithwaite [3], almost 90% of science
teachers who teach the visual impaired students teach science class mainly based on
textbook. White [4] argued that science textbooks generally present science concepts
in the most abstract formats and mathematical models. But since visually impaired
students’ main sensory channels are tactile and auditory, textbooks are, needless to
say, insufficient in meeting such needs. Meanwhile, visually impaired students'
preconceptions about natural phenomena may differ from the accepted scientific
concepts [5]. Considering that most science concepts are intrinsically abstract,
visually impaired learners often have difficulty connecting abstract science concepts
to sensory experience-based knowledge [6, 7].

To help visually impaired students learn more efficiently and directly, haptic
technology has been increasingly applied across multiple domains [8-10]. Haptics
utilizes tactile feedback to manipulate a variety of touch-based sensorial experiences.
Different methods can be employed to realize haptics, such as forces, vibrations, and
motions [11]. Some researchers propose that haptic perception (e.g., force,
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vibrotactile and thermal), combined with audio information, can improve visually
impaired students’ ability to understand scientific concepts [12, 13]. Moreover,
visually impaired students can better acquire information through haptic sensations
[14]. With sensorial feedback, visually impaired students can conceptualize and retain
scientific mental models more easily [15]. Even more importantly, hands-on haptic-
based science learning experiences instill greater confidence and increase critical
problem solving [9]. Despite recent advances in haptic research, research opportunity
still exists, especially in the usability analysis of haptic applications.

The primary objective of this study is to evaluate the overall quality of haptic
interfaces designed to support various science learning activities (e.g., menu selection,
navigation and recognition of molecular structure and force, etc.) in order to obtain
usability and performance data, as well as to refine the design guidelines for
haptically enhanced science learning systems.

2 Haptic Interfaces

The Molecular Properties Module (MPM) is a haptically enhanced science learning
system that provides visual, haptic, and auditory feedback for students with visual
impairments to learn molecular concepts such as molecular structure and
intramolecular force. MPM was developed to facilitate haptic science learning for
students with visual impairments and supports two key tasks: molecular structure
recognition and intramolecular force recognition.

2.1 Molecular Structure Recognition

Molecular Structure Recognition supports Tactile, Audio, and Audio & Tactile
interfaces. Each haptic interface supports the display of three molecules (CO,, H,O,
and BF;) as Two-Dimensional (2D) Ball & Stick molecular models (Fig. 1). Each
molecule supports haptic force feedback to enable users to trace around the edges of
the model using a haptic device.

The tactile interface adds tactile feedback to a group of atoms within the model.
This tactile feedback allows a user to further distinguish one atom from another
within a molecular model. For example, H,O contains three atoms — one Oxygen (O)
and two Hydrogen (H) atoms — and the connecting sticks. When the user touches the
Oxygen atom, a smooth tactile effect is rendered; when the user touches either

o0

Fig. 1. Molecular structure recognition: left (CO,), middle (H20), right (BF3)
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Hydrogen atom, a bumpy tactile effect is rendered; when the user touches any
connecting sticks, a sandpaper tactile effect is rendered.

The Audio interface adds audio feedback to each atom within the haptic molecular
model. A pitch is played every time the user’s cursor comes into contact with an
atom. As with the previous H,O example, when the user touches the Oxygen atom, a
medium-pitched audio effect is played; when the user touches either Hydrogen atom,
a high-pitched audio effect is played; when the user touches any connecting sticks a
low-pitched audio effect is played.

The Audio & Tactile interface combines both audio and tactile modalities
described above into one interface type.

2.2 Intramolecular Force Recognition

Intramolecular Force Recognition supports two molecules (CO, and CS,) as
molecular spring models. Each model allows the user to manipulate (i.e. grab) the
atoms surrounding the central atom. For example, the user could manipulate the
Oxygen (O) atoms in CO, and Sulfur (S) atoms in CS,. Gravity Wells provide a
haptic sensation of the delicate balance of attractive and repulsive forces between
atoms in the molecule. A gravity well is a haptic tool that automatically snaps the user
into the center of an area when the user’s cursor is within a predefined pull radius.

Qe I

Fig. 2. Spring model for intramolecular force recognition: left (CO,), right (CS,)

3 Methods

3.1 Participants

Twelve participants were recruited from Arkansas School for the Blind in Little Rock,
AR. Participants were recruited by instructors at the school and were monetarily
compensated for their voluntary participation. There were 5 female and 7 male
participants whose mean (M) age was 14.2 years (Standard Deviation, SD = 2.0). All
participants had little or no experience with haptic interfaces and haptic devices.

3.2 Apparatus

Hardware includes a Dell PC with a 3.4 GHz Pentium R and 1.0GB of RAM, up to 2
Novint Falcon haptic devices. Software includes Adobe Flash CS3 for visual
rendering and a C/C++ Novint SDK for haptic rendering to develop the software.
Haptic features were multithreaded, graphics were rendered at 60 Hz, and haptic
control was updated at a rate of 1 kHz.
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To evaluate the effect of haptic interface, multiple interface types, and haptic
interaction methods were developed for students with visual impairments. This study
supported 2 key tasks and 4 interface types, as shown in Table 1.

Haptic Interface Evaluation Surveys were designed. They consisted of two
questionnaires, one for each key task. Each questionnaire evaluated user preference in
regards to the interface types supported by a particular task as well as user comments
for each individual interface type supported by each task.

NASA Task Load Index (TLX) was used to measure the workload that participants
experienced. It contains six subscales measuring mental demands, physical demands,
temporal demands, performance, effort, and frustration. All items were rated on a 10-
point scale.

3.3 Independent Variables

The Molecular Structure Recognition task contained only one independent variable:
haptic interface. Three haptic interfaces were provided: Tactile interface, Audio
interface, and Tactile & Audio interface. In the Intramolecular Force Recognition
task, no independent variables were manipulated.

3.4 Dependent Variables

Dependent variables include user performance measurement and user behavior
measurement. Key task questionnaires were also utilized to determine interface
preference as well as suggestions, improvements to each interface type for the 2 key
tasks. Performance Measurements includes workload, task completion time, and
Pass/Fail marks (success rate).

To measure user behavior, a Cursor Trajectory Management System (CTMS) was
developed in order to collect and store all user cursor behavior throughout each
scenario. The CTMS measures data at an interval of approximately 20 milliseconds.
A Position Data Analysis (PDA) was conducted on the collected user behavior data.
The user’s cursor positional data was subdivided into zones to quantify proportions of
the user’s total cursor activity/behavior.

¢ Error Region (ER): Region(s) surrounding Stability Region(s) or inside a 2D
haptic object. Signifies that the user is not near to any haptic object and is
considered poor user behavior.

¢ Stability Region (SR): Region(s) surrounding Trace Region(s). Signifies that the
user is very near to a haptic object, within about 10-20 pixels, and is considered
good user behavior.

e Trace Region (TR): Region(s) closest to haptic object(s). Signifies user
interaction with a haptic object and is considered perfect user behavior.

Positional Data were aggregated and proportionally divided to describe the user’s
total actions for a particular scenario:

¢ Error Region Proportion (ERP): Proportion of total user activity within the ER
region(s) of a particular interface.

¢ Stability Region Proportion (SRP): Proportion of total user activity within the
SR region(s) of a particular interface.
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¢ Trace Region Proportion (TRP): Proportion of total user activity within the TR
region(s) of a particular interface.

3.5 Procedure

Prior to the experiment, each participant was required to complete a Consent Form as
well as a Demographics Form. Next, each participant was required to complete a Haptic
Training Session, which could provide a foundational understanding and sensibility of
the Novint Falcon haptic device as well as haptic virtual environments. After the
training session, the participant then participated in two uniquely designed key tasks.
The sequence of key tasks, haptic interfaces, and scenarios were counterbalanced to
remove the learning effect as much as possible. Each scenario was conducted as
follows: A participant read a scenario description outlining what haptic objects would
be present as well as the scenario goal. During this time, a participant could ask any
relevant questions — as long as it did not reveal sensitive information regarding how to
go about completing the scenario goal. Participants were told that each scenario had no
time limit, though a 10 minute cut off point was enacted if necessary. Finally,
participants were made aware that if they felt that they had satisfied a particular
scenario’s ending condition prior to reaching the time limit, they could say “Done.”
Upon each scenario’s conclusion, participants were asked to complete a NASA TLX
questionnaire regarding the completed scenario’s cognitive workload. Additionally,
upon each key task’s conclusion, participants were asked to complete a User Preference
Questionnaire to obtain user preference and comments in regards to each interface type
within a key task. Table 1 provides a detailed description of each Key Task.

Table 1. Key task description

Task Description Pass Condition
The  user  must
Molecular To feel a Ball and Stick Model of a molecule. The correctly draw the
Structure model has 3 interfaces. When finished, please say molecular model (#
Recognition “I’'m Done” and draw the molecule you just felt. of atoms, and
geometry).

To feel the intramolecular force between atoms
The user must

Intramolecular within a molecule for 2 molecules. Locate an atom
answer that CS2 has

Force at first, then use the ACTION button to grab and

Recognition move the atom to feel the force. When finished, a lecul %r eater
please say “I'm Done” and tell the result of force mtramolecular force
comparison.

4 Result

4.1 User Performance

In the Molecular Structure Recognition task, the average success rate was 72.2%.
ANOVAs were conducted to determine the effect of haptic interface on success rate,
workload and task completion time. For Success Rate, significant effect of haptic
interface was found (F, = 4.53, p < 0.05). Further analyses showed that success rate
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in the Tactile & Audio interface (M = 92%, SD = 29%) was significantly higher than
that in Tactile interface (M = 42%, SD = 51%). However, there was no significant
difference in success rate between Tactile interface and Audio interface (M = 75%,
SD = 45%), or Audio interface and Tactile & Audio interface.

No significant effect of haptic interface was found for workload and task
completion time in the Molecular Structure Recognition task. However, the mean of
workload in Tactile & Audio interface (M = 3.72, SD = 1.54) was higher than that in
Audio interface (M = 3.42, SD = 1.36), which was higher than that in Tactile interface
M = 3.26, SD = 1.47). The mean of Task completion time in Tactile & Audio
interface (M = 72.89, SD = 40.02) was shorter than that in Audio interface (M =
82.19, SD = 42.22), which was shorter than that in Tactile interface (M = 84.04, SD =
47.28). In the Intramolecular Force Recognition task, participants reached an average
success rate of 66.7%.

4.2 Behavior Performance

ANOVAs were conducted to determine the effect of haptic interface on Error Region
Proportion (ERP), Stability Region Proportion (SRP) and Trace Region Proportion
(TRP) in the Molecular Structure Recognition task. No significant effect of haptic
interface was found for behavior performance. However, ERP in Tactile & Audio
interface (M = 36.79%, SD = 17.86%) was smaller than that in Tactile interface (M =
41.29%, SD = 24.19%) and Audio interface (M = 41.16%, SD = 21.54%) on average.
TRP in Tactile & Audio interface (M = 34.37%, SD = 12.83%) was bigger than that
in Tactile interface (M = 30.49%, SD = 16.92%) and Audio interface (M = 30.64%,
SD = 15.04%) on average. But SRP were almost the same in the three interfaces:
Tactile interface (M = 28.22%, SD = 8.84%), Audio interface (M = 28.2%, SD =
8.74%), and Tactile & Audio interface (M = 28.84%, SD = 8.28%). In the
Intramolecular Force Recognition task, participants finished the task with an average
22.54% ERP, 62.47% SRP, and 14.99% TRP.

5 Discussion

Since there were three haptic interfaces in the Molecular Structure Recognition task
and only one in the Intramolecular Force Recognition task, the two tasks would be
discussed separately. For the Molecular Structure Recognition task, the focus is the
effect of the haptic interface. For the Intramolecular Force Recognition task, the focus
is the user performance and the applicability of the haptic application.

5.1 Molecular Structure Recognition

Effect of Haptic Interface on User Performance. Result showed that haptic
interface had a significant effect on success rate, which was significantly higher in
Tactile & Audio interface (M = 92%) than that in the Tactile interface (M = 42%).
Success rate in Tactile & Audio interface also had a larger average value than that in
Audio interface (M = 75%), but it is not significant.

This result indicates that the Tactile & Audio interface provides more information
for user with visual impairments. The Tactile & Audio interface, in addition to haptic
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force feedback, provides tactile and audio feedback. The combination of force, tactile,
and auditory feedback must enhance the user’s conception of the molecular structure,
leading to better performance. The relevant shorter task completion time in Tactile &
Audio interface (M = 72.89) compared to the Tactile (M = 84.04) and Audio
interfaces (M = 82.19) further supports that the Tactile & Audio interface produces
better user performance.

User Preference Questionnaires indicated that 12 out of 14 participants preferred
the Tactile & Audio interface. User comments indicated that the combination of
tactile and auditory feedback facilitate ease of use when tracing molecules, feeling
and recognizing individual atoms, and visualizing an entire molecular shape.

However, more information also means more cognitive workload. The result
showed that participants had relevantly higher workload in the Tactile & Audio
interface (M = 3.72) than the Tactile (M = 3.26) and Audio interfaces (M = 3.42).
Two participants that did not prefer the Tactile & Audio interface commented that the
combination of force, tactile, and audio feedback caused confusion and disorientation
during the task. Such a level of cognitive workload can affect the user's concentration
and can decrease usability and potentially limit haptic applications. As such, if users
have difficulty processing multiple sensorial feedbacks, resulting confusion or
disorientation can produce negative effects. For example, higher levels of cognitive
workload can cause users to easily tire and lose concentration, limiting the
applications effectiveness. Therefore, to create a user-friendly and accessible haptic
application, more research is needed to establish the relationship between cognitive
workload and acceptable sensorial modalities within a haptic application.

Effect of Haptic interface on User Behavior. Haptic interface showed no effect on
user behavior. Although interface type could significantly affect user performance,
the difference was not large enough to affect user behavior. However, on average,
user behavior showed the smallest ERP and largest TRP in the Tactile & Audio
interface among the three types of haptic interfaces. Because TRP and SRP represent
good and perfect user behavior, relevantly larger TRP and smaller ERP signifies that
the Tactile & Audio interface conditions produce optimal user behavior per task
instruction, supporting the hypothesis that multiple modalities can lead to greater
interface usability. However, since the effect is not significant, more research is
needed.

Haptic Interface Usability Limitations. Although most participants preferred the
Tactile & Audio interface, some participants commented that the audio was not
systematically designed and that auditory pitch information was, at times, confusing.
Considering that the visually impaired may have greater sensitivity and sensibility in
receiving and processing auditory information, more research is needed to define
user-friendly audio design for those with visual impairments.

Some participants also commented on the difficulty of navigating and locating
haptic objects within some interfaces. More specifically, it seems as though these
participants had difficulty in developing accurate mental models of the two
dimensional environments in order to correctly navigate and locate haptic objects, as
well as determine their haptic cursor location relative to the haptic objects within the
environment. To better meet the requirements of the visually impaired, a more
intuitive navigation should be designed to ensure that users can build accurate mental
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models of the 2D environment. As a possible solution, perhaps one button on the
haptic device could be utilized to automatically return users to a specified area within
the haptic environment in the event that the user is lost.

5.2 Intramolecular Force Recognition

In the Intramolecular Force Recognition task, participants finished the task with an
average success rate of 66.7% (8 out of 12). The average ERP, SRP and TRP were
22.54%, 62.47% and 14.99%, respectively. Result showed that most participants
could perform the task with satisfactory performance and stable user behavior. About
77.46% (SRP + TRP) of the user behavior was efficient. The task also showed a very
good learning effect: Questionnaires before the task showed that all of the participants
had no concept of the intramolecular forces between the atoms within the CO, and
CS, Molecules. After the task, however, 10 of the 12 participants could distinguish the
intramolecular forces and describe an accurate conception of the force. This indicates
that the haptic features (i.e. force feedback, gravity wells) within the haptic interface
were able to aid students with visual impairments in developing accurate conceptions
of intramolecular forces. User Preference Questionnaires indicated that users liked the
spring model of the intramolecular force, indicating that the gravity well and force
feedback haptic features could enhance user understanding of the intramolecular force
between atoms. However, more research is needed to define the intensity of the force,
as some participants commented that the force was too weak, while others said it was
too strong. Likewise, more usability research should be conducted to determine the
optimal haptic interface design elements to greater facilitate intramolecular force
conception for users with visual impairments.

6 Conclusion

This study investigated the effect of haptic interface and the learning effect. The result
showed that haptic interface can significantly affect user performance as well as the
learning effect of users with visual impairments. Moreover, the visually impaired
students enjoyed the hands-on experience very much. However, the study also found
some haptic interface design limitations, which necessitate further research in order to
improve haptic user interface usability. This study should provide invaluable
empirical data and some insights to the future research of haptic user interface design.
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Abstract. Many reasons contribute to slow EFL learners. Of all the reasons
which cause slow EFL learners, reading materials not appealing to learners tend
to be the one to blame. In order to help teachers to find out interesting reading
materials for slow EFL learners in Taiwan, this study intends to use Grounded
Theory [8] and Text Mining to search for the reading materials which are
appealing to slow EFL learners in Taiwan. Based on the approaches of free
voluntary reading proposed by Krashen [10], and extensive reading advocated by
Day and Bamford [7], the theoretical framework of this study is established.
Krashen claimed that when students read for information, pleasure or problem-
solving, they have acquired the essence of free voluntary reading. Day and
Bamford [7] argued that extensive reading is an important way to reinforce the
concept of learning to read by reading. Both of these two reading approaches put
emphasis on learners’ free choice of reading materials which are within their
linguistic proficiency, and at the same time, are interesting to them. Eighty-three
university students are the participants, who took the second-year English
reading course in a summer session program in Taiwan. They failed the course in
regular semesters. This is their second- or third-time taking the same course. We
call them slow learners accordingly. By the employment of Grounded Theory
and Text Mining, it is expected that the interesting reading materials can be
discovered and provided for teachers to adopt in their instruction in classes, and
to a certain extent, learners’ attention to reading passages can be drawn.
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1 Introduction

1.1 The Importance of Reading

Reading plays an important role in literacy education and many research results have
proven this. Krashen [10] advocated that his free voluntary reading is a way to
develop one’s literacy as well as to read for information, pleasure, and general
knowledge. Day and Bamford [7] proposed that extensive reading is an approach to
literacy education and only by extensive can learners acquire knowledge and
information subconsciously or even unconsciously. Both of these two reading
approaches share a common ground: Readers can choose what they like to read and
read abundantly. For first language literacy education, free voluntary reading and
extensive reading are widely employed to achieve the goal. However, it is not the case
for reading in EFL contexts. This study aims to find out interesting reading materials
for EFL learners with a view to attracting their attention to reading. Eventually, they
may read extensively and at the same time they may develop their linguistic
competence as well as their knowledge of the world.

1.2 Current Status of English Education in Taiwan

Currently, most studies on EFL reading in Taiwan, especially in the stage of primary
and secondary English education, tend to focus on how to improve students’ linguistic
competence. It is this purpose that many teachers as well as materials designers make
their efforts to use or produce materials that focus simply on the form of a language
rather than the meaning of it. In other words, much emphasis is put on the
grammatical aspects of a language: recognizing parts of speech for a word,
distinguishing SVO grammatical pattern (subject-verb-object sequence of an English
sentence), and acquiring phonetic system of English. Most of the efforts made both by
teachers, materials designers, and students are for the purpose of mastering the form
of English. Meaning of the content is rarely emphasized. That is the reason why
students cannot recall accurately what they have read when they are asked to talk
about the content of the reading passages they have just read. Students did not expose
themselves to reading sufficiently. What with the reading materials chosen by
teachers are not within students’ linguistic proficiency, and what with the reading
materials selected by teachers are not appealing to students, lead to students’ lack of
reading, which impedes students’ significant improvement in English language
ability.

1.3 The Significance of Meaning

Acquiring meaning of a reading passage will gradually build up a person’s cognition
process. From the accumulation of one’s cognition of the reading materials or any
events happening around, one may establish his or her schemata by turning facts into
knowledge. When a person has much knowledge of the world, plus required linguistic
ability, he or she will read both accurately and fluently. Meaning here plays an
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important role in the formation of one’s schemata or background knowledge. It is
meaning rather than form of a language which is responsible for the acquisition of a
language. Free voluntary reading and extensive reading are the efficient approaches to
equipping learners with as much general knowledge as possible. However, how can
we make these two approaches possible in a foreign language context is another
issue? Going back to the shared ground for both free voluntary reading and extensive
reading, we may find two principles: One is that readers can choose what they like to
read, and the other is that readers read abundantly. This is the theoretical base for this
study: Finding out the materials interesting to students in order that both free
voluntary reading as well as extensive reading can be made possible. It is hoped that
through this study, materials appealing to learners can be found and learners’ attention
can be drawn because they are interested in the materials, for the attention readers pay
to particular elements of the text is associated with interest [12][13][14].

1.4 Situational and Individual Interest

Interest can be divided into two alternative characterizations: situational and
individual or personal interest [1]. Situational interest is centered in the immediate
environment and is typically regarded as transitory or fleeting [4]. Because situational
interest entails getting learners’ attention and keep them excited or enthused, it can be
a positive influence in students’ text-based learning. As to individual or personal
interest, it is enduring and reaches into an individual’s cognitive and affective nature
[2][4]. Individuals’ vocations and avocations are indicative of their personal interests
[11]. Moreover, these deep-rooted interests are strongly associated with self-concepts
and self-schemata [3]. It is the second type of interest that this study is searching for.

1.5 Grounded Theory

Grounded Theory comprises a systematic, inductive, and comparative approach for
conducting inquiry for the purpose of constructing theory [5][6]. It can be divided
roughly into three main stages: open coding, axial coding, and selective coding. In the
stage of open coding, researchers are fracturing and analyzing the collected data. The
core category or related concepts tend to emerge from the data collected in this stage.
And then through theoretical sampling and selective coding of data and constant
comparison of incidents or indicators in the data to elicit the properties and
dimensions of each category, the theoretical saturation of the core and related
concepts tends to be achieved. It is this constant comparing of incidents that an
interchangeability of indicator can be obtained, which means that no new properties
or dimensions are emerging from continued coding and comparison. At this point,
since the theoretical situation of the concepts has been achieved, the researchers shift
the attention to the emergent fit of potential codes that make the conceptual
integration of the core and related concepts to produce hypotheses that help explain
relationships between concepts, which accordingly accounts for the latent pattern of
social behavior that form the basis of the emergent theory.
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1.6 Text Mining

Text mining is a process to acquire high-quality information from text. High quality
in text mining usually refers to some combination of relevance, novelty, and
interestingness, which is typically derived through the divining of patterns and trends
by means of statistical pattern learning. Text mining involves the process of
structuring the input text, which refers to paring, along with the addition of certain
acquired linguistic features and the removal of others, and subsequent insertion into a
database. Typical text mining tasks include text categorization, text clustering,
concept or entity extraction, sentiment analysis, document summarization, and entity
relation modeling.

1.7 Slow EFL Learners

Participants are 83 university students who took second-year English reading course
in the summer session. This is a make-up class for students who have failed in regular
semesters. Most of them took this course for second time, and part of them even takes
the course for more than once. This is the reason why we call them slow learners.
Their linguistic competence is not good, nor is their general knowledge of the world.
Because of the lack of their linguistic competence, they find it hard for them to read in
English. Grabe [9] argued that readers will employ the schemata or background
knowledge acquired in the first language to read in a second or foreign language when
their “level of second language (L2) proficiency has been developed first so that first
language (L1) academic language abilities can more readily transfer and have an
impact on L2 reading (pp. 145-146)”. Interest and motivation are two other factors
which will influence readers’ willingness to reading. If readers are interested in
certain topics, they tend to read them regardless of their poor language ability, for
interest helps ease their difficulty with the language and makes extensive reading
possible. In other words, with interest, readers may read for pleasure, information, and
solving problems [10].

2 Procedure

Eighty three students are asked to write out their idea on two questions: Do you like
to read? If you do, what do you like to read? Students answered these two questions in
Chinese for around three paragraphs within an hour. After they have finished writing
up their answers to these two questions, the data were collected and typed
accordingly. Then open coding was conducted. In this stage, the researcher was
fracturing and analyzing the collected data. First of all, terms related to topics and
genres which appeal to learners are kept and conceived of as meaningful concepts.
For example, terms such as novels, magazines and comic books are kept and taken as
subcategories of genres. Additionally, reasons for the preference for certain types of
genres or topics are also kept in order that new, interesting and novel scenario can be
discovered. After this process, axial coding has been administered to find out new,
interesting, and novel storylines which are embedded in the data collected. Finally,
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selective coding was conducted to find a scenario which is interesting and novel for
the whole data collected.

3 Findings

By means of the application of human machine interaction, via three-stage coding
process derived from the grounded theory, and through the employment of VFT
Textmining System, we obtained four figures. They are shown as follows:

enre}

comicbooks madzines novels

(topic)

travel hislépét sL—fi detective romance

Fig. 1. A whole view of the extracted data

From the first figure, we may clearly observe that novels, magazines, and comic
books are the main three categories which appeal to slow EFL university learners.
These three categories can be referred to as the subcategories of genres. In other
words, genre is the superordinate of novels, magazines and comic books. Also, we
may see that novels have two subcategories: romance and detective. As to the
subcategories of science fiction, sport, history, and travel, we are not sure whether
they belong to the categories of novels or magazines. We cannot figure them out until
we go on to observe the second figure.

[reason]

Fig. 2. Subcategories of novels
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From the second figure, we may see that novels include such subcategories as Harry
Potter, detectives, adventures, science fictions, fantasies, martial arts, romance, and
crossing boundary. From this figure, we may find that science fiction belongs to the
category of novels, and the rest of three subcategories (travel, history, sport) found in
the first figure remains unidentified. Before we move on to find out the result, we want
to point out two interesting discoveries. One is that students like to read Harry Potter;
the other is that such Chinese authors of martial arts as Gu Long and Jin Yong are
popular with students. Another Chinese author of science fiction, Ni Kuang was also
admired by students. There is another finding that some students like to read so-called
‘crossing-boundary novels’, which is actually a kind of Internet novel mixed with the
elements of martial arts, romance and fantasy. By utilizing this figure, we may come to
a conclusion that the subcategories of science fiction and history are connected to the
category of novels. Obviously, the category of magazine covers the subcategories of
sport and travel.

[=] Information

]

Fig. 3. Subcategories of magazines

In the third figure, we may find that below the category magazine, there are various
kinds of subcategories such as newspaper, finance, computer, clothing, aquarium,
basketball, Global Village (a kind of language learning magazine in Taiwan), travel,
cuisine, National Geography, National Basketball Association, sport, physical
education, music, and Chinese Professional Basketball. Of them, sport and travel are
two main subcategories. We can roughly divide these subcategories into three items:
information, pleasure, and others. Information covers items such as geography, global
village, aquarium, travel, cuisine, National Geography. The items of pleasure include
sport, major league, National Basketball Association, news, finance, computer,
clothing, and basketball. Others contain such items as music, books, physical
education.
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{genre}

mic books

[feason]
Fig. 4. An association map built based on the main category of comic books

There is no subcategory derived from the treated data, since students just
mentioned comic books and the subcategories were not further elicited.

4 Discussion

As far as genre is concerned, novels, magazines, and comic books are the three main
categories which appeal to students. When we take close look at these categories, we
may find that in the category of novels, students like to read something about romance,
detective, sci-fi, and history. In the category of magazines, students prefer sport and
travel. For students who like to read novels, we may find a phenomenon that they like to
read them both in traditional written form (namely books) and in the virtual world.
Harry Potter and martial arts series are the ones in the traditional written form, and the
so-called “boundary-crossing novels’ are the combination of martial arts, romance, and
fantasy, which are shown in the virtual world, that is, on the Internet world. This is a
reflection of the computer generation, in which virtual worlds are created for people to
fulfill some of their dreams which they fail to achieve in the real world.

Of all the subcategories connected to the main three categories (novels, magazines,
and comic books), crossing boundary is the one which worth noting for the following
two reasons. Firstly, it is at least new to me, even though I have been teaching English
for almost 23 years. Secondly, crossing-boundary is a byproduct of the computer
generation for it is a combination of romance, martial arts, and fantasies, which is
presented in the virtual world. We may refer this phenomenon to the easy
accessibility to computers. People increasingly count on computers for the
management of their daily routines. They may read on the Internet for a variety of
materials. Crossing-boundary novels in the virtual world are the reading materials
appealing to university students. As teachers, it is one of their jobs to understand their
students’ interest so that they may provide their students with reading materials they
are interested in.



84 Y.-C. Lin et al

From both categories and subcategories derived from this study, we may come to a
conclusion that learners are interested in reading for either information or pleasure.
For example, in figure 3, we may find that the subcategories of magazines can be
roughly divided into three items: information (including geography, Global Village,
aquarium, travel, cuisine, and National Geography), pleasure (including sport, ML,
NBA, news, finance, computer, clothing, basketball, and others (including music,
books, physical education). In the first sight, learners just read for information and
pleasure, how can they improve their language ability? The answer is definitely
confirmed by Krashen [10], for he argues that reading makes learners not only acquire
the general knowledge of the world but also learn the language subconsciously.

Furthermore, from the following frequency table which is derived from the third
figure, we may see the frequency of the items under the information category. The
frequency for travel is 9, cuisine 5, aquarium 4, national geography 3, global village
2, and geography 2. When choosing teaching materials for learners to read, we should
take the frequency of the items into consideration. Especially, when all the topics
cannot be adopted in a time, we should cover the one or ones whose frequency is or
are higher than others.

Table 1. Frequency table of the term under the category of information

Term Frequency
travel 9
cuisine 5
aquarium 4
national geography 3
global village 2
geography 2

S Limitation of the Study

The data collected in this study was limited, for the 83 students were from a class in a
university in Taiwan. Even though they were slow EFL learners as stated above, they
were actually not the whole population of a kind in Taiwan. However, the data
analyzed are still worth paying attention to, for they stand at least for certain portion
of learners who express themselves directly concerning their preference for the topics
and genres when they read. Of course, more extensive and multi-dimensional
sampling is needed in order that the theoretical saturation can be achieved.

6 Further Study

Finding out the interesting topics or genres for those slow learners is the first step to
get slow EFL learners involved in the learning of a second language. However, it is
not sufficient for language teachers to simply provide their students with the materials
which appeal to their students. As is the case when teachers provide students with the
topics or genres which students are interested in, students still find themselves
unwilling to or incapable of reading the materials provided by the teachers because of
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too many unfamiliar words, phrases or sentence patterns they encounter while they
are reading. It is a further study for researchers to search for materials which are
within students’ language ability, especially within students’ word power. When
learners read what they like to read and read without frequently stopping to look up
unfamiliar words, they may read fluently. When they read fluently, their interest in
the activities of reading may be stimulated. When students are interested in reading,
they may read abundantly. When students read abundantly, the essence of extensive
reading advocated by Bamford, Day and Krashen can be achieved. When students
read extensively, the ultimate goal of reading for pleasure, information, and general
knowledge [10] can be made possible.
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Abstract. For most designers, freehand sketching is the primary tool for
conceptualization in the early stage of the design process. However, existing
education programs on concept presentation techniques rarely emphasizes the
practicing of two most fundamental geometric shapes - cube and cylinder. Lack
of correct reference and proper training, students often end up with
disproportioned sketches that deviate from common visual experience which
would lead to misunderstanding of original design.This research developed a
computer-assisted cube sketching instruction platform for novice, with which
users can practice correct cube sketching using freehand skills or digital devices
for self-improvement. This platform can provide instant corrective feedback
and demonstrated 19% sketch accuracy increased relative to the control group
in a series of experiments. Based on the successful experience, a cylinder
training program is under development. The ultimate goal of which is to
develop a comprehensive CAI platform to help novice improve their skills by
self learning and correction.

Keywords: CAI, Perspective sketching, Self-instruction, Geometric sketch
practice.

1 Introduction

Freehand sketching has long been recognized as an indispensible element in product
design and development. Sketches can provide the designers with visual clues that
inspire creative inventions, generate new information, and expand mental
imagery(Goldschmidt, 1991, 1994). Akin in his 1978 article pointed out that sketches
can help designers adjust and synthesize ideas in the problems solving process. In
fact, sketches facilitate the visual search among alternative options and the
exploration of design concepts.

In a common instructional curriculum for sketching, students often starts with
simple but fundamental geometric units before developing the sketching skills for
complex shapes (Henton, 1980). Each and every complex shape can be treated as
dissected or stacked cubes (Liu, 1997). Therefore, the cube is the most fundamental
shape in design. Errors of perspective cube sketching can be broken into 7 types: 1)
askew vertical line, 2) anti-perspective, 3) askew horizontal line, 4) beyond cone of
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vision, 5) excessive vanishing points, 6) proportion maladjustment, and 7) vanishing
lines in parallel (Luh and Yang, 2002).

However, the lack of an accurate mechanism for inspecting student sketches and
providing a geometrically correct solution as reference means that even instructors
and professional designers can only correct and offer suggestions to their students
based on their experiences. Discrepancies between such feedbacks and truly accurate
solutions cannot be readily determined unless the sketches are inspected individually
using the perspective principle.

Most existing sketch related CAI systems research focus on fundamental
knowledge instruction including basic perspective, two point perspective, light-
shadow perspective, and geometry perspective(Wu, 19980 Hong, 20000 Lin,
20040 Lin, 2004). These systems often concentrate on repetitive and fixed materials
so the students can study the knowledge-based subjects after school, and find
textbook solutions in standardized databases. Such CAI systems provide learning
opportunities unconstrained by time or space, and can therefore provide substantial
educational assistance where resources are severely lacking.

Motivated by the fundamental relationship between freehand sketching and
perspective as well as CAI systems’ potential to achieve active learning and compensate
for limitations in educational resources, this research identifies the specific needs of
sketch learning and incorporates them into a software instruction system. The resulting
product utilizes two point perspective as the fundamental principal, focuses on the cubic
shape as its subject, and demonstrates the ability to inspect and offer revision
suggestions to users’ sketches, thus providing real-time error detection and customized
feedback to assist users in self-directed active learning.

2 Reversed Perspective Approach

The basic components of foot-point approach two-point perspective drawing includes
(Figure 1): from the top view, the location of picture line (PL) (to simplify, PL in the

0

Fig. 1. The foot-point approach two-point perspective
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figure is aligned with the front edge of the unit to maintain its actual length), unit
length (L), rotation angle (R), station point (S), and the length between PL and the
viewer (segment length of SA); from the side view, the locations of the horizontal line
(HL) and foot-point (FP), and the distance between the object and the viewer’s eye
(E) or foot-point (in this case the unit is placed on the ground).

In accordance with the above drawing information, reversed drawing process
(Figure 2) is listed as follows:

1. Extend perspective line to obtain vanishing point (LVP). From point LVP, draw
horizontal line HL perpendicular to the front vertical line AB; extending line bh
results in the vanishing point on the other side (RVP).

2. The cone of vision can be defined by drawing a circle with a radius of half the
length between two vanishing points. The station point (S) can be identified by
extending the front vertical line AB to the circle of the cone of vision.

3. If there exists a picture line (PL) which is parallel to the horizontal line HL, the
front vertical line AB extension intersects with the picture line PL at point X. Draw
two line segments XY and XW, with lengths identical to that of line AB, parallel to
line SRVP and line SLVP respectively.

4. Extend line CD to intersect with PL at point J; draw line W] to intersect line AB at
the standing point (SP)

5. Line SPY intersects with picture line PL at point K. The vertical line of point K
intersects with line BH at point H’, which is the correct location of point H. Follow
the same method to define the correct location of point G.

6. The intersection of line G’RVP and line CLVP is the correct location of point E,
while the intersection of line DRVP and line H’'LVP is the correct location of
point F.

Fig. 2. The reversed two-point perspective approach
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3 System Components and Interface

3.1 Introductory Training Program

The development principle for this program is “Observe and memorize.” By
providing a verity of reference images for the user to observe and sketch, this program
develops the user’s observation, hand-eye coordination, and visualization ability for
cube sketching. Based on the cone of vision, the program offers five horizontal
rotation angles (15, 30, 45, 60, and 75) and five vertical rotation angles (30, 15, 0, -
15, and -30), for a total of 25 three-dimensional views of an orthogonal cube. This
helps the user develop accurate spatial understanding of a cube.

After starting the introductory training program, the user can choose the cube he or
she wants to practice with, specified by the horizontal rotation angle A and vertical
rotation angle B, from the upper left-hand corner of the reference image panel.
Clicking on “Load Reference” would bring up the chosen cube to the right-hand field.
The user can also hide the reference image by checking “Hide Reference”; this can test
the user’s memory, visualization, and understanding of the cube. Based on personal
preference, the user can choose the input method (digital pen or conventional pen) to
sketch the chosen cube in the specified field. After sketching the cube, the user can
compare the sketch with the correct solution by checking “Correct State” and clicking
on the reference vertices of the sketch and the reference image (i.e., points A and B and
points a and b in Figure 3(a)). If the user clicks on “Call Image” when “Show Map” is
checked, the correct solution and the freehand sketch would then superimpose on one
another for comparison and correction (Figure 3(b)). After making corrections, the user
can then click on “Clear Stage” to clear the image for the next training lesson.

5
b //
e -
LT e
o & o
L o
(@) (b)

Fig. 3. The operating interface of the introductory training program: (a) input the reference
vertices of the sketch and the reference image; and (b) the superimposition of the correct
solution and the freehand sketch
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3.2 Advanced Revision Program

The development principle for this program is “Visualize and Verify.” The user can
specify the perspective angle of the cube, let the system detect and point out errors,
and construct accurate images as references. The objective is to enhance the user’s
accuracy in sketching cubes from imagination.

After starting the Perspective Practice revision program (Figure 4, left), the user
can first adjust the error tolerance based on his or her skill level or need. This can be
done by adjusting X (askew angle of the vertical line), Y (tilt angle of the horizontal
line), and Z (vanishing line error quotient). The user can then sketch a cube from
imagination onto the drawing field, and check “Locating Spot” to mark the eight
reference vertices (Figure 4, middle) before clicking on “Correcting.” The program
would then identify errors with red lines and/or descriptions, and offer revision
suggestions/instructions in the yellow “System Message” box on the right-hand
corner of the screen. The user can also check “Hide Message” to practice his or her
ability to identify errors without assistance. After inspecting the sketch, the user can
click on “Clear Stage” to clear the image and decide whether to adjust any program
setting. The process can be repeated until the user makes no error outside of the
specified error tolerance.

Once the sketch passes error inspection, the user can click on “Re-standardize” to
reveal the correct solution superimposed in blue lines (Figure 4, right) for detailed
comparison and further modification. Finally, the “Calculate” function allows the user
to calculate the area of the sketched cube, and the percentage of sketching error. The
user can save the data for future reference or analysis by clicking on “Save Data.”

Fig. 4. The operating interface of the advanced revision program: Advanced program setting
options; reference vertices marking and revision instructions; superimposition of the correct
solution shown in blue

4 System Effectiveness

This study analyzed the Experimental Group’s drawing ability before and after the
experiment. The percentages of error were summed up into cumulative percentage of
error, and both cumulative percentage of error and percentage of accuracy pre- and
post-experiment were compared through Paired-Samples T Test. As summarized in
Table 1, both cumulative percentage of error and percentage of accuracy were
significantly improved (Sig. < 0.05), indicating that the CAI system is effective in
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reducing students’ errors in sketching cubes. Comparing the percentages of accuracy
pre- and post-experiment (0.15 and 0.34, respectively), the study showed that this
CAI system improved sketching accuracy by 19%.

Table 1. Experimental Group’s cumulative percentage of error and percentage of accuracy
before and after the experiment

Average t Sig. (2-tailed)
Cumulative percentage of Pre-experiment 207 -3.336 0.004
error Post-experiment 1.17
Percentage of accuracy Pre-experiment 0.15 -2.579 0.020
Post-experiment 0.34

5 Conclusions and Suggestions

The current research develops a computer-assisted instruction (CAI) system based on
foot-point approach two-point perspective. The system is capable of identifying
sketching errors and providing revision suggestions, and the teaching experiment has
arrived at the following three conclusions:

1. This research has developed a CAI system suitable for technical training; the
system can provide correct reference solutions and revision suggestions, enabling
effective learning through the system.

2. This system employed reversed perspective approach to derive technical drawing
from perspective drawings, and subsequently reconstructs correct perspective
reference solutions for users to compare and revise their sketches. Experimental
results demonstrated the feasibility and effectiveness of this approach.

3. When the CAI system developed in this study was tested in a learning experiment,
the Experimental Group improved sketching accuracy by 19% (2.35-fold higher
than the pre-experiment accuracy), and demonstrated significant improvement
compared to the Control Group.

This study is an initial attempt to develop a CAI sketching system and determined its
feasibility, practicality, and effectiveness in technical education. As such, the system
developed in this study focuses on the training of two-point perspective cube
sketching. To advance this effort, the program can be expanded in the future to
include cylindrical, conical, pyramidal, and other geometric shapes, making the
training system more comprehensive, and effectively enhance the program’s function
and the users’ learning experience.
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Abstract. We are developing a social networking site for the purpose of support
for a reading habit development. To support the habit development, it is
necessary to grasp the state of the user's reading in real time. However, letting a
user register every reading history is a big burden for the user aiming at the
habit development. Therefore we have developed a bookmark-style reading
history logger device using Eye-Fi and PSoC. The bookmark device has a
function to register the reading date/time information to any photo-sharing site.
Our social networking site for a habit development can get the reading time by
checking a web feed of the photo-sharing site.

Keywords: Habit Development, Reading, Logger, Peer Mentoring.

1 Introduction

Development of learning habit and improvement of learning motivation are important
in self-directed learning activity. Activity of reading books is a one of self-directed
learning activity. We focus peer mentoring[1] utilizing interaction-centered model in
motivational design[2], and intend to design an environment for activities of peer
mentoring. We aim to support development of learning habit with peer mentoring,
and are developing an environment for peer mentoring on a social networking site.
Gathering a state of the users is required to peer mentoring. However, it is nonsense
that the user who wants to develop the reading habit records the history at every
reading. Therefore our study considers a method to get the reading histories in some
electronic book readers (e.g. Kindle, iPad) and traditional paper media books [3][4].

2 Reading Habit Development with Peer Mentoring

We have focused on a peer mentoring method which habit development applicants
make mentoring with each other. Figure 1 shows peer mentoring. The applicant must
observe a partner and grasp the state of the partner to comment to the partner in order
to perform mentoring. However, it is impossible that the applicant always observe the
state of reading of the partner in the case that the object of habit development is
reading. They cannot give them appropriate advices with each other. Therefore we
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have proposed a peer mentoring system on a social networking site as shown in figure
2. The habit development applicant records one's reading history in the system as log
instead of observing the reading state of the partner and record. The system analyzes
the log and measures the appropriate timing for advising. If the appropriate timing
comes, the system shows the reading state of the partner and gets the applicant
advises the partner. We know that when learners are conscious of the existence of
their familiar person, they can maintain their motivation in early learning activity[5].
The system does not show some automatic generated sentences as advice to the
applicant because the repetition of generated advices without warmth negatively
influence their motivations.

Observation

State Analysis )

S
5 e
( Advice o0 S — Anag
o w Vi
Peer Mentoring System

o
» Advice :)

Applicant ( State Analysis Applicant 2
foor . for Advice
) Observation " ; , . .
Habit Habit Applicant for Applicant for
Development Development Habit Development Habit Development
Fig. 1. Peer Mentoring Fig. 2. Peer Mentoring System

3 Reading History

3.1 Reading History for Supporting Reading Habit Development

Ideally, we should get the reading history which has Five W’s and One H. Example:
{Who: Ichiro Tanaka. When: one hour from 19:00 on 7" July 2010. What:
“Introduction to Statistics” (ISBN: xxxxxx), pages 15 to 80. Where: the library of
xxxx University. Why: to write a report for the lecture of statistics. How: while taking
the memo.} For supporting reading habit development, the required information
should be for confirming whether or not the user read a book. That is we must get the
user information (who) and time information (when). The requirements for getting
time information are able to get start (restart) and finish (abort) time automatically
and promptly.

3.2 To Get a Reading History

We consider to get reading history in paper media books, because electronic book readers
are unfamiliar and there are few digitalize book data. It is difficult to get a reading
history except time information from paper media. We propose a bookmark-style
reading history logging device for getting automatically the start time and the finish
time. This device is used like an original bookmark and held between the pages of a
book. It detects opening and shutting of the book and records the time as start time
and finish time of reading. Therefore it can record automatically the time of reading
without user's operation. Furthermore it can get the information promptly if it uses a
storage that has a wireless communication function.
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4 Prototyping a Bookmark-Style Reading History Logging
Device

We have prototyped a bookmark-style reading history logging device for getting a
reading history on a paper media book. It detects opening and shutting of the book by
an optical sensor (CdS cell). The end of the sensor connects with tied optical fiber
because the sensor has thickness. As shown in figure 3, a bundle of optical fiber is
laid slimly and closely together. This thin part is tucked into the book. This bookmark
device does not detect a light while into the shut book, but can detect it while opening
the book. At this time, the microcontroller writes the time, as the reading time, onto
Eye-Fi SD Card. The microcontroller embeds the reading time, as Exif metadata
format, in a dummy picture file, because the Eye-Fi has a function to upload

Fig. 3. Reading History Logging Device (front side and back side)
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Fig. 4. Extracted Exif Data from a Dummy Picture on a Photo-Sharing Site
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wirelessly and automatically photo files. When the dummy picture including the
reading time is written in the Eye-Fi, in the enabled wireless LAN area, the Eye-Fi
card uploads the picture to any supported photo-sharing website automatically. The
photo-sharing site that received the dummy picture should probably be able to extract
the Exif data from the dummy picture (figure 4). It can be got the reading time
information that is included in Exif data by checking a web feed of the photo-sharing
site.

S Summary

Although our prototyping device can only record user's reading time, it is used like an
original bookmark, and can record automatically the time of reading without user's
operation. We have confirmed that our social networking site that is for supporting
reading habit development can get automatically users' reading histories that were
recorded by the prototyping device. We think that data logging using Eye-Fi like our
method is useful for other data logging like a lifelog.
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Abstract. The purpose of this study is to develop a drawing learning support
system using a networked environment. In this paper, first, we show the outline
of the online drawing learning support system. Second, we describe the drawing
process model that support individual drawing learning. Finally, we show three
examples of learning with our system.
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1 Introduction

Art education in a networked environment has been introduced recently. However,
there are some limitations in the functions and content of tools for basic skill learning
such as drawing, painting, and sculpturing [1]-[3]. Drawing is one of the fundamental
skills in art education. All beginners must acquire these kinds of skills first [4]..
Learning related to art requires repeated practice with a trial-and-error process [5],[6].
Therefore, to learn drawing is categorized as skill-learning [7]. In this type of
learning, novices cannot recognize whether or not they draw correctly and
appropriately.

The purpose of this study is to explore a support system for beginners in drawing.
In this paper, we show learning flows in our system, then we describe some examples
of learning with our system.

2 Online Drawing Learning Support

2.1 Learning Flows

In this study, the learner's drawing process that is recorded by a digital pen is reused
in order to replay learner's drawing process [8]. A learning activity is started after the
tutor defines a learning task in the learning management system (LMS). The
following flows are ideal learning processes in our learning environment shown in
Fig. 1:
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1. A learner draws his/her work.
2. Both of the learner’s drawing process data and his/her work are registered in the
LMS.

’/LMS for Drawing Learning

Tutor

P Re\rfewivr;g:.:amer's #

L g picture,
' Urawing Drawing

Process Data

5 . : -

Auto-evaluating .ingﬁr chion. ] C) !
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Drawing
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&

Fig. 1. Learning flows with the proposed system

[Interaction with Learner and Tutor via System]

3. A tutor evaluates the learner's work by replaying the learner's drawing process,
then the tutor gives some advice on both the learner's drawing process and his/her
work.

4. The learner takes the tutor's comments about his/her own drawing process and
work.

[Interaction with Learner and System]

5. The LMS diagnoses the learner's drawing process based on the drawing process
model (DPM) and the instructional rules that are defined by tutors.

6. The learner is given an auto-evaluated result from the diagnosis.

2.2 The Drawing Process Model

Our system arranges the learners' drawing processes by using the drawing process
model (DPM). The DPM is developed by an inference engine that is able to detect
three drawing phases. This model consists of 3 types of parameters. They are the
drawing step, the drawing phase and the features of the drawing strokes. Fig. 2 shows
an outline of the DPM.

Seven Drawing Steps. In an interview with five art experts, we collected the drawing
processes of experts. Then, we formulated the seven step model as a hypothesis for
simplification of an artist's drawing process. The contents of each step are shown in
the lower part of Fig.2.

“Drawing is seeing”[9]. Hence, the first step is to carefully observe the drawing
subject. The relationship between the light source and the drawing objects is also
checked in this step. In step 2, the relative locations of the objects are confirmed
based on the vanishing points. In the next step, the composition of this picture is
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defined. The drawing area is fixed on the drawing paper. In step 4, the outlines of the
drawing subject are expressed in simple lines in a balanced way. The rectangle, the
oval, triangle, straight line, and simple curve are used consciously in this step.
The size, the location, and the direction of each object are also pictured in this step. In
step 5, shading is added. Various values of light and dark are expressed in the
drawing. The shading techniques become complex for a square pillar, a cylinder, and
a sphere in this order. Shading should be added first to objects whose outline shapes
are square pillars, second to cylinder shapes and then finally to spheres. In step 6, a
learner checks the material of each object, and then expresses its texture in the
drawing. Finally, the finishing touches are added. A learner draws details of each
object. The balance of the total subject is also considered in this step.

n = Carefully observing to see the drawing subject.
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Fig. 2. The drawing process model

Three Drawing Phases. We found three different drawing phases from quantitative
investigations of the time variation in the drawing strokes and the pen pressures of a
digital pen used by art experts. The left side of Fig. 2 shows the features of strokes
and pen-pressures of the drawing process. The features of each phase can be
described as follows:

e Phase A [Outlining]: A learner interprets the drawing composition and the outline
of the whole object by using simple lines to define the proportion in a perspective
way.

e Phase B [Shading]: A learner draws the drawing subject totally and adds shade for
whole parts.
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e Phase C [Texturing]: A learner adds the texture of the subject in detail. He/she
fixes the balance of the subject on the drawing paper.

The boundary of each phase in the drawing process is determined mainly based on the
changes in pressure. In this study, the state of the pressure changes in writing a stroke
of a drawing is called "changes in pressure". In an ideal drawing process, the artist
outlines the motif in the first stage of his/her drawing (see Step 3 in drawing steps). At
this stage, an ideal artist draws a rough line using low pen pressure, and draws the
outline of motif using a high pressure line. Therefore, the pressure at this stage tends
to be lower, and the state of change is not constant. So, the drawing section which
satisfies the following three conditions is identified as Phase-A.

— There are multiple sections where the average pressure is zero or close to zero.

— The state of pressure change does not tend to be constant.

— The ratio of the area of the drawing in that section to the area of the final draw is
more than 75%.

The process parts for Phase-B and Phase-C are selected from the whole drawing
process other than the section which is assigned to Phase-A. At first, our system
divides the selected parts into 10 blocks in the same time span. In each block, if its
state of pressure change does not show a constant tend, the block is assigned to Phase-
B. Also, if it shows a constant trend, the block is assigned to Phase-C. Then, the
sequential blocks in the same phase are grouped. Two division lines that are detected
by these rules are shown in the squared areas in the left part of Fig.2.

Seven Parameters for Drawing Stroke Features. We have to define concrete and
objective features of each phase in order to define these three phases of the drawing
process. The left part of Fig.2 shows the quantitative features of these phases. Seven
parameters are shown in this table. They are the number of strokes, the stroke
pressure, the changes in pressure, the line types, the degree of assembled stroke size,
the dispersion of the drawing area, and the ratio of the drawing area. The number of
strokes and the pen pressure are relative values in the drawing process. The size and
the dispersion of the stroke sets are relative values on the drawing paper (or entire
drawing area)

Each parameter is expressed in more than two levels. The number of strokes is
expressed as small, medium, or large. The pen pressure is expressed as low, medium,
or high. The changes in pressure are expressed as non constant or constant. The line
types are point, straight-line, simple curve, or complex line (includes curve). The size
of the stroke sets is large or small. The locality of the stroke sets is sectional or total.
The ratio of the drawing area is high or low.

2.3 Drawing Evaluation with the DPM

Fig. 3 shows a drawing process viewer that our system provides. The upper part of
this viewer is an area for replaying the drawing process and showing the instructional
information. Two types of advice are added in this drawing. These are an instructional
comment and an instructional drawing. The former is shown in the timeline bar in the
viewer. A comment is linked to a specific point in time when the learner performs an
inadequate drawing action. The latter is also connected to a point in time. In this case,
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an instructor adds red lines to point out error cpositions, and adds the comment
"represent the outline of the vase". The lower part is a graph area. This area includes
six graphs that indicate the seven features of the drawing process. They are the
number of strokes, the pen pressure, the line types, the size of stroke sets, and the
drawing locality and ratio of drawing area.

s i sl s e s P

[Area for

[Instructional comment | Drawing

[Instructional drawing | sy

[Instruction points]

[Six Parameters]

Number of Stokes

Pen Pressure

Line Paint.  Slraight ling,
TYPES | Complox fine.

[Graph Area]

L Ratio of Drawing Area

Fig. 3. An example of the drawing process viewer

The red arrow on the far left shows the first instructional comment for this
drawing. Learners obtained the following advice from our system: "Draw some
simple curves with high pen pressure to express the outline of the subject. Observe the
drawing objects more carefully. Capture each object as a simple configuration.”

3 DPM-Based Drawing Learning

3.1 Classroom Learning Support

Fig. 4 shows the drawing learning support functions of our system. Learners upload
their drawing process data to our system after their drawing. The tutor of this class
and all of the class members are able to access the portfolio pages for today's results
(Fig. 4 upper left). A member of this class is able to refer to the drawing pictures and
these process data in this portfolio. A drawing process viewer page is shown to
him/her when a learner chooses a learner's drawing result (Fig. 4 upper right). A
learner can replay the drawing process from anytime. This viewer is able to show
graphical evaluation results for six parameters in time series graphs.

Our system generates some advice for the drawing process based on these results.
The tutor's comments are also confirmed on this page. The evaluation results from
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both the system and the tutor are added to the time series. The learner can recognize
which points are wrong and correct the drawing.

Referring to experts' and others' drawing processes helps a learner understand the
advice from the system and the tutor. Moreover, comparing one's drawing process
with others could help them find new techniques and/or drawing methods. Learners
hand in their drawing processes and then obtain the tutors' feedback as individual
learning support tools (Fig. 4 lower part).
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- ; . o %
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= = o S
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Fig. 4. The drawing learning support functions

3.2 Individual Learning Support

Overview. This function is used the between the time when a learner finishes his/her
drawing and the time when a teacher gives this learner some direct instructions. To
support the individual drawing learning, learners' drawing processes are analyzed
based on the DPM. At first, our system separates the learner's drawing process into
three drawing phases. Then, the geometrical features of each phase are compared with
the DMP. Based on this analysis, our system generates advice for that learner.
Timing and content of that advice are determined. There are two types of advice:
instructional comments with short sentences and the instructional drawings as models.

Supporting functions. The supporting functions for individual drawing learning are
as follows:

— Replaying one's own drawing process.

— Synchronous replaying of one's own drawing process with those of other learners /
art experts / instructors.

— Showing the location of the 3 drawing phases in a learner's drawing process.

— Total advice comments for the whole drawing work.

— Instructional comments and drawing for a sectional drawing.
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— Introduction to some drawing techniques and exercises which should be mastered
by this learner.

— Introduction to the drawing work of other learners / art experts / instructors as a
model.

Educational Effectiveness. The educational effectiveness of those functions was
examined at an art school. The subjects were 18 students who had been at the school
for 1 month. The knowledge and experience about drawing for each student was
different. From the preliminary survey, we found that the 15 students were beginners.
The subjects were asked to use our tool for a month for their individual learning. The
frequency of use was not specifically mentioned.

In this experiment, we focus on the appearance of Phase-A in the learners' drawing
processes. Phase-A is the most important part to sketch a motif. However, many
instructors in art school do not tend to teach this matter explicitly to their learners.
Before this experiment, Phase-A appeared in the drawing processes of 3 students who
were not novices. The drawing processes of the other 15 students, by contrast, did not
show Phase-A. The works in Fig. 5 are the final drawings of two students whose
drawing process does not have Phase-A. Fig. 6 and Fig.7 show the drawing results in
each phase of these students. The upper part of each figure shows a graph of the
changes in pressure in a time-line and the detected phases. The lower part shows
drawing results in each phase. In those results, two problems can be point out.

— Learners wrote some clear lines with high pressure from the beginning.
— Learners did not draw the whole shape of the motif at the beginning.
Thus, this learner was trying to show the form of a motif immediately.

During the experiment, our system checked for the appearance of Phase-A. If Phase-
A did not appear, some text comments (for example "You should learn the.
techniques so as to form a composition by drawing a simple shape.") are given to the
learner at an appropriate time. The system also introduces a link to the related
exercises. In these exercises, a learner is asked to draw some lines with the indicated
pen pressure, and/or to draw the whole outline of the motif with low pressure. At the
same time, the system suggests to refer to an expert's drawing process to form the
composition in simple shapes.

Subject-1 Subject-2

Fig. 5. The final works prior to the experiment
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6]

Phase B Phase C Phase B Phase C Phase B Phase C

Fig. 7. The drawing results in each phase prior to the experiment [Subject-2]

After the 1 month experiment, in 6 out of 15 students whose drawing process did
not include Phase-A, a section of Phase-A began to appear in their work. These
students certainly used our system in their individual learning. The other 9 students
could not draw an outline of the motif at the beginning of their drawing yet. The
frequencies of use of our system were lower than the students who were able to
improve their drawing. Fig. 8 shows the final works after the experiment. Fig. 9 and
Fig.10 show the drawing results of each phase for two students (the same students as
Fig. 6 and Fig. 7). The qualities of the final works are not high (almost the same level
as 1 month before), but in these results, learners try to make the outline of the motif
using low pressure at the beginning of their drawing. The following comments were
collected from the subjects after the experiment.

— I can replay my own drawing process by using this tool, so I can carefully and
repeatedly check my bad habits.

— I can view and replay the drawing processes of others, so I can better understand
the necessary techniques.
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— The timing of advice and the timing of bad drawing is synchronized, so I can easily
recognize my drawing points which need amendment.

From these results, we can see the potential for educational effectiveness of the DPM
based individual drawing learning support.

Subject-1 Subject-2

Fig. 8. The final works after the experiment

Phase B Phasa C PhaseB  PhasaC Phase B

(2] 3)

Phase C ) F‘msz:!.ﬂ

Fig. 10. The drawing results at each phase after the experiment [Subject-2]



106 T. Nagai, M. Kayama, and K. Itoh

4 Conclusion

In this paper, we describe the overview of our drawing support system in a networked
environment, then the concept and the functions of the DPM are shown. Its
application to classroom learning and individual learning are also considered. Finally,
the educational effectiveness of our system is examined. From an experiment with
students in an art school, we can see that our drawing learning support system is
useful if the users are limited to beginners of drawing.

In future work, we will find adequate drawing tasks to suit constraints and
limitations of the digital pen. During the operation of this system in practice, we try to
arrange and revise the DPM and formalize more instructional rules for drawing
learners.
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Abstract. This study aims to explore how EFL college students perceive some
educational computer programs in terms of their effectiveness in learning, their
user friendliness, and the role these computer programs can play in students’
learning process. Online language learning was viewed from a marketing
service perspective. The researcher collected data from the online remedial
English classes she offered. Students taking the course are low-achieving
language learners. Qualitative data were collected from online interactions
between students and students and between students and the teaching assistants
or the teacher, interviews with the students, questionnaires filled out and
documents submitted online by the students. Data collected for the study were
analyzed according to the procedure specified in the grounded theory, including
data collection, note-taking, coding, memoing, sorting, and writing. Findings of
this study showed that there is a gap between how low-achieving EFL college
students and language teachers view computer learning programs.

Keywords: educational computer programs, online remedial English class,
grounded theory.

1 Introduction

In the educational arena, research on e-learning is always done from the teacher’s
perspective. For example, research studies might focus on how a teacher can develop
an online course and how a teacher can interact with students online [1]. This study
aims to explore some issues relevant to e-learning from students’ perspectives. That
is, the researcher intends to investigate how students perceive online learning and how
they use the computer to interact with the teacher, teaching assistants, and their fellow
learners online. By doing so, the researcher expects to bridge the gap between the
teacher and the student.

On the other hand, instead of using the traditional ways of hypothesis-testing in
education, this study employed the grounded theory commonly used in the
management field to allow significant facts to emerge and to generate possible
theories. Looked at from the management perspective, education may be compared to
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business transaction. In this scenario, students may be viewed as customers and online
instruction is the product. As the innovator, the teacher has to be aware of students’
needs in order to meet their full satisfaction. That is, to bridge the gap between
teacher and student, the teacher has to well capture students’ needs, interests,
characteristics, and their interactions online in order to “market” the “online product”

[21(3].
1.1 Background of the Study

Since English proficiency has become more and more important in an age moving
toward a global village, Tamkang University in Taiwan has set a threshold of English
proficiency that requires its students to pass the threshold before they can graduate.
For those who are not able to pass the threshold before they graduate, they are
allowed to take “online tutorial English” as an alternative.

“Online tutorial English” is offered exclusively for those who are graduating and
who have not passed the threshold of English proficiency test. Participants involved in
this study are in different levels and different fields of study. Students may be
enrolled in the class by showing their records of English proficiency test. Students
taking the course meet only in the first week of the semester and the weeks before the
mid-term and the final exam. For the rest of the semester, students study English
online on their own. There are educational computer programs developed for online
learning. The instructor, also the researcher, posted articles on the Web for students to
read each week. Each article is accompanied by a PowerPoint file that list and
explain some vocabulary words, idioms, and sentences. At the end of the file, there
are quizzes, and students are required to do the quizzes online. Students’ performance
of this course is evaluated based on their mid-term and final exam scores, their
responses to the online quizzes, their interactions online, and the length of time they
spend online.

1.2 The Educational Computer Programs and Interactions Online

There are basically three kinds of educational computer programs used in the study,
namely WebCT, Moodle, and the instructional computer platform developed by
Tamkang University. All the three educational computer programs share some
essential functions, namely posting, response, online discussion, submission and
correction of assignments, online testing, grading, etc. At the beginning of the
semester, the teacher posted the class requirements and rules, syllabi, grouping,
criteria for grading, instruction to the use of educational computer program, etc. The
teacher selected articles of different topics for students to read each week. The topics
chosen generally covered sports, entertainment, education, culture, health, business,
technologies, and some global issues. Students had to read 2 or 3 articles on a certain
topic each week. Along with the articles, the teacher also posted a PowerPoint file,
explaining some important vocabulary words, sentences, grammar points, and idioms
and positing quizzes for students to complete online. The time students spent on the
Web was recorded in the program. Students can raise their questions and post them
online whenever they want and every member in the “online community” can respond
to the questions. After reading the articles, students were asked to do the quizzes
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relevant to the articles and submit their answers online. The teaching assistants will
assess their answers and assign a grade to them.

In this research setting, there are different kinds of interaction happening, namely
interactions between students and students, students and teaching assistants, students
and the teacher, students and the computer, and computer and computer. These
online interactions can be great indicators of how students perceive the online course
and how the teacher and the teaching assistants may develop an online course to meet
students’ needs [4].

2 Methodology

The researcher roughly followed the principles of grounded theory to conduct the
research. The researcher first collected data from different sources, namely different
classes of “Online English tutorial”, ranging from 2008 to 2010. The qualitative data
collected included online instructional materials, students’ responses to the online
questions, students’ written interactions with the teacher, the teaching assistants, and
peer students, questionnaires they filled out online, the researcher’s field notes and
observation, students’ written statements handed in to the researcher, and the
researcher’s interview with students. These data were first coded in the open coding
stage. In this stage, the researcher did line-by-line coding and generated some relevant
codes. These descriptive codes were then conceptualized and the number of code was
reduced on a conceptual coding list. In the coding process of moving from description
to conceptualization, the researcher constantly compared between and among
incidents, and the emerging concepts were compared with more incidents. Finally,
emergent concepts were compared to each other. At the same time, the researcher also
did memoing to take some theoretical notes about the conceptual connections between

Table 1. Illustration of Research Paradigm

Online remedial | Teacher Chasm Student
English course
Instructional Online reading Topics
materials materials and reading Level of difficulty
instruction Interests
Reading load
Learning tool WebCT Familiarity with the
(the computer) Moodle program
School-developed User friendly
computer platform Functions available
Availability and | Online learning Time of learning
flexibility (asynchronous) Accessibility
Interactivity online Functions to post and Channels of interacting
respond online with members of the
Contact information online community
Learning outcome Criteria for assessing Value judgment based
students’ learning on internal and external
outcome motivation
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categories. Then, the researcher sorted the memos to allow a theoretical outline to
emerge. As mentioned by Holton [5], this study aims at “explaining” students’ online
behaviors and their perception of online instruction, rather than just “describing”
them.

Based on the coding process mentioned above, the entire research paradigm can be
conceptualized and illustrated as follows:

3 Findings of the Study

Some significant points have emerged after analysis of the data. First, findings of this
study showed that most of the students preferred online instruction to onsite
instruction and that only a small number of older students rather than younger
students would like to have onsite instruction instead. These older students claimed
that they would learn more if they physically attend the class on a regular basis and
listen to the teacher explaining some grammar points. Analysis through different
levels of coding has shown that older students tend to value classroom learning
because they might return to their graduate studies after several years’ of working in a
certain field. They expect to have direct contact with the teacher and to ask questions
and learn from the teacher. In a sense of business transaction, they would expect to
get as much as they can for what they have paid. For them, it is a privilege to be
formally-educated in a school.

For younger students, they might not have work experiences before and they
usually put getting a degree as their top priority. They do not quite value learning in
the classroom. In a business sense, they pay in order to get a degree (product). As
long as they reach the goal, the deal is done. They are required to complete their
scientific or social experiment before they can get their degree. For this reason, they
spend most of their time in the lab, working on their research. Online courses provide
them with flexibility to manage their time, and they can choose whatever time
available for them to go online to learn English. Some of them had to work in the lab
on a certain day, and a fixed class schedule would cause inconvenience for them.

Second, another characteristic apparent in the participants’ perception of the online
course is that most of the students regard English proficiency as an important skill to
master; however, they all failed to achieve a certain degree of English proficiency.
Analysis of the data showed that they considered English proficiency an important
skill because, in an age moving toward a global village, having a good command of
English would be a plus in their forthcoming job hunting and would benefit their
future career. However, several factors contributed to their failure to master English.
Several students claimed that they have a heavy load in their own field of study and
they do not have much time and energy to work on improving their English
proficiency, especially for those who had to spend most of their time in a lab, doing
scientific experiments. Others claimed that they are more inclined to scientific issues
than to language and literature. No matter how they spend time learning English, they
could not manage to learn the language. The way they perceive their aptitude
discourages them to learn English.

Third, still another concept shared by most of the students is that although students
attending the remedial class were those who did not pass the threshold of the English
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proficiency test, they did not learn English just because they want to pass the English
proficiency test. Some of the students explained that they might need to use English in
their future career, such as writing a resume or a cover letter, reading and writing
academic papers, and communication in a workplace. As soon as they have a good
command of English, they would have no problem passing the English proficiency
test. Some of the students took preparatory English proficiency test classes before;
however, they claimed that these classes were not of great help. It is because the class
size is always large and the class time is always limited.

Fourth, as far as interactions online are concerned, the research data collected
showed that only a small part of the students regularly posted or responded on the
program system. Analysis of characteristics of these students showed that they cared
about their learning of English and about the grade they will earn for this course.
Most of them asked the teacher to clarify some grammatical issues they encountered
while reading the articles or pointed out some typo errors found in the PowerPoint
file. Others reported some technical problems, and still others would question the
grade they were assigned by the teaching assistants for the assignment they turned in
online. These facts might indicate that students in the remedial English class were not
really motivated to learn English if there are no internal or external factors involved in
their learning process.

Fifth, generally speaking, findings of the study showed that articles chosen for the
course met students’ learning need. Most of the students responded that they have
little problem reading the articles and that the topics are of their concern. On the other
hand, some of the articles with more difficult vocabulary words, such as the one with
some medical terms, were also pointed out as being too difficult for low-achieving
learners of English. Immediacy to the students is also part of their concern. Some of
the students suggested adding “local news” to the list of topics.

Sixth, students seemed to have little problem working on the computer programs.
There were only some technical issues reported by the students and these problems
were generally solved soon. Students were seen satisfied with the functions available
on the computer programs.

4 Conclusion and Educational Implications

Based on the theories generated from analysis of this study, the researcher captured a
picture of how students perceive online remedial English courses and how they
interact online. Generally speaking, students prefer to take remedial English class
online because, in this case, they can have flexibility to choose the time available for
them to study online. However, this study also showed that there is a gap between
teacher’s expectation and student’s perception of online remedial English course. To
bridge the gap, teachers have to take students’ perception into account.

Hopefully, this study can provide language teachers who apply modern
technologies to their instruction with an insight into how an online course can be best
developed to meet students’ needs.
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Abstract. In this paper, we propose the supporting method of the risk
communications that use the collaborative learning. Using collaborative learning,
participant of risk communication can acquire not only knowledge the participant
is interested in, but also the intention and knowledge of other party who do not
concern the participant’s concern. In the process of collaborative learning,
participants of risk communication get the mutual understanding about risks. The
feature of this method is to use the WD (Write Down) form and the construction
drawing of the opinion understanding made from Fishbone.

Keywords: Risk Communication, Collaborative Learning, Participant.

1 Introduction

A social risk is diversified as the information society develops, and a complex social
trouble like the youth information restriction problem occurs. And the enterprise and
the society are holding various risks respectively. Recently, the phenomenon in which
one risk measures generates a new risk is caused. For instance, security
countermeasures such as the encryption and introduction of the public key certificate
for the digitalized signature cause the personal information leak such as the address
and date of birth, and the risk concerning privacy is generated as a result.

Thus, requesting the combination of preferable measures ideas (optimum solution),
while considering two or more risks and costs becomes very important in the situation
in which correspondence to a certain risk, increases other risks.

It is finally essential to find the most suitable solution which can form an agreement
among people of decision making participation. It is need in consideration of interests
between people of participation to solve these problems. At the same time, not only
knowledge and judgment of the expert but also opinions of participants are necessary.

Therefore, the risk communications (RC) that are the processes to do the consensus
building among those with different standpoint and aspect (the stake holder and the
decision-maker are included) and specialists are needed.

As the risk communications supporting tool to solve the social risk problem and
the social mutual agreement problem in the information society, the multiple risk
communicator (MRC) is developed[1].

It has been understood that in the process applying MRC to the large-scale, social
mutual agreement problem, the participation person's prior study is important for
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participation person's decision making, and also the consensus building among those who
take part is moreover difficult if participation person's decision making is not enough.

In this paper, to do the mutual understanding between participants smoothly, the
risk study supporting method that uses cooperative study[4] is proposed. In the
proposal technique, participant studies risks concerning the interested field, and this is
put into writing. Participant clarifies own intention while requesting the opinion of
other participants by showing the study result, and decides the optimum solution that
he consents. Communications are done among participants for each participant's
optimum solution, and the final mutual agreement solution is obtained. Those of the
feature of the proposed method is first participant can know intentions and the finding
of other participants during the risk study period, so multipronged study can be done,
and secondly each participant knows other party's intention at early stages, so mutual
understanding can be achieved smoothly. The utility of the proposed method is shown
by the verification experiment.

2 Risk Communications Support Problem

2.1 Outline of MRC for RC

In MRC, participant support part consists of three stages of the following (a)(b)(c).
[2][3]. The RC support process is shown in Fig. 1.
(a) 1stRC : Information acquisition phase for each participant to attempt
clarification of self-opinion.
(b) 2ndRC : Phase in which the mutual understanding between participants is
attempted.
(c) 3rdRC: Phase to plan the agreement formation between participants.

In this paper, we propose an RC

Risk Gommunication Beginning support method for IstRC and
i 2ndRC.
1stRC [

2.2 A Risk Learning Problem
for the Participants

We performed an experiment. As a
result of experiment, the argument
between participants took much
time in 2ndRC and did not advance
smoothly. In 2ndRC, An argument
between participants is performed
so that participants find respected
measures considering each other's
i r intention. As the result, it has
(Prlzéasl:;n? Zg}mﬁglg?ilfomnaﬁg?i on) understood that the support of this
phase is necessary for agreeing. The
following issues are made clear.

Fig. 1. RC support process
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Difference of the intention between participants and participant's risk
understanding shortage
When participant adopts risk measures, participant emphatically take care about own
risk. In that case, the participant's intention to the risk is different according to the
difference of each participant's standpoint. Evaluation figure of measures was
different according to this difference in each participant. (Fig.2) This phenomenon
caused the discussion in 2ndRC not to go well. Because only the risk study along own
intention of participant was done. Therefore these two points were made clear, that
is (1)in the sturdy of participant, the important study range that is valued originally
for RC was lacked. (2)Time has hung in the understanding of participant about the
proof that is behind another participant's opinion.

Moreover, as for the content that became proof of the testimony of another
participant, the participant's concern was left in low level.

Ex) Information leakage measures

It thinks about own risk measures.

The convenience The leakage probability and
load level is valued. the cost are valued. ﬁ
It thinks by the content It thinks by the restriction é
of the measures idea. condiion value.
Employee Manager

Risk study at
measures idea center

Risk study at restriction '
condition value center

A different risk is
studied.

Fig. 2. Evaluation figure and risk study

Timing of information exchange and information log. In the RC support method
that uses above-mentioned MRC, it is necessary to execute a lot of study processes in
IstRC. For instance, when those who take part study the information of the measures
idea, participant should study "Leakage probability", "Measures cost", "Convenience
load level", and "Privacy load level", etc. for the individual information leakage
problem. In that case, participant study each item with the measures idea unit.
Participant should study at the same time again while combining these items.

In this case, when the risk measures ideas are 15 pieces, participant should think
about the combination of these measures ideas. In a word, various study cases exist
for participant. Therefore, it becomes difficult for participant to integrate and
understand study content that be studied in the first stage, while becoming the latter
half of study.
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Moreover, as the result, the chance of the information exchange in this phase was
few though 2ndRC was being offered in the RC support method described in 2-1 as a
place for the information exchange. This issue cause by difference of the content type
that participants study and by the difference of the amount of study. In 2ndRC,
participants discuss and negotiate solution based on the knowledge that they obtained
in their risk study. In that case, the amount of unknown content or hearing only in the
word for certain participant has increased when there is a study difference among
participants. As a result, the following inconvenient cases were generated as the
discussion was done repeatedly.

(1) Case where important points for participant became indefinite in the
discussion
(2) Case where participant missed relativity with own risks in the discussion.

Therefore, the discussion for the consensus building was not settled well.

3 Proposed Solution

To solve the above-mentioned problem, we propose the solution that adds the
viewpoint of the cooperative study to conventional RC method in this paper. This
solution consists of the following three methods.

3.1 RC Using Cooperative Study

Cooperative study is based on the assumption of a close, active interaction activity
between learners, and enables metacognition formation (Expression power,
persuasive power, problem discovery way, problem solving way, observation method
of others speech and behavior and look into oneself of self-speech and behavior) and
deepen the knowledge, and gives overall view of the target to participant of RC.

One of the features is the technique called 'write down'(WD, Zaika in Japanese). In
the WD(Zaika), people writes knowledge and the reproof as documents or figures,
and these documents or figures are left as the log for study. Participant can review the
study finding and the self-intention at any time by looking at WD. Therefore, an
active discussion becomes possible by executing WD.

3.2 Cooperation Type Risk Study Method

In considering collaboration type risk study, we proposes two type of methods, that is
"Allotment type study" and "Development type study".

Allotment type study. The risk is studied to the event based on own necessities of
each participant. Next, the content that participants studied mutually is given each
other. It aims that all participants cover about the range of study necessary for RC by
this procedure.

Participant independently decides the individual participant's range of study.
However, the facilitator intervenes the participant's study according to the study theme,
and in this case, participants study separately mutually. In that case, the difference of
the recognition between participants becomes clear by comparing the study results
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between participants. Moreover, the study range that all participants did not study at all
is covered by what the specialist explains based on WD information. (Fig.3)

Moreover, the following effects arise so that the learner may teach the content of
study to another learner in Allotment type study.

(a) Participant has a sense of responsibility for his study.
(b) Participant does an independent study action.
(c) The interpersonal relationship between Participants is formed

Allotment type study can be used as a personal cure for Epistemic Egocentrism
Epistemic. Egocentrism is a bias through that the other person also knows what I
know. In allotment type study, participant examines whereabouts and the bigness and
smallness of an actual risk closely. Allotment type study makes participant's
acknowledged risk visible, makes participant conscious of the risk, and, in addition,
corrects the risk acknowledgment of participant.

Ex) Information leakage measures

5 /ntelligence sharing thaty, [ .
uses Gajka information “

Employee's Gaika information Manager's Gaika information

Measures idea
Measures cost
damage cost
leakage pattern
|leakage probability

Measures idea
Convenience load level

Privacy load level
leakage pattern

Facilitator or specialist

Study knowledge
necessary for RC

Fig. 3. Range of knowledge necessary for RC

Development Type Study. The development type study uses participant's "Opinion”
and "Actual experience", etc. in WD that is the feature of the cooperative study. The
chance to think about the problem, the finding, and the opinion which is not studied
for myself alone, by knowing another participant's intention and finding through WD
arises. In a word, deep risk understanding arises by facing the problem, the finding,
and the opinion that are not studied for himself alone.

4 RC Process Using Cooperative Study

This chapter describes a concrete process procedure of the proposal method described
in Chapter 3 (Fig.2).

4.1 1* Step Risk Study and Mutual Understanding

In this phase, the information gain (risk study) done with 1stRC and discussion done
with 2ndRC is united in the technique. There is a feature of this phase in the point for
participant to study the risk while sharing information with other participant.
However, there is no place of the spoken answer discussion among participants, and
mutual understanding among participants is achieved by sharing information by WD.
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In this paper, the cooperation type risk study is done in the form of decentralized
study., In the process, participants advance self-study (individual study) and the
intelligence sharing and these studies are advanced concurrently. Two kinds of WD
patterns are set. In a word, these are WD pattern by self-study, and an opinion pattern
to the intelligence sharing. Moreover, the form of the development type study that
participant reaches the in-depth understanding further is adopted by receiving another
participant's opinion in this method.

4.2 2" Step (Consensus Building)

This phase is placed on the extension of mutual understanding in 1st Step. In this
phase, the discussion by the spoken answer among participants is chiefly performed.
In this phase, the facilitator makes the construction drawing of the opinion
understanding (Fig.4) based on the hope solution on each participant by putting out
first of all with 1st Step and WD information. Participants discuss about final solution
by using this construction drawing. The construction drawing of the opinion
understanding is an improvement of Fishbone figure to understand the situation of the
development type study of other participant and the intention by present quickly.

In the construction drawing for the opinion understanding, a horizontal axis is a
time axis, and content of WD of participant and WD content of other participants who
see the content of each participant's WD is described. In this figure, the RC name is
described in the screen left end, and the first WD of the event on an upper and lower
edge is described, and, in addition, final WD is described on a fat line at the center.
The first WD and final WD are tied in the line, and other WDs are on the way of the
line Final WD is decided from WD from other participants to the first WD, and Final
WD is put out by receiving these WD. When the discussion emanates without the
mutual agreement solution's to which all participant's opinions correspond or when
mutual agreement solution among participant is obtained, this phase is assumed to be
an end. (The above-mentioned mutual agreement solution contains the proposal of
concerning alternatives about the measures idea that MRC offers and proposal and the
adoption of compromise solution about the change of the measures idea setting etc.)

5 Verification Experiment

5.1 Experiment Purpose

The proposal technique is applied to the individual information leakage problem, and
whether the problem described in 22 is solved is verified.

5.2 Precondition

In this experiment, RC intended for the security review is performed, for the
enterprise that has urged by the necessity to solve the individual information leakage
problem. A student in one's twenties performed the manager post and the employee as
a testee. Eight students participated, and experiments on four cases are performed
each by two students. The facilitator advised the testee on each phase at any time
while experimenting. The following three points were required for participants.
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(a) The manager and the employee take cooperated each other, standpoint for the
company.

(b) Participant doesn't keep a secret to another.

(c) Participants agree on the final search of each other for the solution to satisfy.

5.3 Outcome of an Experiment

All groups reached the consensus building as a result of applying the RC support
method described in Chapter 4. (Fig.4 shows the construction drawing of
understanding of the opinion between participants made as a result of the
experiment.)

5.4 Consideration and Finding

The proposed method to use the cooperation type study was found to be effective for
smooth RC, that is, smooth selection of optimal solution and the consensus building
from the outcome of an experiment. An insufficient points were observed about the
risk understanding by participant and the understanding of the risk structure by
participant. The information exchange at yhe timing that the risk was studied and the
consensus building support by the construction drawing of the opinion understanding
were effective for RC. For the WD form, the evaluation value was obtained from the
testee with the high appraisal of four or more, including the following comment.

(a) Participation person's WD is easy.
(b) The understanding of other participant's WD was easy.

It was clarified that the intelligence sharing at an early stage was effective from the
free description type questionnaire that had been done at the same time after
experiment including the following opinions.

(1) Participant worked on RC valuing other participant's opinions.

(2) The utility of measures was able to be discussed among participants.

(3) It became easy to compromise because it was able to confirm other
participant's intentions before own opinion hardened.

As a whole, the process to which the discussion for the consensus building was done
from the risk study was observed, and the problem described in 2.2 was solved.

6 Conclusion

In this paper, we proposed information acquisition methods, that are the development
type study that used the cooperative study, and allotment study method, as a support
method of the risk communications in the cooperation type study. Mutual
understanding and the consensus building supporting tools such as WD forms and
Fishbone were introduced. As a result of the RC experiment, the effectiveness of the
proposed method became clear.

We will develop with a more effective method by systematizing the proposal
method in the future.
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Abstract. This paper proposes a method for the evaluation of online
handwritten characters for a penmanship learning support system. In Japan,
many people desire to write beautiful characters, as evidenced by the fact that
correspondence courses on penmanship are very popular. However,
correspondence courses lack real-time feedback because of the time required
for sending materials, namely, the learner’s copy and the teacher’s correct
result. Therefore, we have developed a penmanship learning support system
that automatically evaluates the characters that a learner writes using a personal
digital assistant (PDA). We examined the validity of our proposed character-
evaluation method, and proved it to be valid.

Keywords: Penmanship, Character Evaluation, PDA, Similarity, Balance,
Speed, Advice.

1 Introduction

In recent years, many people have begun to use the personal computer (PC) in their
daily lives, because its performance has improved and its price has declined.
Therefore, various learning support systems that use the PC have been studied [1,2].
Among these studies, support systems that promote the learning of calligraphy and
penmanship have been actively studied [3,4]. One reason for such interest is that there
are many people who desire to write beautiful characters. In Japan, it is said that
handwritten characters indicate one’s personality. However, many people do not write
characters frequently because of the diffusion of PCs and mobile phones, although the
Japanese still write important documents, letters, and resumes by hand to
communicate their feelings more precisely. Therefore, many people are learning
penmanship. The methods for learning penmanship include correspondence courses
and classes. In correspondence courses, learners learn the shape and balance of a
character on the basis of a model character in the text and its accompanying
explanation, at their convenience. Then, the learner sends his/her copy of the
character to a teacher, and the teacher corrects it and sends the result back to the
learner. Thus, correspondence courses lack real-time feedback because of the time

J.A. Jacko (Ed.): Human-Computer Interaction, Part IV, HCII 2011, LNCS 6764, pp. 121—@, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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required for sending materials. Attending a classroom course is the best way to learn
penmanship because of the direct interaction between teachers and learners. However,
because learners must attend penmanship classes regularly, classroom courses are not
suitable for busy people. Therefore, we have developed a penmanship learning
support system that automatically evaluates the characters a learner writes using a
personal digital assistant (PDA) or a liquid-crystal pen display. The purpose of this
system is to reproduce the environment of a penmanship classroom at home.
Furthermore, learners can learn penmanship using a palm-sized PDA without being
restricted for place or time. This system evaluates the characters a learner writes by
comparing the features of model characters with those of the characters written by the
learner. By evaluating these features, learners begin considering the features of the
characters. We had proposed a feature-extraction method in a previous work [5]. By
extracting the features on the system, we can apply one character-evaluation method
to all characters. In other words, it is not necessary to prepare a separate character-
evaluation method for each character. This paper describes the features of this
character-evaluation method.

2 System Overview

This system uses two types of characters: model characters and learner’s characters.
Model characters are the characters a penmanship teacher has written beforehand.
Learner’s characters are those a learner writes when he/she learns. Learners learn the
shape and balance of model characters by copying them. The learning processes in the
system are similar to classroom techniques of penmanship. First, learners practice by
tracing a model character. Next, they make a fair copy of it. Then, the system
evaluates their character and presents advice. The learners review the advice and
repeat this process.

2.1 Hardware

The authors implemented this system on a PDA (Fig. 1). The PDA features a palm-
size coordinate input device that provides easy synchronization between a PC and the
PDA.

Fig. 1. Left: HP iPAQ hx2400, Right: HP iPAQ hx2700
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2.2 Character Data

The character data has coordinates at intervals of 10 ms, an example of which is
shown in Fig. 2(b). These intervals enable the reproduction of the writing process (the
movement of the pen point) of the character. The data text consists of the index, take-
off and landing of the pen point (take-off: 0, landing: 1), stroke count, abscissa, and
ordinate (from the left). The index is the time elapsed between reaching the
coordinates and starting to write a character.

O T e —
R —Y
—_—— e
R —Y
R —Y
Caln g T T P
] o] =] =] =] =]
e R T e OO0 O

(a) (b)

Fig. 2. For a character “a” written as (a), the system saves a data text of the character; (b) shows
a part of the data text

2.3 Function

This system has four types of functions, namely, animation, trace, evaluation, and
advice.

The animation function reproduces the writing process of a character that a teacher
and learner write. This is the biggest advantage of device learning because paper
learning tends to lose this process. Furthermore, this function enables the
determination of the speed at which a character is written.

"»K»Q»O{»a

Fig. 3. Reproduction image of the animation function

The trace function of this system enables the tracing of the model character. In
correspondence courses and classes on penmanship, a learner practices initially by
tracing model characters.

The evaluation function evaluates the learner’s character on a scale of 0 to 100.
The elements of evaluation include similarity, balance, and speed of the character.
This paper describes the details of the evaluation method in Section 3.

The presentation of advice is divided into two categories: an accompanying
explanation and a correction. Accompanying explanation describes how to write a
beautiful character before you write it. Correction teaches what needs to be corrected
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in the character after you write it. This system uses this advice, and consequently
learners progress their penmanship learning. In this paper, the advice function
indicates a correction.

24 GUI

The GUI in this system contains a learning window, a result window, and an advice
window for each evaluation element.

6class average:8  1480/1740 6class average:8  1480/1740 similarity Model Yours
- score
66 e
—
max score max score
( o o | .
practice practice ;
max score max score bare pass ¥ teature hﬁg;f,ﬂ";f;’;,(
speed balance
op op
Let's watch the replay and Let's watch the replay and similarity: 28/40 length: 8/ 20
practise! practise! palance: 20/40 angle: 20/ 20
play Epescippiuay sum: 28/ 40
sebot | poctis | ton | [%] siniary speed | x [x]
(@) (b) () (d)
elimlErtly Model Yours Model Yours Model Yours
score
g ’é) {/ ’é) {/ é) {/
red part: LT you touch there. 1T you touch there,
[ feature the part that an L it shows the best position 1 it shows the best position
speed balance angle is failure
Touch fhion. 8/ 15 Touch Ty 8/ 15
similarity: 29/40 Length: 18/ 20 yelioe 0 g e 6
balance: 33/40 angle: 11/ 20 —— size: 15/ 15 - size: 15/ 15
{/ - N — width and height: 10/ 10 width and height: 10/ 10
Sums =Y & sum: 33/ 40 sum: 33/ 40
similarity | balance | speed : X El EI
©) ® (€9) (h)

Fig. 4. Windows of the penmanship learning support system. (a) Learning window. The
character in the upper-right corner of the window is a model character. In this window, learners
can reproduce the writing process, practice, and make a fair copy of a model character. (b)
Practice window. In this window, learners can trace the model character. (c) and (e) Result
windows. (d) and (f) Advice windows regarding similarity. (g) and (h) Advice windows
regarding balance. (g) is the normal window. When a learner touches “Touch Me” on (g), the
window becomes (h), which shows the best position of each stroke.

3 Character Evaluation

This system evaluates a handwritten character on a scale of 0 to 100 on the basis of
the evaluation elements of similarity, balance, and speed. Fig. 5 shows the itemized
evaluation elements and their maximum scores.
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length (20p)

similarity  (40p) { angle 20p)

position (15p)
total (100p) balance  (40p) size (15p)
widthand height  (10p)

speed rate (10p)
speed (10p)

speed  (20p) {

Fig. 5. Allotment of points. Values in parentheses are the maximum scores. The total score is
100 points

3.1 Similarity

Similarity is evaluated on the basis of the lengths and angles between the features of a
character. The feature-extraction method is described in [5]. After the system extracts
the features of each character, it maps the features of the model character and
learner’s character (Fig. 6). The mapping method is described in [6]. The length and
angle are evaluated from the lengths and angles between the mapped features in a row
using Table 1 and the following equations:

Lr,=4/30/Lm, (1

Ar, = \/Lml. XL/ Lm, - 2)

i=1

L.= 110g2|:i L, iLmi:| ’ 3)
n i=1 i=1

Ld, =[Lrx(Lm - L1,/L,,)} » 4
Ad, =[Ar, x(Am, - AL}, (5)
1 [(Ld,+20)/5  (Ld,>5)
Ld= ng { Ld, (otherwise) ©
1 [(Ad,+4))5  (Ad,>1)
Ad = n ;{ Ad, (otherwise) )

In Table 1 and equations (1)—(7), L: length, A: angle, m: model character, I:
learner’s character, r: ratio of the model character and the learner’s character, d:
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difference, i: index, and n: total section number. The scores of the length and angle
are given by the points deducted, depending on the solution of (6) and (7), from 20.

1 ) | s
4 4
3 5 3 5
6 6
(a) (b)

Fig. 6. Mapping points of the features in each character. (a) Model character. (b) Learner’s
character. Circles denote the features of each character.

Table 1. Length and angle of the features mapped in Fig. 6. Section is the area between the
character’s features, Model is the length and angle in a section of the model character, and
Learner’s is the length and angle of the learner’s character.

(a) Length (b) Angle
Index | Section | Model Learner's Index | Section Model Learner's
(i) (Lm;) (Ll;) (i) (Am;) (Al;)
1 1--2 19.2 23.2 1 1--2 9.0 10.3
2 2--3 59.2 53.1 2 2--3 239.5 235.4
3 3--4 39.4 31.3 3 3--4 24.0 19.7
4 4--5 20.6 13.9 4 4--5 299.1 324.0
5 5--6 28.3 37.4 5 5--6 222.1 235.9
(Unit: pixel) (Unit: degree)
3.2 Balance

The system evaluates the proportion of each stroke. Balance is evaluated on the basis
of position, size, and width and height.

Position. The position of each stroke is the average of the x and y coordinates in the
coordinate data that composes the stroke. It calculates the variance among the
subtractions of the model’s x coordinates from those of the learner in each stroke.
Similarly, the variance in the y coordinates is calculated. The score of position is
given by the points deducted, depending on the square root of the sum of the
variances in the x and y coordinates, from 15.

Size. The stroke size is decided by the width and height in the stroke, as follows:

_ width + height /width ~ (width > height)
stroke size = ] ) ) . : ®)
height + width/height ~ (otherwise)

The score of the size is given by the points deducted, depending on the variance of
the stroke sizes, from 15.
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Width and Height. 0,, and 0, are calculated from the following equations:

ave = lilogz(g IM,) )
mi5

o= {llog, (L, 1 M,)-avelx|L, - M [x M, /50} - (10)

i m
m'iz
In equations (9) and (10), £ : width and height in the ith stroke of a learner’s

character, M,: width and height of the model character; and m: total stroke number of

the character. If m=1, O is calculated using the following equation:
o=|L,-M,|xM,/50. (11)

The scores of the width and height are given by the points deducted, depending on
P, from 10. P is calculated using the following equation:

P=,o, +0,” . (12)

3.3 Speed

The system evaluates whether a character is written with a well-modulated speed.
Speed is evaluated on the basis of the speed rate and the time rate.

Speed Rate. The speed rate is evaluated by the following evaluation method. First, it
divides the model character into several parts at time intervals of 200 ms. Next, it
divides the learner’s characters into part numbers of the model character. Then, it
calculates the speed in each section of the characters and the relative ratio of each
section speed of the model character and the corresponding section speed of the
learner’s character. The score of the speed rate is the number proportional to the
sample variance of the relative ratio, subtracted from 15. The following is a method
for characters that consist of one stroke and a non-turn in the stroke. If these
characteristics exist, the system divides the characters at those points. Then, it
calculates the sample variance of the relative ratio in each section, and the weighted
average. The weight is the sample size. In this case, the score of the speed rate is
given by the points deducted, depending on the weighted average, from 10.

Time Rate. The time rate evaluates the relationship mentioned in the above section.
The system calculates the time it takes to write each section of the model character
and the learner’s character, and the relative ratio of these characters in each section.
The score of the time rate is given by the points deducted, depending on a sample
variance of the relative ratio, from 10.
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4 Experiment and Results

We examined whether the use of these evaluation elements in the system improved
the efficiency of penmanship learning by testing it with ten university students. The
examination spanned two weeks, for approximately 10 min per day. We provided
PDAs that implement this system to the students, and used 46 Japanese ‘“Hiragana”
characters as model characters. We included a “Report button” in the system, so that a
student could report a disagreement with the evaluation result by pushing the button.
In reporting, a student selects a disagreed element among three evaluation elements
(possible multiple-choice answers or non-choice answer). The evaluation result
information is then saved in the PDA. After the examination period, we collected the
PDAs and distributed a questionnaire (Table 2) to the students. Table 3 shows the
experimental results.

Table 2. The questionnaire distributed to the students, with a scale of 1 to 5: 1. Strongly
disagree, 2. disagree, 3. neither agree nor disagree, 4. agree, 5. strongly agree.

Q.1 | The evaluation method is valid.
Q. 2 | The model characters are beautiful.
Q.3 | The more you use the system, the more you can write beautiful characters.

Table 3. Selected frequency for disagreement of each evaluation element (Similarity: S,
Balance: B, Speed: S, and Non-choice: N), total report frequency (TRF), total learning
frequency (TLF), and questionnaire (Table 2) results of the students
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Fig. 7. Scatter diagram showing the questionnaire results of each student for Q. 1 and Q. 2
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Fig. 8. Scatter diagrams showing the averaged evaluation results of each character in terms of
the number of strokes, the averaged maximum score of each evaluation element, and total

5 Discussion

The evaluation method was proved valid because the total report frequency was 50,
and seven out of ten students evaluated Q. 1 concerning validity as 4 or more (Table
3).

Speed was the most reported among the three evaluation elements because advice
presentation regarding speed evaluation was provided to the students. In the
evaluation of similarity and balance, the system indicates the incorrect part in color.
In terms of speed, it reproduces model characters and learner’s characters at the same
time. The system needs to provide better visual advice.

Fig. 7 shows the correlation between the validity of the evaluation method and the
beauty of model characters. It indicates that validity is decided by whether a student
likes the model character. There are many types of beautiful characters; therefore, the
model character of the system should be a character the learner likes.



130 T. Yamaguchi, N. Muranaka, and M. Tokumaru

Fig. 8 shows the relationship between the number of strokes in each character and
the score of each evaluation element. The scores of the characters of one of the
strokes are large, because these characters are the simplest. However, others show no
correlation. This proves that the evaluation method is not dependent on the number of
strokes in each character.

6 Conclusion and Future Work

We proposed a character-evaluation method and examined its validity. The method
was proved valid because there were only a few student disagreements and seven out
of ten students evaluated the questionnaire concerning validity as 4 or more. To
obtain the agreement of more students, we need to provide visual advice of speed
evaluation and prepare various model characters that the students like. In our future
work, we propose providing visual advice and extending the system’s
experimentation with more people.
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Abstract. Facial expression provides an important clue for teachers to know the
learning status of students. Thus, vision-based expression analysis is valuable
not only in Human-Computer Interface but also in e-Learning. We propose a
computer vision system to automatically analyze learners’ video to recognize
nonverbal facial expressions to discover learning status of students in distance
education. In the first stage, Adaboost classifiers are applied to extract
candidates of facial parts. Then spatial relationships are utilized to determine
the best combination of facial features to form a feature vector. In the second
stage, each feature vector sequence is trained and recognized as a specific
emotional expression using Hidden Markov Model (HMM). The estimated
probabilities of six expressions are combined into an expression vector. The last
stage is to analyze the expression vector sequence to figure out the learning
situation of the student. Gaussian Mixture Model (GMM) is applied to evaluate
three learning scores (Understanding, Interaction, and Consciousness) that are
integrated into a status vector. Each evaluated status vector reflects the learning
status of a student and is helpful to not only teachers but also students for
improving teaching and learning.

Keywords: Facial expression recognition, Learning status analysis.

1 Introduction

Most existing e-Learning systems focus on the use of instructor’s video. However,
learners’ videos are critical for instructor to know the learning status of students.
Advances in computer processing speed and imaging technology make it possible to
capture each learner’s video and estimate learning status using low-cost hardware
(off-the-shelf PC and webcam). The estimated learning statuses provide valuable
information for bi-directional online interaction and distance learning evaluation.

In order to automatically discover learning status from learner’s video in real time,
we propose a facial expression recognition system for learning status analysis. Fig. 1
shows the flowchart of the proposed system. In the first stage, Adaboost classifiers are
applied to extract candidates of facial parts. Then spatial relationships are utilized to
determine the best combination of facial features to form a five-dimensional vector
called feature vector. In the second stage, each feature vector sequence is trained and
recognized as a specific emotional expression using Hidden Markov Model (HMM).
The estimated probabilities of six expressions (Blink, Wrinkle, Shake, Nod, Yawn,
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and Talk) are combined into a six-dimensional vector called expression vector. The
last stage is to analyze the expression vector sequence to figure out the learning
situation of the student. Gaussian Mixture Model (GMM) is applied to evaluate three
learning scores including understanding, interaction, and consciousness. The
estimated scores are integrated into a three-dimensional vector called status vector.
The status vector reflects the learning status of a student and is helpful to not only
teachers but also students for improving teaching and learning.

Facial Feature Extraction

feve fbrows fmouth fheadx fheadv

¥

Feature Vector
v
Hidden Markov Models

‘ Blink H Wrinkle Shake H Nod ’ Yawn H Talk ’

v
Expression Vector

v

Gaussian Mixture Models

— S—
v

Status Vector

Fig. 1. Flowchart of the proposed system

2 Background

The research of face detection carries on for decades and varies from intuitional color-
based, shape-based to multimodal feature-based approaches. Kumar and Bindu [8]
utilized YCbCr color space to find face. Seo et al. [15] combined Snake with color
space to improve accuracy of face detection. Saatci and Town [14] used Active
Appearance Model (AAM) for face detection but it is only effective for specific
trained person. Rowley et al. [13] applied neural network to detect face but an
individual neural network need to be trained for each head orientation. Viola and
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Jones [17] presented a face detection system called AdaBoost that constructs a strong
classifier by linking a boosted cascade of simple haar classifiers. AdaBoost achieved
rapid and stable face detection so that it is widely used for face detection nowadays.
Moreover, Peng et al. [23] combined color information with AdaBoost in order to
increase the robustness. Cristinacce and Cootes [22] integrated AdaBoost and shape
constrains to improve the performance of face detection. Wilson and Fernandez [20]
refined the AdaBoost algorithm to address the problem of head rotation.

Facial expression recognition can be performed on either a static image or an
image sequence. Several methods only rely on spatial information in a still image to
recognize facial expressions. Saatci and Town [14] used Support Vector Machine
(SVM) to separate difference expressions by estimating hyper planes. Besides, gender
classifier is applied to improve the expression recognition performance. Liu et al.
proposed Fusion Neural Network (FNN) [10] to integrate multiple Gabor features for
expression recognition. They also utilized Gaussian Mixture Models (GMM) to
analyze eigenvector of facial expressions [9]. Cheon and Kim [4] integrated K-
Nearest Neighbors (KNN) and manifold learning to classify different facial
expressions. Cao and Tong [3] proposed spatial Embedded Hidden Markov Model
(EHMM) to recognize facial expressions. Jung et al. [7] used AdaBoost algorithm to
classify expression and showed the practicability of AdaBoost for not only detection
but also recognition.

In addition to the spatial information in an image, temporal information extracted
from an image sequence also provides valuable clues for expression recognition.
Datcu and Rothkrantz [5] compared and showed that the expression recognition
performance based on video sequences is much better than those based on still
images. Ofli et al. [12] constructed several temporal parallel HMM to recognize
different expressions. Wang and Ju [19] proposed a hybrid model which combined
KNN with HMM to increase the recognition accuracy.

Recent advances in computer vision technology gradually reveal its potentials on
e-Learning improvement. Walczak et al. [18] proposed a VR-based framework of
network service for distance education. It constructed a virtual classroom in that
students can learn by interacting with the virtual objects in the classroom. Calvi et al.
[21] developed an eye tracking device to find learner’s interest and make a warning if
the learner missed his attention. Loh et al. [11] proposed an expression recognition
system for e-Learning based on Gabor wavelet and Neural Network. However, their
database contains only static images with four facial expression (neutral, sleepy,
confuse, and smile). Relatively, we propose a facial expression recognition system
working on real-time video. Based on the recognized facial expression, we further
evaluate three learning scores including understanding, interaction, and consciousness
to encourage online interaction and enhance the quality of e-Learning.

3 Feature Extraction

In the stage of facial feature extraction, five AdaBoost classifiers [17] are applied to
detect the candidates of facial parts including face, mouth, left eye, right eye, and the
region between eye brows (as shown in Fig. 2(a)). After locating these feature
candidates, a relational probability function which models the spatial relationships
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among facial parts is defined to pick and choose the most possible combination of
facial feature candidates that can reasonably form a face (as shown in Fig. 2(b)).
Moreover, the optical flows of these features are calculated to estimate the head
motion in both horizontal and vertical directions. The extracted facial features are
integrated into a sequence of five-dimensional feature vectors:

[ fe(t)
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(1) (1)
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(¢)]

f heady t

mout
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Fig. 2. Facial feature extraction. (a) candidates of facial parts detected by AdaBoost. (b) the
best combination of feature candidates considering spatial relationship among facial parts.

4  Expression Recognition

In the expression recognition stage, Hidden Markov Model [1] is adopted to recognize
facial emotional expressions. The extracted feature sequences are used as the input
data to train the parameters of HMM for each expression using Baum-Welch
algorithm. Then Forward algorithm is used to evaluate the maximal probability of
each expression. The probabilities of six expressions (Blink, Wrinkle, Shake, Nod,
Yawn, and Talk) are combined into a sequence of six-dimensional expression vectors:
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5 Status Estimation

In the stage of learning status analysis, Gaussian Mixture Model [2] is used to estimate
the learning status by analyzing the expression vector sequence. Since the learning
status is a lasting state, it is discovered by observing the sequence of the expression
vectors for a period of time. In a fixed time interval (30 seconds in our experiments),
the number of times that the expression probability is higher than a threshold is
counted and record in a counting vector. EM algorithm [6] is applied to train the GMM
parameters for each kind of learning status based on the counting vectors. Then the
trained GMM is used to estimate the probability of respective learning status. Three
learning scores (Understanding, Interaction, and Consciousness) are outputted as a
sequence of three-dimensional status vectors:

p Interaction (t)
SV(I) = pUnderstanding (t) (3)
p Consciousness (t )

6 Experiments and Applications

Our preliminary experiments show that AdaBoost facial feature extraction combined
with spatial relationship filtering can locate the facial features robustly. Also, the
trained facial expression HMMs can recognize facial expressions reliably even for
untrained people. It should be noted that it is possible to recognize several expressions
with the same sequence because several expressions can appear concurrently. For
example: one could blink and talk at the same moment. Finally, the GMMs can
effectively estimate three learning scores: interaction, understanding, and
consciousness.

It is very important for a teacher to know the learning status of students in order to
improve the learning effectiveness. The proposed system has been implemented to
enhance an online Virtual English Classroom called VEC3D [16]. Instructor as well
as each distant student uses his or her own computer and webcam to login VEC3D
online as a virtual avatar. A live facial image can be transmitted and shown above
each avatar in the virtual classroom. Three bars above each facial image indicate the
estimated learning scores (Interaction, Understanding, and Consciousness) of the
student. In case of network with limited bandwidth, the transmission of facial images
can be disabled but the learning status bars can still be shown.

The proposed system can help teachers to realize learning status of students in
different teaching activities such as lecturing, group discussion, and role playing. The
system estimates and records the learning status of students in class so that the teacher
can adjust the teaching materials accordingly. If the understanding scores are too low,
then the teaching materials are too hard for the students and the difficulty of the
teaching material can be reduced or some remedial classes can be arranged. Besides,
the teacher can record the consciousness scores in class and make a long term
observation of learning attitude of individual student. Moreover, the interaction
scores can evaluate the degree of interactive teaching when a teacher is giving a
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lecture in class. These estimated scores not only improve teaching and learning but
also help fellowship development among classmates. Classmates and teachers can

give their concerns to those who have low understanding, consciousness, or
interaction scores.
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Fig. 3. Three typical learning situations when a group discussion is taking place. (a) Ideal case
(b) Confused case (c) Quiet case.
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Fig. 3 demonstrates three typical cases when a group discussion is taking place.
The three plotted lines (blue, red, and yellow) describes the three average learning
scores (Interaction, Understanding, and Consciousness) of several students in the
same group. Fig. 3(a) shows ideal learning scores in a group discussion, Fig. 3(b)
represents that most students in the group are confused (low Understanding score).
Fig. 3(c) indicates that most students in the group are too quiet (low Interaction
score). The latter two cases lead to low learning effectiveness and the teacher can get
involved in their discussion and guide the students accordingly.

7  Conclusions

We propose a vision-based facial expression recognition system to improve e-
Learning. We first adapt AdaBoost to extract five facial features: eye, mouth, brows,
and head horizontal/vertical motion. Next, we utilize HMM to recognize the six facial
expressions: blink, wrinkle, shake, nod, yawn, and talk. Finally, we apply GMM to
evaluate three learning status scores: interaction, understanding, and consciousness.
These evaluated scores reflect learning status and provide reference data for those
who join the teaching activity directly or indirectly. According, both the instructor
and the students can make improvements to increase learning effectiveness.

Our experiments show that combining Gaussian probability function with AdaBoost
facial feature extraction robustly locates five facial features. Moreover, the trained
HMMs reliably recognize six facial expressions among different people. Furthermore,
the GMMs effectively estimate three learning scores: interaction, understanding, and
consciousness. The three estimated scores can help teachers to realize learning status of
students in different teaching activities. The proposed system profits to not only
teachers and students for improvement purpose, but also students’ parents and
academic departments for evaluation purpose. Besides, it is flexible to add more facial
features and expressions to make the system more accurate and trustworthy.
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Abstract. In this research, we provide an interdisciplinary perspective intended
to enrich our understanding about the individual and the environmental
components of technology utilization. We do so by merging the IS utilization
literature with evolutionary psychology. Using a qualitative study, we describe
two cases of technology utilization in a hospital setting. These two cases were
of particular interest as both employ the same technology, involve the same
task, occur in the same hospital, and share the same set of users, yet yield
different utilization patterns. We provide an integrated model, the Environment-
to-Technology-Utilization Model, which is insightful for IS fit research and
practice in comprehending varying utilization behavior across work
environments.

Keywords: Utilization, fit, technology, task, individual, environment,
evolutionary psychology, four drives, healthcare.

1 Introduction

Finding appropriate technology for task performance is an age old problem that
humankind has faced since its genesis. The fit between task and technology dictates
not only if the tool is used, but also to what extent and in which ways it is used, and if
its utilization leads to an increase in task performance or warrants the abandonment of
the tool. The decision lies with the individual who, after undergoing a cognitive
evaluation process, chooses a tool that will most likely fit the purpose of completing
the task [1], [2], [3].

IS research, up to now, has mostly focused on task and technology when
evaluating technology utilization, with less attention paid to the task environment. Far
less attention has been paid to the individual performer, including what motivates him
or her to use a particular tool in that environment. In this research, we provide an
interdisciplinary perspective intended to enrich our understanding about the individual

J.A. Jacko (Ed.): Human-Computer Interaction, Part IV, HCII 2011, LNCS 6764, pp. 141—@, 2011.
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and the environmental components of technology utilization. We do so by merging
the IS utilization and fit literature, traditionally grounded in social and cognitive
psychology, with evolutionary psychology.

Evolutionary psychology purports that human behavior is motivated by
mechanisms for survival. These mechanisms evolved over the eons, created as a
response to threats from the environment such as food scarcity, threats from other
living creatures and dangerous natural elements, or from a lack of companionship or
other impediments to social relations. Today, those inherited mechanisms make up
our biological repertoire, and while they may not be evident on a daily basis, they are
activated more profoundly in situational contexts that resemble those that our
ancestors encountered [4], [5], [6], [7].

Healthcare is one such situational context. The importance of “healthcare” can be
characterized by its direness due to the imminent threat of debilitating illnesses that
would lessen the chances of reproduction and survival. “Healthcare” environments
expose a heightened level of emotional distress, not only for the individual whose
survival is at stake, but also for his/her family, the caregivers and/or the entire tribe
[8]. It is exactly in these environments, reminiscent of ancestral conditions, that the
innate set of evolved psychological mechanisms is invoked [6], [7], [9], [10], [11],
[12], [13], [14], [15], [16].

Over time, and selected on the basis of survival and reproduction, these mechanisms
became innate in the human psychological makeup. In Evolutionary Psychology terms,
these mechanisms are labeled as evolved psychological mechanisms (EPM) [7], [11],
[17] and represent the initial component within us that motivates behavior [9], [10],
[14], [15], [16], [18].

The Four-Drive Model [19], [20] categorizes EPMs based upon what EPMs are
designed to appease (i.e., a type of drive or desire that the information processing
schema addresses) within the human psyche that drives or motivates behavior. The
plethora of EPMs fall into four categories of human drives: the drive to acquire, to
bond, to comprehend, and to defend. These drives are ‘“central to a unified
understanding of human behavior” [21].

The drive to acquire describes a category of EPMs that motivate a person to seek
status, take control, and to retain objects and personal experiences [19]. The drive to
bond comprises EPMs that motivate an individual to form social relationships and
develop mutual caring commitments with other humans [19]. The drive to comprehend
comprises EPMs that push humans to collect information, assess the needs of a
situation, examine their environment, and make observations about explanatory ideas
and theories to appease curiosity and make sound judgments [19]. And lastly, the drive
to defend constitutes a category of EPMs that motivate individuals to defend
themselves and their valued accomplishments whenever they perceive them to be
endangered [19].

In sum, evolutionary psychology offers a lens for understanding the environment
and its interplay with an individual’s drives from a different perspective than that
offered by the traditional IS literature. The individual, viewed as the end user in
technology implementations, is ultimately driven in his motivation to choose a tool (or
technology) by a set of innate mechanisms. If these drives, triggered and controlled by
the environment, are appeased, pre-determined behavior will follow.
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2 Research Design and Methodology

A multi-case study was designed that uses a “within” and “cross-case” analysis. The
design is based on Eisenhardt’s (1989) model [22] that uses case studies for theory
building, as well, as the enhancement of existing relevant literature. Similar to Kirsch
(2004) [23], however, this study gleans direction from positivism [24] as the theoretical
framework is presented a priori, even though it incorporates tenets and techniques from
grounded theory and interpretivism [25], [26], [27], [28]. Thus, we characterize our
approach as soft positivism, which applies the existing knowledge of constructs, but
allows for concepts to emerge through interpretivism to reveal novel concepts and
relationships insightful for both theory building and theory enhancement [23].

2.1 Sites

We identified two cases for study,l a Post Anesthesia Care Unit (PACU) and an
Ambulatory Care Unit (ACU) that had recently undergone an MICT implementation.
In the ACU unit, many different procedures were performed regarding the preparation
of patients for surgery, the care of the patient during outpatient surgery or less
invasive procedures, and the discharge, or in-hospital transfer of patients upon
completion of the procedure. The unit had 30 patient care areas and a waiting room
for persons accompanying the patient. PACU was the recovery area post surgery.
Upon entry to the unit from the operating room, patients were under anesthesia and
were monitored by nursing staff until they regained consciousness. PACU contained
15 patient suites and did not permit visitors.

The same nurses worked both care environments during and after MICT
implementation, but there were differing perceptions of the fit of the MICT by nurses
working in both units. This is a rare constellation in qualitative research, where we, as
researchers, were fortunate to compare two real-life cases that involved the same
hospital, the same technology, the same task, the same the set of users, yet with
different outcomes. We therefore focused on the subset of nurses to compare the fit of
the MICT in each unit.

2.2 Data Collection

Primary techniques for data collection included interviews and direct observations.”
Data were collected across a sixth month period, beginning four months post the
initial implementation. Thus, the data collection was cross-sectional. We conducted
23 audio-recorded interviews across both units averaging 30 minutes for frontline
nurses and one hour for directors. All data were transcribed using Atlas.ti®. We used
direct observation to assess actual usage behavior, in order to minimize self-report
bias. In total, we conducted 35 instances of direct observations of individual nurses

! The hospital containing the units as cases is a 124-bed is a 25 year-old, not-for-profit hospital.
It services more than 110,000 residents in southeast Georgia and was an early adopter of
comprehensive electronic medical records, computer physician order entry, and electronic
charting for nurse documentation.

% Archival documents such as system specifications were reviewed to ensure the MICT had
similar purpose and design for each unit.
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across units that typically lasted for an entire eight hours shift. Observations were
interspersed between interviews to provide a holistic picture of nurses at work that
could inspire new or revised interview questions.

3 Findings

As indicated earlier, all three components were invariant, i.e., both cases dealt with
the same technology, the same task, and the same individuals. Despite matching
similarities on all accounts, utilization differed and ultimate technology abandonment
occurred six months post-implementation in ACU while use continued in PACU. It
became apparent that individual and environment characteristics akin to those
espoused in evolutionary psychology contributed to this divergence.

3.1 Individual Characteristics

Using the Evolutionary Psychology lens for analysis purposes, we will demonstrate
that the individual characteristics classified as the drive to acquire, the drive to bond,
the drive to comprehend, and the drive to defend impacted utilization behavior.

The drive to acquire can refer to material objects or status as a desired object or
metaphysical state, described by Lawrence and Nohria (2002) [19]. It manifested
itself in conjunction with the nurses’ concerns of how they were perceived by others.
In ACU, aspects of self-presentation emerged, suggesting that nurses were very
concerned with how patients and the persons accompanying the patient perceived
them, which relates to the referent power of the care giver, as illustrated in the
following:

ACU Nurse: Doctors tend to get automatic respect from patients with just their
title or from just wearing the white coat (theme: drive to acquire, code: self-
presentation associated with mere physical presence)...I want to have that level
of respect.... I need a tool that doesn’t detract from that image... I can’t let them
see me fumbling...1I started back to making my notes to put in the chart on the old
list or whatever I had to write on...(memo: lack of willingness to tolerate
computer resulting in unintended utilization).

In PACU, nurses were charged with caring for patients who were unconscious for
the majority of the time inside the unit, which contributed to minimal verbal
communication between the patient and the nurse during that time. Because of the
unconscious level of the patient, the drive to acquire status with the patient was less
salient in the PACU, even though it existed. In PACU, nurses were less concerned
about portraying status in front of the patient as they were concerned about
representing themselves as competent amongst fellow medical personnel, as the
following excerpt suggests:

PACU Nurse: PACU patients are barely conscious while they are in here. So
I’'m not so worried about them seeing me mess around with the computer if
something’s not working right...but it really makes me look better with the other
nurses on the other units.
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Another dimension of individual characteristics was the theme drive to bond that
refers to our need for social relationships with others. It emerged as very salient in the
ACU as nurses deemed it necessary to connect with patients on a personal level. This
relationship establishment extends beyond task requirements to a more humanistic
display of empathy:

ACU Nurse: Our patients are very nervous when they come in here and you do
feel for them and want to help ease their nerves (theme: drive to bond, code:
desire to display compassion)...I lose eye contact with my patient when I try to
use the computer in the room. If I can’t make eye contact then I can’t reassure the
patient that I'm here for them and I care...

At PACU, where patients spent more of their time anesthetized, the drive to bond
did not initially appear salient. However, we found out that this drive became of
utmost importance once the patients gained consciousness, as the nurses needed to
soothe patients’ anxiety about their condition. Our field notes read:

PACU Nurse: When my kids [affectionately referring to children having
undergone surgery] come in after surgery to put tubes in their ears, I get really
antsy to just stay by their side (theme: drive to bond, code: desire to display
compassion).

The drive to comprehend impelled nurses to collect information about patients and
their ailments. Nurses noted the need to use multiple means of gathering information
in order to help them in understanding the patient’s conditions. While one might
simply explain this as task needs, nurses suggested that sometimes it was simply
about satisfying an inner drive, as suggested here:

ACU Nurse: 1 had this patient who use to come for schedule
colonoscopies...the nicest sweetest person....this one time he came I noticed he
wasn’t quite himself.... He kind of snapped at me. ...It really bothered me, so
later on I read through notes in his chart that indicated he’d had a recent death
in this family... information in the chart can help you make sense of what’s
happening (theme: drive to comprehend).

The influence of the drive to comprehend was most telling in PACU for several
reasons. First, patients were most often anesthetized and could not answer questions.
Second, nurses deemed the technology, despite its faults, as a means to document
insights about the patient’s condition upon entry to the unit. And thirdly, the
technology allowed nurses access to information about multiple patients’ conditions
wherever their location, preventing them from having to leave their post with one
patient to gather information on another. The following quote underlines this:

PACU Nurse: The computer is really the main source you have for
information. The patients can’t tell you anything and you don’t get that much
detail from the OR nurses in the hand-off (patients coming from the OR are
escorted by the OR nurses into PACU). So I need to use the computer to get as
much of that detail to help me make sure I do what’s needed for him (theme:
drive to comprehend).
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The drive to defend, as part of individual characteristics, manifested itself as the
need for the nurses to protect themselves from liabilities. As a result, nurses
documented all aspects of the interactions between them, the doctors, and the patients,
very thoroughly:

ACU Nurse: We are accountable for what we do or don’t do right for the
patient as well (theme: drive to defend, code: desire to ensure correct
accountability). Besides that I take it personal if I know it’s something I did or
could have prevented that harmed the patient (theme: drive to defend, code:
desire to ensure harm prevention). I have to think of myself too in this. If the
system doesn’t work right it not only puts the patient in jeopardy but me too.

In PACU, nurses were meticulous in every intervention with the patient and were
observed diligently using the information system to validate prescribed medications
and regimens as documented in the system. The information system was their primary
source of information and served as a means to not only protect themselves, but also
the patient from being subjected to harm, as discussed here:

PACU Nurse: Our patients can’t tell you who they are when they first come in
or that they are HIV positive and you need to take extra precautions (theme:
drive to defend, code: desire to ensure harm prevention)....Now [with the MICT]
the med list and orders are documented and we can see them in the system as
well and know we aren’t having to decipher the docs writing and you can
document your actions and show proof as to why you did something [used in
deposition when medical malpractice is questioned] (theme: drive to defend,
code: desire to ensure correct accountability).

Overall, our analysis of the four drives provided insight into the rationale for what
salient individual characteristics contribute to technology utilization in these
environments, which extends beyond those typically noted in fit literature.

3.2 Environmental Characteristics

As part of the cross-case analysis, and as a part of our evolutionary lens, we identified
themes of environmental characteristics which were labeled: animate inhabitants,
inanimate objects, and atmosphere. We conceptualize these characteristics and show
associations with the four drives that motivate utilization behavior across the units.

As animate inhabitants we classify the existence of other human beings in the
environment. Unlike PACU, ACU was not a completely restricted environment in that
family, friends, assigned professional patient advocates, or case managers, may
accompany the patient to the unit and, while encouraged to stay in the waiting room,
were not restricted to do so. Also in ACU auditory levels and frequency of outbursts,
like a patient or companion calling for assistance, patients crying or being consoled
prior to procedures because of their anxiety or after having received poor diagnoses,
or medical personal calling for assistance to deal with a patient in a dire or critical
state, were rather high, making it difficult for certain drives to be appeased.

The theme inanimate objects denotes the characteristics of the physical
environment. Specifically, it describes the existence of objects and artifacts in the
environment as well as the architectural layout. The ACU contained single patient
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rooms or open bays with curtains in between them. In these bays, it was somewhat
crowded with multiple beds, tables, and mounted equipment on walls, sinks, and
chairs. Maneuverability in these areas with the MICT was often problematic, which
not only impeded work, but made it difficult for certain drives to be appeased.

In the PACU, unlike the ACU, patients were not housed throughout the unit, which
made it unnecessary for nurses to traverse from one patient room to another with their
carts. The physical confines were unobstructed, i.e., there were no dividing walls in
PACU, unless a patient was in a highly controlled room due to his condition or level
of contagiousness. The open bay setup in PACU enabled MICT maneuverability
within and between patient locations. Even though far more monitoring equipment is
in use, this equipment is mostly mounted at the head of the bed, and nurses perceived
the physical layout as less obstructive. They simply positioned the MICT at the foot
of the bed where the display of all vital statistics was easily viewable.

The theme atmosphere captures the ambiance of the environment or the mood
about the state of affairs within it. Dire situations associated with the criticality level
of a patient is characteristic of healthcare environments. While PACU and ACU may
not have had as dire atmospheres as other units in the hospital, there was still a
marked mood of seriousness in both. While, in fact, the criticality level of patients in
PACU were graded higher than in ACU, primarily because of the fragile state of
patients following surgery, the mood in PACU was much lighter than in ACU.
Overhead lights were dimmed in PACU; nurses whispered to each other and spoke in
soft, reassuring tones to patients; there were far less jarring noises. Compared to
ACU, nurses seemed relaxed and were observed helping each other to operate the
MICT; they were also less visibly frustrated when verbally asked questions by other
nurses to help them work through technical issues in a cooperative manner. The
influence of the drives seems to take precedence in atmospheres where direness,
marked by the heightened condition of patients’ status, is present.

4 Discussion

Our findings about the individual and environmental characteristics constitute a blend
of what is already known and novel characteristics relative to tenets of evolutionary
psychology. If we apply traditional social and cognitive conceptualizations for task,
technology, and the individual, consistent with, for example, the TPC model [3] or the
FITT framework [2], we would have expected that technology for both cases would
have been abandoned in both units. Instead, our analysis reveals that utilization
behavior and ultimately acceptance can differ even when task, technology, and
individuals are invariant across environments.

In ACU the drive to bond and the drive to acquire were quite prevalent, mainly
because of the conscious state of the patient. In contrast, in PACU the drive to
comprehend and the drive to defend were more observably invoked. Appeasing a
salient drive, due to our biological urge, takes precedence. Thus, we propose:

Proposition 1: Characteristics of the environment provoke human drives that an
individual will try to appease.

Yet again, the environment, by its virtue of changing its characteristics, can cause new
drive(s) to be prevalent and the nurse to defer to a new task after cognitively processing
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the environment. Performing the task, according to evolutionary psychology, has to be
done in order to allay harm that is likely to threaten the sanctity of life, whether for
oneself or within one’s social setting [7], [44]. In other words, performing the task is
motivated by the likelihood that completing the task will appease the underlying
drive(s). We suggest:

Proposition 2: As the environmental characteristics change, salient human drives are
invoked that initiate the rationalization process for determining the most important task
to perform.

Aside from impacting individual drives to be attuned to the most current task,
environmental characteristics also invoke drives that influence an individual’s
technology assessment. In PACU, for example, the MICT was the sole source of
information, which appeased the nurses’ salient drive to comprehend. Technology can
also inhibit the saliency of the drives and challenge their potency. In ACU, for example,
the drive to acquire was not supported. We therefore assert the following:
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Fig. 1. The Environment-to-Technology-Utilization Model

* Note: Intent is associated with the premise [45] that intentions (in this case the utilization
motivation) leads to behavior (in this case the utilization of technology), which is consistent with
IS fit literature based on tenets in social psychology.

(Proposition 1), and this invocation of the drives (c) initiates the rationalization process
to select the task and technology that will appease the drive (Proposition 2) and (d)
motivates utilization behavior via the human drives in their influence on rationalizing
the task and technology.
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5 Conclusion

Evolutionary psychology is being touted as a unifying discipline, providing a more
comprehensive understanding of human behavior that combines elements of social,
cognitive, and developmental psychology as well as tenets of neuroscience, as evident
in the special issue in the most respected resource American Psychology [46]. In
summary, the combination of social, cognitive, and evolutionary psychology has the
potential to explain more fully human behavior in a wide variety of situations, including
many in which humans fund, analyze, design, implement, and use information systems.
We came to realize its relevance in this study in the form of the Four-Drive model,
which contributes to understanding utilization behavior by providing an enrichment to
individual characteristics and environmental characteristics to be incorporated into the
IS researchers’ theoretical repertoire.
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Abstract. Stroke is the leading cause of chronic adult disability in Western
countries. After several weeks of inpatient physiotherapy, stroke patients are
forced to continue unguided and monotonous therapy at home. Consequently,
these patients often lose motivation to continue domicile stroke therapy and
therefore do not recover to their potential. An interactive real-time MIDI-Glove
was developed with the goal of engaging patients in meaningful, entertaining,
and motivating domicile therapy. The MIDI-Glove can also provide a
quantitative assessment of progress which provides feedback to both patient and
therapist. This paper focuses on two developed MIDI-Glove applications. The
first is Musiquant, a computer game which allows an individual to play a
sample of a song using the glove and to receive a score based on the
performance. The second application allows an individual to play along with a
song using a variety of different instruments.

Keywords: Interactive real-time MIDI glove, music, stroke rehabilitation,
quantitative progress measurement

1 Introduction

Cerebrovascular accident (CVA), or stroke, is the leading cause of chronic adult
disability in Western countries with over four million stroke victims currently living
in the United States [1]. This number is projected to increase due to an anticipated
increase in the geriatric population and decrease in mortality rate of people who have
experienced a stroke.

Following the onset of stroke, patients receive several weeks of intensive
rehabilitation with the main goal of increasing cognitive and functional abilities [13].
Through intensive and repetitive motion training, patients are able to regain lost
function through neural re-organization [8]. Unfortunately, the length of stay at
inpatient rehabilitation facilities is usually limited to two weeks and outpatient
physical therapy to two times a week [10]. Consequently, patients must continue
therapy independently at their home.

Without access to specialized equipment and supervised therapy, the patient is
often confined to independent, monotonous tasks. For instance, one task for patients
with hand impairment is to passively move flexors and extensors of the affected hand.

J.A. Jacko (Ed.): Human-Computer Interaction, Part IV, HCII 2011, LNCS 6764, pp. 15 1—@, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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Unfortunately, without the presence of a clinician, this type of task is neither engaging
nor does it provide any quantitative measure of improvement—patients therefore lose
motivation to perform independent rehabilitation.

A real-time Musical Instrument Digital Interface (MIDI) glove was developed with
the goal of providing an innovative approach to at home stroke rehabilitation therapy
for the hand. Since over 80% of individuals who experience a stroke suffer
hemiparesis, and the most disabling motor deficit is the hand [5], a glove that focuses
on hand movement targets a large population. The MIDI-Glove is a low-cost device
which both engages patients by providing visual, auditory, and tactile feedback, and
provides a quantitative measurement of progress. It focuses on providing calculated
highly repetitive motions which are crucial for hand rehabilitation [8].

1.1 Motivation for Auditory Feedback

The integration of auditory feedback with rehabilitation provides distinct advantages
over traditional domicile therapy. Music-supported therapy has been shown to lead to
significant improvements of motor function in post-stroke patients that can be
characterized by better cortical connectivity and improved motor cortex activation [2].
Moreover, neural adaptation due to music performance, even in unskilled individuals,
has been seen in integrative auditory sensorimotor areas and therefore is not restricted
to cortical motor areas [3]. This suggests that the act of playing an instrument with
auditory feedback will allow for better neural plasticity and reorganization.

2 Design Motivation

The glove was designed with the intention of providing meaningful exercise that will
help the patient perform everyday tasks. Although the human hand is complex in
structure with 27 degrees of freedom [11], a small number of combined joint motions,
or synergies, can account for more than 90% of the variance. Using principle
component analysis, everyday tasks can be characterized through nine distinct
synergies [12]. The figure below depicts the five main movements associated with the
designed MIDI-Glove (see Fig. 1). These five movements incorporate 6 of the 9 main
synergies and therefore provide meaningful movement that can be applied to
everyday activities.

2.1 Generating an Event Using Electrical Contacts

The glove functions by the same working principle as a basic electric switch. When
an electrical circuit is open, the electrical contacts are non-conducting. When
electrical contacts are closed, the contacts are touching and electricity is free to flow
between them. Likewise, when the contact on the thumb of the glove touches each of
the five electrical contacts of the fingers, a closed circuit is created (see Fig. 2).

The glove was designed using electrical contacts rather than commonly used pressure
or flex sensors in order to force the patients to touch the thumb to one of the
corresponding points on the hand. Doing so, the patient practices pinch and grasp
motions most pertinent to activities of daily living.
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Fig. 1. The five different hand movements associated with the MIDI-Glove. Each row illustrates
hand postures related to playing a unique note.

L4

Fig. 2. Five channel real-time MIDI-Glove. When electrical contacts 1-5 contact electrical contact
V, a closed electrical circuit is created.
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3 Hardware

3.1 USB-MIDI-Controller

Sound from the MIDI-Glove is generated though a MIDI interface, which is the industry
standard protocol that enables electronic musical instruments to communicate with
computers. By playing sound through MIDI, a virtually endless database of musical
instruments is available for the user. MIDI was used in the design in order to allow for
large versatility in the both application and creativity of the individual.

The Hale UMC32 USB-MIDI Controller used enables patients to control software
applications that support the MIDI protocol through the glove interface. The controller
supports up to 32 simultaneous digital or analog inputs allowing the patient to play any
or all notes concurrently (see Fig. 3). A sample rate of up to S00Hz can be achieved.
The controller is connected to a computer through a Universal Serial Bus (USB) port.
The USB-MIDI controller is compatible with all versions of Mac OS X and Windows
OS succeeding Windows 2000.

Fig. 3. UMC-32 USB MIDI Controller

3.2 MIDI-Glove

The components of the MIDI-Glove are integrated onto a golf glove. Golf gloves were
chosen because they have a Velcro latch on the back which facilitates donning and
doffing the glove. Moreover, golf gloves are composed of thin leather material which
allows the individual to have superior digit control as opposed to a thicker glove.
Numerous vents on the glove allow for increased flexibility and comfort.

The MIDI-Glove has six electrical leads. A nickel and copper plated polyester
conductive fabric is used at the fingertips and on the proximal interphalangeal joint on
the index finger (see Fig. 2). Conductive fabric was chosen in order to allow for an
aesthetic, flexible, conductive material with a large contact surface area. The fabric is
highly conductive with a surface resistivity of less than 10hm/m*. Each electrode has a
large surface area at the fingertips to force the patient to move the thumb to each of the
respective locations on the hand.

3.3 Computer

A Dell Windows XP laptop was used for processing and playback.
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4 Software

4.1 MATLAB

The software program MATLAB was used to create the computer program
Musiquant. It was also used to calculate the score in Musiquant.

4.2 Reason 5.0

The software program Reason is a streamlined digital audio workstation (DAW) and
music sequencer which allows the patient to play and record a variety of musical
instruments.

4.3 Hale UMC32 Configuration Utility v1.13

This program allows users to specify which pin of the USB MIDI-controller
corresponds to which musical note. This program also allows the user to select
whether a digital or analog signal will generate a note. The program also allows the
user to configure the sample rate of each channel. For both MIDI-Glove applications
a sample rate of S00Hz was chosen.

5 Applications of a Real-Time MIDI-Glove

Using the MIDI-Glove, the patient is currently able to engage in two separate
activities.

5.1 Playing Concurrently with a Song

The first application enables a patient to play along to a song using the software
program Reason. The patient first selects the desired song. Next, the MIDI-Glove is
configured so the five notes are synchronized with the musical key of the song. Since
the majority of modern songs, 1960-present, are built on a pentatonic—five note—
scale, the individual is able to play along to most songs using this glove. The
individual then selects an instrument from the Reason MIDI library and plays along to
the song. This explorative approach allows a patient to engage in meaningful finger
exercise while being entertained.

Introducing an easy way to play any instrument using this approach may also
enable a musician to play an instrument again for the first time using the MIDI-Glove.
This may help reduce depression often associated with post-stroke patients who have
lost the ability to participate in a musical hobby.

5.2 Playing the Computer Game Musiquant

The second application is a computer game named Musiquant, which quantitatively
measures how well a patient plays a song sample. In the computer game, the patient
first listens to a sample of a song which concurrently provides visual feedback on
which finger must be pressed with respect to each note. Next, the patient plays the
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song with visual feedback on which note is being activated. Consequently a score of
0-100% is displayed (see Fig. 4).

Please listen to
the song

Index Finger

Middie Fl'w‘ Ring Finger Pinky Finger

Listen to Song Again

Now Your Turn!

Repeat the song you just heard by
touching the thumb to the right

a.)

finger

S o

Click hare to find cut how you didl

b.)

Your Score Is
64 .44 <

Ratio of right notes played: 20 out of 54

Ratio of wrong notes played: 20 out of 81

c.)

Prass to play again

Fig. 4. Main Graphical User Interface sections of Musiquant computer game. (a) Patient listens
to song (b) Patient plays song (c) Patient receives score.

The score is calculated by comparing a patient’s performance with a template. The
score is dependent on the note correctness (o), the change in onset of note from the
template in milliseconds (Ay), and the change in duration of note from the template in
milliseconds (AP). These three factors are evaluated for each note.

The score can be expressed as:

K
Score =100 Y (1= G, (47,)- Co (A8, 1= M)

n=l

. _ 1 if wrong note is played
where: o = 0 if right note is played

C = multiplication factor
K = number of notes played in sample
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The multiplication factors C; and C, are adjusted to determine how significant the
change in onset and change in duration of the note is with respect to the score.

This type of application provides both an engaging exercise which motivates the
patient to improve, and quantitative feedback. Providing quantitative feedback using
Musiquant will help foster a self-competitive and motivating atmosphere. In a recent
international randomized clinical trial, stroke inpatients that were given quantitative
feedback of their walking speed were able to walk significantly faster than those who
were not [6]. Moreover, quantifying progress can also help a therapist obtain a quick
yet accurate measure of progress.

6 Future Work

The use of a real-time MIDI glove has yet to be applied to any clinical setting.
Longitudinal clinical trials of affected stroke patients provide information on whether
the MIDI-Glove is more motivating than traditional at home therapy. Clinical trials
will also help identify whether stroke patients benefit from an interactive form of
domicile stroke rehabilitation and may also shed insight on whether music coupled
with stroke rehabilitation is more beneficial than conventional methods.

From an engineering perspective, the glove can be designed to include other
appendages of the body such as the wrist, arm, core, and legs. This may help the
patient perform meaningful whole body coordinated movement. Moreover, the glove
can be designed to include more notes in order to increase the musical practicality of
the glove.

7 Conclusion

Current domicile stroke therapy relies on conventional individual physiotherapy
techniques which do not engage the patient in the rehabilitation. The development of
an interactive real-time MIDI glove provides a form of meaningful hand therapy that
enables the patient to maintain a high level of motivation for hand rehabilitation.
Moreover, patients can receive quantitative feedback using the MIDI-Glove which
helps foster a desire to improve, and provides physiotherapists with a quick yet
accurate measure of progress.
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1 Background

Since “To Err Is Human: Building a Safer Health System (Institute of Medicine
publication, USA, 1999)” has published, the interest to accidents which happened in
medical institutions has spread to the general public in Japan. And over half number
of incident reports in medical institutions is related to medication. The factors which
induce medication error are look-alike of the preparations, sound-alike of
preparation’s trade name, calculation error of dosage and so on.

The healthcare professionals generally recognize the pharmaceutical preparations
visually. So, to identify a preparation correctly, the design of the preparation label is
important. In the small size preparations like the ampule and the vial for injection. the
lots of information are required to write by regulation in the limited narrow space. As
a result, the preparation’s trade name on the label should be written in small font size,
and the medical staff have a potential for the mistaking the preparations and the
misunderstanding pharmacological action (therapeutic purpose).

In Japan, some safety measures have been done to the high concentrated
potassium preparation for injection which is high risk pharmaceutical agent. One
example is to change the label design of high concentrated potassium named
"ASPARA KALIUM ™ (Tanabemitsubishi Co. ,Ltd)" and “ASPARAGINSAN
KALIUM ™ (Terumo Co. ,Ltd)”, which are potassium aspartate preparation for
injection widely used in Japan. The part of “ASPARA” is strong product image of
nutritional drink "ASPARA (Tanabemitsubishi Co. ,Ltd)" available commercially at
the drug stores in Japan, and not few health care professionals misunderstand the
pharmacological action of "ASPARA KALIUM ™"

Therefore, we have made the proposal of changing the font size of the "ASPARA
" part and “ASPARAGINSAN” part (smaller) and the "KALIUM" part (larger) to the
pharmaceutical company for preventing medication errors of the healthcare providers.
And about 2 years after, our proposal has accepted and released the new printed
preparation in Nov., 2008 and Mar., 2009, respectively (Fig. 1,2).

2 Purpose

After the preparation of new label design available in the market, we tried to compare
the understanding the therapeutic purpose before and after the label design change
with the healthcare providers (physician, nurse and pharmacist ) and their students as
the survey subjects and to evaluate the effect of the label design change.
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Previous print

= L4 — .
m- !l.l—l-llu .

“PAINZ part and “ 711J7J Ls” part are same font size.

Progosal Qrint #uUSL K*10mEq 1810mL (X8|

1R LPRSEARDIIL

The Label print
has changed

' : EINRATESE XmA+RTABNI-2-10 H
N = | = %R ! in Mar, 2009.

“FAINZ part and “ HUJ L7 part are different font size.

Fig. 1. Previous and new preparation label design of “ASPARA Kalium™ (potassium
aspartate)

Previous print

@“ FPARINSE B and “ HUI 4" are same font size.
@“ PAINSE B and “ HUI L" are same color.
Proposal print

The Label print
has changed
in Nov., 2008.
@“ FAINSF¥ 2B and “ HUJ A" are different font size.
@“ FAINS¥>B"and “ HUJ L are different color.

Fig. 2. Previous and new preparation label design of “ASPARAGINSAN Kalium™ (potassium
aspartate)
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Which label display is easy to understand
the therapeutic purpose?

front back front back front back

SEET : gl PrEas
B]- 'Sl B
e L ‘ﬁﬁ Hﬂ"ﬁé
= Bl =
TypeA Type B Tyne C

Fig. 3. Survey sheet of ASPARA Kalium ™ (potassium aspartate) for the healthcare providers

Which label display is easy to understand
the indication of “ASPARAGINSAN Kalium . ?

Question 1
Which is the indication of “ASPARAGINSAN Kalium w” ?

O Vitamin supply O Potassium supply o Nutrition Supply O Others

Question 2
Which is more understandable of the indication ?

Fig. 4. Survey sheet of ASPARAGINSAN Kalium ™ (potassium aspartate) for nurses and
pharmacists

3 Methods

The survey sheets of the picture image of preparation (Fig. 3-6) are showed to the
subjects, and the answers were collected on a voluntary basis. The results are
analyzed statistically.

4 Results

The survey sheets were collected from physician (n=64), nurses(n=413) and pharmacist
(n=328)., and 3 Of 64 physicians, 33 of 413 nurses and 1 of 328 pharmacists did not
understand the therapeutic purpose of “ASPARA Kalium ™. (Fig. 7).
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Answer the purpose of this preparation.

%’m. LB

Check the answer box & .
O electrolyte supply O vitamin supply O amino acid supply

You have one of two different survey sheets .

Fig. 5. Survey sheet of ASPARAGINSAN Kalium ™ (potassium aspartate)’s new label design
for the medical students

Answer the purpose of this preparation.

Check the answer box & .
O electrolyte supply O vitamin supply O amino acid supply

You have one of two different survey sheets .

Fig. 6. Survey sheet of ASPARAGINSAN Kalium ™ (potassium aspartate)’s previous label
design for the medical students

As for “ASPARA Kalium™”, our proposal design “Type C” was the most
understandable in all three subject groups which are 61 physicians, 380 nurses and
327 pharmacists except the respondents of the therapeutic purpose misunderstanding
(fig. 8). And our proposal design was more understandable in the medical students
(n=78), but not significant statistically (fig. 9).
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As for “ASPARAGINSAN Kalium™"”, our proposal design was more understandable
than the previous design in both the pharmacists (n = 158) .and the nurses (n = 159), and
also in the medical students (n=06), statistically significantly (p<0.05, chi-square test)
(fig. 10, 11).

No Nutrition No

answer suppl!
Vitamin. Vitzmin. ey anjm:;eo/;

supplyy supply
17
(4%

Potassiu

m supply
supply 380
61 (92%

(95% Nurse (n=413)

No
answer

Physician (n=64)

Potassiu
m supply
327
(99.7%
Pharmacist (n=328)
survey period: Oct.-Dec.,2009

What purpose is “Sodium Aspartate” injection ?

Fig. 7. Understanding of the therapeutic purpose of “ASPARA Kalium ™. (subjects= 64
physicians, 413 nurses and 328 pharmacists. survey period: Oct.-Dec.,2009).

Which Label Design is Easy to Understand ?
Physician (n=61) Nurse (n=380) Pharmacist (n=327)
350 350 350
315
305 —
300 300 300 - "39
250 250 250
200 200 200
150 150 150
100 100 100 | —
55 55
50 50 48 50
22 14 % 17
2 2
o 2 3 3 o _L o
Type A TypeB TypeC TypeA TypeB TypeC TypeA TypeB TypeC
[“JEasytounderstand [l Difficult to understand survey period: Oct.-Dec.,2009

Fig. 8. Comparison of understanding of the therapeutic purpose of “ASPARA Kalium ™ in
three label designs. (subjects = 61 physicians, 380 nurses and 327 pharmacists. survey period:
Oct.-Dec.,2009).
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Fig. 9. Comparison of understanding of the therapeutic purpose of “ASPARA Kalium

Label B
(n=49)

Label A
(n=29)

What purpose is “Aspara Kalium” injection ?

Ke==a
Label B %j:"’% Chi-square test, P>0.005
[ [ [ 41%(2)
87.8% (43) (4)
i ‘ ‘ ‘ 10.3% (3)
75.9% (22)
\ | \
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Oelectrolyte supply O vitamin supply @ amino acid supply
Label A Subjects : Medical Student

Survey : Dec.16, 2010

two label designs. (subjects = 78 medical students. survey period: Dec.,2010 ).

160 151 18
140 0 pharmacist (n=158)
120 H nurse (n=159)
100

80

60

40

20 6 1

o I 1.0
previous design  proposal design both "no"

TM>»

in

Fig. 10. Comparison of understanding of the therapeutic purpose of “ASPARAGINSAN
in two label designs. (subjects= 158 pharmacists and 159 nurses. survey period:

Kalium ™"

Jan.,2010).
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What purpose is “Aspartate Kalium” injection ?

Chi-square test, P<0.005

Label B

[ I I 3.4% (1)

Label B
(n=32)

Label A
(n=34)

29.4% (10)

0% 10% 20% 30% 20% 50% 60% 70% 80% 90% 100%

Oelectrolyte supply O vitamin supply H amino acid supply

Label A

Subjects : Medical Student
Survey : Dec.17, 2010

Fig. 11. Comparison of understanding of the therapeutic purpose of “ASPARAGINSAN
Kalium ™ in two label designs. (subjects= 66 medical students. survey period: Dec.,2010).

5 Discussion

The injectable preparation of high concentration potassium is high risk when
administered rapid intravenously, because it induces cardiac arrest. So the several
improvements of the preparation form and design have been tried over the past decade
in Japan (fig. 12).

Sept., 2003 Oct., 2007 Mar., 2009

:

Zusi K*10mEq  1%10mL
i Trae :u,gnm B‘]

mﬁ’ﬂ J qt\ii‘mmEq

AR-EERORTL BOSHEBATAYL

ol

Re=F=a

"L“’..M-S‘.‘,%

necessary to dilute !!

for intravenous infusion

Fig. 12. Change of the label design of “ASPARA Kalium ™"
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But therapeutic purpose of some preparations like “ASPARA Kalium ™" and

“ASPARAGINSAN Kalium ™" were misunderstood in the healthcare providers and
medical students. Especially, a Japanese translation of “aspartate” is
“ASPARAGINSAN”, so many healthcare providers understand as amino acid supply
preparation. And many medical students misunderstand the therapeutic purpose of
“ASPARAGINSAN Kalium ™.

So we were proposing the change of the preparation label design, which were the
font size and color change of two parts (“ASPARA” or “ASPARAGINSAN” and
“Kakium”) to the pharmaceutical companies (Fig. 1,2). Our proposes have been
accepted and the new designed preparations hav released in Nov., 2008 and Mar.,
2009,respectively.

After the change of the preparation design, we tried to evaluate the change of
understanding of therapeutic purpose in the healthcare providers. And the all results
of survey showed understanding of therapeutic purpose increased by changing the
label design. The change of the label design in “ASPARA Kalium ™" and
“ASPARAGINSAN Kalium ™ is expected to decrease human error.

6 Conclusion

Changing font size and color of two parts (“ASPARA” or “ASPARAGINSAN” and
“Kakium”) increased understanding of the therapeutic purpose. And visual
improvement in the label design of pharmaceutical preparation is expected to decrease
human error.

Acknowledgment. I am very grateful to Fumito Tsuchiya, Professor of Department
of Pharmaceutical Science, International University of Health and Welfare, for his
advice.
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Abstract. There is a compelling need to create an alternative and affordable
home based therapy system founded on sound rehabilitative principles, that is
readily available, engaging and motivational, and can be remotely monitored by
therapists. In the past two years, stroke related medical costs have increased
20%, while the number of clinical treatment sessions have declined. The purpose
of this study was to develop an affordable interactive stroke rehabilitation
gaming experience based on therapeutic fundamentals that can easily be used in
the clinical setting or the home environment.

Keywords: rehabilitation, gaming, health, upper extremity.

1 Introduction

Cerebrovascular accidents (strokes) are a major cause of disability and the third
leading cause of death in the United States, with 780,000 new and recurrent strokes
occurring every year. In the past two years, stroke-related medical costs have
increased 20% [1] while the numbers of clinical treatment sessions have declined.
Accordingly, there is a need to create a home-based stroke rehabilitation system that
is affordable, predicated upon sound rehabilitative fundamentals while remaining
compatible with interests and activities that promote compliance. Merging existing
therapy methods with an evolving notion of “gaming” from the realm of
entertainment toward more serious endeavors has the potential to produce a unique
rehabilitation learning experience for stroke survivors.

1.1 Approaches to Stroke Rehabilitation

Traditional customary care involves time intensive treatment from an occupational
therapist. The rehabilitation strategy depends largely on the goals of the stroke survivor
and their current capabilities with regards to range of motion, strength and functional
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status. This form of rehabilitation often involves performing repetitive movements,
which have been shown to induce motor learning and therefore improve the movement
behaviour of the stroke survivor [2-3]. Several alternative rehabilitation methods have
been proposed. Constrained Induced Movement Therapy (CIMT) involves having the
stroke survivor wear a mitten on the healthy arm for long periods of time, thereby
restricting movement of the healthy arm and forcing the use of the affected arm [4].
CIMT is only useful for a sub-group of the stroke population because of the mental and
psychological requirements in having self-discipline to stick with the program. Another
alternative looks at ways to accomplish rehabilitation by using robotics. The notion
here being that robots can perform and measure repetitive movement without growing
tired, thereby allowing the occupational therapist the ability to work with multiple
stroke survivors at once. The draw back to this is that robotic solutions are not cost
effective for small business nor is it feasible for the home environment. Robotics also
requires some level of skill to operate the robot appropriately. Current paradigms in
robotic motor learning involve simple reaching pattern tasks that are not very engaging
or motivational, however have been shown to significantly improve the movement
behaviour of a stroke survivor [5-7].

Studies have shown that the Wii can have a beneficial health impact on stroke
survivors [8-9]. However, current consumer video games for consoles, such as the Wii,
require precise dexterous movements and are designed around completing game
activities under extreme time pressure; two features that are inappropriate for stroke
rehabilitation therapy. Several systems have been designed specifically for stroke
intervention, such as the TheraJoy, T-WREX or the RUPERT [10-13]. However, such
systems assume that the stroke survivor is able to both grasp and manipulate a joystick
or don an exoskeletal orthosis/robot. These systems also do not contain interactive
motivational gaming experiences to keep patients engaged, and are too expensive and
complex for home use.

1.2 Benefits of gaming

There is mounting evidence suggesting that playing video games produces gains in
certain physical and cognitive abilities. Previous studies using video games as the
primary intervention have found improvements in reaction time, short-term and long-
term memory, attention [14], and spatial ability. While the majority of this research has
been conducted with adolescent and young adults, there are a few studies that have also
explored video games as an intervention for stroke survivors. Gains in prose recall were
found in a sample of stroke patients with memory impairment after interaction with
memory games [15]. Other investigators have speculated that playing videogames may
actually stimulate neurons common to the visuomotor pathways that lead to improved
reaction time [16]. While prior investigations have explored the design of gaming
systems focused on memory and prose recall for the stroke population, few efforts have
attempted to encode specific rehabilitative movements as part of an interactive gaming
experience.

1.3 Purpose

The primary goal of this research effort was to create a compelling and fun
game/experience that users would enjoy playing and that would also improve the
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mobility and dexterity of their stroke-affected arm. Through the intersection of
Rehabilitation Medicine, Computer Science and Engineering, a proof-of-concept
investigation of an innovative home-based stroke rehabilitation technology was
developed that encoded a computer video game experience with a limited number of
specific rehabilitation movements that were based on sound rehabilitative principles.

2 System Hardware Architecture

Stroke survivors are often not able to grasp and manipulate objects with their affected
hand. Therefore careful consideration was given to the type of input device and its
attachment to the arm.

2.1 Input Devices

The stroke rehabilitation game utilizes a Wii Remote motion tracking controller from
Nintendo’s Wii game console. The Wii Remote includes an infrared (IR) camera that
can be used to track the position and orientation of a set of IR beacons. A prototype
version of the stroke rehab game uses two IR beacons rigidly attached to the player’s
stroke affected arm and tracked by a ceiling mounted Wii Remote’s IR camera. This
configuration allows accurate 2D position tracking of the player’s forearm.

The raw, 2D forearm tracking data is filtered using a spring-damper function, the
output of which is used as the end-effector position of a simple inverse-kinematic (IK)
model of a human arm, including a shoulder joint and an elbow joint. The internal IK
arm modeling allows reasonably accurate arm motion tracking in a horizontal plane
extending from the player’s chest forward and perpendicular to the floor.

2.2 System Display

The development and testing of the system was done on a personal computer. This
allowed us to create a system that has a more powerful Central Processing Unit (CPU)
and Graphics Processing Unit (GPU) than the Nintendo Wii console. A future design
goal for the game display would be to incorporate a low cost portable console that
could connect directly to a television.

3 System Software Architecture

The prototype stroke rehabilitation game was developed in the Unity 3D game engine.
Unity provides a rapid game prototyping and development environment and is based
on the Mono .NET software framework. Unity supports cross-platform game
development and supports most of the Mono/.NET framework capabilities, including
Unix sockets inter-application communication. Unity’s Mono/.NET architecture was
used to develop a custom Unix sockets client/server interface to communicate with a
Nintendo Wii remote which is used as the primary game input device. A separate Wii
remote server application was developed to communicate with and receive Wii
remote telemetry data such as IR beacon spatial locations. The Wii remote server
communicates with the Unity game via a Mono/.Net sockets client object inside the
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game. During game play, the Wii remote continuously reports IR position tracking
data to the game application. Wii remote accelerometer data and button states are also
reported and this data may be utilized in future versions of the stroke rehabilitation
game.

3.1 System Operation

The stroke rehabilitation game includes most of Peggle’s game mechanics and
behaviors, but is augmented to facilitate stroke-affected arm motions and exercises.
Whereas Peggle uses a mouse or keyboard to aim and fire balls, the stroke rehab
game utilizes a Wii Remote motion tracking controller from Nintendo’s Wii game
console.

3.2 System Content

A number of video game styles and genres were considered as prototypes for a
suitable rehabilitation game. Ultimately, the popular casual game Peggle was chosen
as a model for the stroke rehabilitation game (Figure 1). This greatly simplified and
sped up the graphical and game play design phases and allowed more time and
resources to be spent on augmenting and adapting the game to support stroke
rehabilitation in the form of encouraging specific arm motions and exercises.

Peggle itself is loosely based on older, mechanical games such as pinball and
pachinko (a Japanese version of pinball). Peggle consists of a grid of pegs and other
targets, all of which are assigned point values, and allows the user to sequentially fire
balls, much as with pinball and pachinko machines, onto the play field with the goal
of hitting, and thereby destroying, as many pegs as possible. The player’s score
accumulates as pegs are hit and destroyed. In the original Peggle game, the player can
aim a ball-firing canon. Skill and strategy are required to clear the peg field
efficiently, but chance also comes into play as a physics engine controls the ball
motion and ball behavior is difficult to predict after the first few ball-peg collision
interactions.

A variety of game behaviors can be triggered and controlled via large and small
arm motions in the tracking plane previously described. The game control motions
were chosen to mimic currently used stroke rehabilitation arm exercises and include
precision aiming of the ball canon, positioning of a catch bucket at the bottom of the
peg field (used to catch balls as they fall, and score extra points and turns), increasing
a point-multiplier “power” value prior to firing a ball. Each such control regime can
be tailored, even during a game session, to encourage specific arm motions and
exercises such as maximizing affected arm range of motion, training arm motions for
precision, training arm motions for stability and minimizing tremor.

4 System Design and Usability

Stroke survivors tend to have limited range of motion, slow reaction time and
impaired cognitive skills. Therefore this game had to be based somewhat on chance,
yet still be physically challenging and motivational for the individual to continue.
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Fig. 1. The prototype of the rehabilitation gaming system

4.1 Design Criteria

Knowledge gathering exercises were conducted with two experts in the field of stroke
rehabilitation to ensure that the type of arm motions and exercises to be encoded into the
game could lead to improvements in stroke survivors. In designing the game, a number
of design criteria were developed which would facilitate stroke rehabilitation
movements and exercises yet still be fun and compelling. The game rules and
mechanics should be simple and easily understood with the right balance of skill,
chance and strategy: enough skill required to facilitate rehabilitating motions and
enough chance and strategy required to create compelling game play and motivate the
player to play more often and for longer periods of time.

To create an effective and enjoyable game, this initiative followed an iterative game
design process. A small set of rehabilitative movements were to be encoded in the game
and used for rehabilitation (informed by metrics such as the WolfMotor Function
Test [17].

The game design required additional considerations due to the uniqueness and
limitations of the target users and to the functional requirements for successful physical
rehabilitation. In particular, to achieve true physical gains the players would need to
spend significant time in the environment; thus the intervention must be engaging and
playable for adults of any age. A game that is boring and tedious or an interface that is
too physically strenuous would be unacceptable. A game mechanic that is too easily
mastered or that is too difficult can cause player frustration and nullify benefits of the
system.
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Designing an environment that leads to a feeling of engagement, immersion and
“oneness” with the system is more of an art than a science. However, extensive
research exists in the area of computer interfaces for older adults, gaming for non-
traditional populations, and general game design, including the new area of “serious”
game design [18]

4.2 Usability Testing

Due to limited budget and timeline a case study was conducted where a recent stroke
survivor volunteered to evaluate the system. The stroke survivor had persistent
hemiparesis that lead to impaired upper extremity function but had no severe
weakness or sensory impairment of the upper extremity. The individual was able to
understand and follow instructions and had a demonstrated interest in technology and
games. Upon review of the gaming environment the individual had found that the use
of IR motion tracking via Wii remote enabled him to successfully play the Peggle-
based game. The individual confirmed that the initial chosen control regime for the
rehabilitation game, tracking stroke-effected arm motion in a 2D, horizontal plane,
closely approximated traditional stroke rehabilitation exercises and would therefore
likely also prove beneficial. Further, the individual stated that the prototype Peggle-
based game was fun and conducive to extended use, a primary goal of this research.

5 Conclusion and Future Work

This paper has described the features, design, implementation and operation of the
stroke rehabilitative gaming system and preliminary findings from a case-study.

The prototype stroke rehabilitation game currently supports arm-tracking game
control in 2D using only the Wii Remote’s IR camera tracking ability. Future
development will include also utilizing the Wii Remote’s thre-axis accelerometers
and the three-axis gyroscopes of the MotionPlus extension device. Combining all
three sensor types, and attaching the Wii Remote to the player’s forearm instead of
the IR beacons, should allow full six-degrees-of-freedom (6DOF) tracking of the
player’s arm. Full, 6 DOF tracking of the player’s arm will allow a much larger range
of trackable arm motions as well as many more exercises and motions to be
encouraged by stroke rehab game play.

Acknowledgments. The authors would like to thank Dr. Steven Wolf and Dr. Sarah
Blanton for their assistance in providing the expertise on stroke rehabilitation.
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Abstract. Medical drugs have various efficacies, and are classified focusing on
their purpose of use. In Japan, the Ministry of Internal Affairs and
Communications gives Japan standard commodity classification (JSCC)
numbers to drugs. Therapeutic category numbers are decided based on three
digit numbers after the head digits “87”. Although the current JSCC numbers
are determined based on the revised document “Japan standard commodity
classification” compiled in 1990, they have not been revised for 20 years. As a
result, when drugs are categorized based on this categorizing system, some
drugs are not applicable to any category. As the result, the drugs have been
categorized as “other categories” such as “drug for other allergy” or “drug for
other cardiovascular disease.” The number of such drugs is increasing.
However, since it is conceivable that drugs having similar efficacy are often
included in other categories, it is necessary that such drugs are classified
independently from the “other categories.” Therefore, in this study, we analyzed
drugs information categorized as “drugs for other cardiovascular disease,” and
proposed a method of classifying these drugs by using clustering.

Keywords: Medical Safety, Therapeutic Category, Clustering.

1 Introduction

Medical drugs have various efficacies, and they are classified focusing on the purpose
of use. In Japan, the Ministry of Internal Affairs and Communications [1] gives Japan
standard commodity classification (JSCC) numbers to drugs, which are composed of
5 or 6 digits. Ethical and proprietary drugs are given JSCC numbers whose head two
digits are “87,” then therapeutic category numbers are decided based on three digits of
numbers after “87.” Therapeutic category numbers have a hierarchical structure [2],
and the third digit following the two digits “87” expresses the action part of the body
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or the efficacy. The fourth digit expresses an ingredient or the action part of the body,
and the fifth digit expresses the use. For example in the case of “87214,” the third
digit “2” expresses “drug for individual organic systems,” the fourth digit “1”

expresses “drug for cardiovascular disease,” and the fifth digit “4” expresses “a
hypotensive drug.”

2 drugs for individual organic

2] drugs for cardiovascular

211 cardiotonic drug

212 drug for arrhythmia

213 diuretic drug

Fig. 1. Part of the hierarchical structure of the therapeutic category numbers

Although the current JSCC numbers are determined based on the revised document
“Japan standard commodity classification” compiled by the Ministry of Internal
Affairs and Communications, they have not been revised for 20 years. As a result,
when drugs are categorized based on this categorizing method, some drugs are not
applicable to any category. Therefore, the drugs have been categorized as the “other
category” such as “drug for other allergy” or “drug for other cardiovascular disease.”
The number of such drugs is increasing.

However, since it is conceivable that drugs having similar efficacy are often
included in other categories, it is necessary that such drugs are classified
independently from the “other categories.” Therefore, in this study, we analyzed
drugs information categorized as “drugs for other cardiovascular disease,” and
proposed a method of classifying these drugs by using clustering.

2 Target Data

We obtained 166 drug package inserts formatted with Standard General Markup
Language (SGML) whose therapeutic category number is “219,” which corresponds
to “drug for other cardiovascular disease,” from the Pharmaceuticals and Medical
Devices Agency (PMDA) [3]. Package inserts are exclusive legal documents used to
describe detailed information for each drug, including the composition, efficacy,
dosage and cautions. As plural drugs are described in one package insert for every
standard, we targeted 235 drugs.
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3 The Method Based on Therapeutic Category Names

Firstly, we obtain the therapeutic category names from each drug. Therapeutic
category names are defined as “if you can express definitely the efficacy or the
character of such drug, you mention them and avoid expressions that may invite
misunderstanding by the user” in the notice [4] given in 1997. As such therapeutic
category names are decided by each pharmaceutical company, there is no
standardization. As a result, there are therapeutic category names such as “circulatory
disease improvement drug” based on the concrete efficacy of the drugs and
“prostaglandin E1 drug” based on ingredient names of the drugs. Although we can
find the efficacy of the drugs directly based on the concrete efficacy as in the former
case, we cannot find the efficacy of the drugs directly based on only ingredient names
as in the latter case. In addition, some drugs are not given therapeutic category names.
Therefore, we cannot classify drugs having similar efficacy based on therapeutic
category names.

4 Proposed Method

As mentioned above, since we cannot classify drugs based on therapeutic category
names, we classify drugs based on information described on the part of “effect-
efficacy” in the package inserts. We generate networks based on the words included
in the part of “effect-efficacy” and aggregate drugs with similar efficacy by applying
a clustering method to the networks.

4.1 Extraction of Nouns

We divide the statements of “effect-efficacy” into clauses with “CaboCha,” which is
the Japanese dependency analyzer, and extract nouns included in these clauses. In
addition, if we extract compound words that plural nouns connect like “BEEZBIME R
IB%E ( head injury aftereffects),” we divide them according to their meanings like “Z§
EB(head),” “IME(injury),” “#RIBfE (aftereffect)” and extract these nouns.

Then we count up the number of nouns that are extracted by the method for every
drug. Nouns such as “2{l& (improvement),” “ T &2 (follows),” “% 0)(thing)” and so
forth appear for many drugs. Since we expect that they are not related with the effect
directly, we exclude such nouns from the target of analysis. In addition, we exclude
nouns that are provided by dividing the compound words and not related with the
effect directly. For example, we exclude “}& 1% (chronic),” which was provided by
dividing “ 18 # B T £ (chronic renal insufficiency)” and leave “& 7 £ (renal
insufficiency).”

4.2 Generation of Networks

We make a connection matrix with the remaining nouns and the product names as a
network with them as Fig. 2. A row of the connection matrix expresses what kind of
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nouns appear in statements of “effect-efficacy” of the package insert of a drug. If a
noun appears in a drug statement, the element falling under the noun of the row of the
drug is 1. If the noun does not appear in the drug statement, it is 0. Then we make an
adjacency matrix between the product names based on the connection matrix as Fig.
3. If drugs connect through common nouns in the connection matrix, we set up an
edge between the drugs in the adjacency matrix. Therefore, the adjacency matrix
expresses the network of the product name of drugs.

Fig. 2. An example of a network with drugs and nouns

D GO CD.

Fig. 3. An example of a network of drugs

S Analysis 1

5.1 Method

We apply the non-hierarchical clustering method by the modularity [5] to the
adjacency matrix and extract clusters connected as the same efficacy. The modularity
is one of the indexes for detecting the communities from the network. If a connection
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between nodes in a community in the network is dense and a connection between the
communities is sparse, the modularity takes the high value. This method using
modularity classifies the drugs based on the network of the drugs.

5.2 Results

As a result of non-hierarchical clustering, the drugs were divided into three clusters.
The numbers of drugs that belong to each cluster were 104, 72 and 57. Table 1
shows the top five frequencies of nouns that appear in the drugs included in each
cluster.

Table 1. Frequencies of appearance of nouns in the top five cases in each cluster

Cluster 1 Cluster 2 Cluster 3
Noun Frequency Noun Frequency Noun Frequency
1 i 99 (l]:])flllfd 45 fRR 48
(brain) (circulation)
symptom)
mE
2 . EE 91 (blood 43 Eﬁgﬁ 48
(infarction) (obstructive)
pressure)
BE fiE BAR
3 (faih;re) 70 (sy%[;t;m) 28 (ar}er%% 48
SRER 1 3|4
4 (head) 33 (dialysis) 28 (sclerosis) 43
58 i EE
5 (injury) 55 (kidney 28 (failure) 42
Jury failure) Y

5.3 Discussion

Since many nouns about the head, such as “brain” “head” and so forth, appeared in
Cluster 1, which is the largest cluster, we expected that Cluster 1 would be
independent as circulatory organs drugs related to the head.

However, because the number of drugs in Cluster 2 is 72, and the frequency of the
nouns that appear most in the cluster is 45, it is desirable to subdivide Cluster 2
including the small clusters that we should subdivide in Cluster 2. Therefore, since we
cannot subdivide Cluster 2 by using the non-hierarchical clustering method, we apply
the hierarchical clustering method for analysis based on inclusion relations between
the clusters.
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6  Analysis 2

6.1 Method

We apply the hierarchical clustering method for the connection matrix with the
remaining nouns and the product names made in Section 4.2. We use the Euclid
distance for distances between the drugs. Then, in order to demand a cluster expecting
that it has drugs having similar efficacy, we calculate the entropy using the following
expressions after the cluster division. The entropy is an index to express disorder of
the information.

o
$= } ¥ Bondx (BLlogRE 1 (L RDlogll RD) (D) (1)

t=1 W

Bi is a ratio of the elements including noun “w” in cluster i" after the division, and

(A1)

Fron ) is a ratio of the number of noun “w” for that of all nouns. “M” is the
number of clusters. If the number of the clusters is two after the division, we calculate
the entropy as M=2. If the number of the clusters is 1 before the division, we calculate
the entropy as M=1. Then we calculate the information gain. The larger the
information gain, the better the division. Therefore, we repeatedly divide the clusters
until the information gain decreases in comparison with the division before 1.

6.2 Results

We show the results in Fig. 4 and Table 2. Figure 4 is a dendrogram showing the
information gains of each division. Table 2 shows the number of elements and
therapeutic category names of drugs in each cluster. As a result of the hierarchical
clustering, the drugs were divided into five clusters. The numbers of drugs belonging
to each cluster were 154, 32, 32, 8 and 8.

0.03

10.097
0203 -1 0.335

0.086

0.01

Fig. 4. Results of the hierarchical clustering method. The numbers in the figure show
information gains.
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Table 2. The number of elements and therapeutic category names of drugs in each cluster

Cluster Number Therapeutic category names
number of elements of drugs in each cluster
1 154 <include many drugs with different efficacy>
2 32 “disturbance of consciousness / pancreatitis
treatment drug” “Brain metabolism
improvement drug” etc.
3 32 “prostaglandin E1 drug” etc.
4 9 “antithrombin drug” etc.
5 8 “circulatory disease improvement drug”
“antihypertensive drug” etc.

6.3 Discussion

Since drugs having various different efficacies still coexisted in Cluster 1 including
154 elements, we could not extract therapeutic category names that plainly express
the efficacy of drugs in the cluster. On the other hand, since the other clusters have
therapeutic category names having almost the same meaning in each cluster, we could
extract the efficacy of drugs in each cluster. According to a result such as “circulatory
disease improvement drug” based on concrete efficacy or “prostaglandin E1 drug”
based on the ingredient name of the drug, therapeutic category names are decided
from plural viewpoints, as a therapeutic category itself. Therefore, it is necessary to
unify these viewpoints of therapeutic category.

7  Conclusion

In this study, we analyzed the classification system focusing on ‘“drugs for other
cardiovascular disease” to contribute to the improvement of therapeutic categories,
which have not been revised for 20 years. In order to classify drugs having similar
efficacy, we proposed a method of clustering the connection of the product names of
drugs and nouns included in the statements of “effect-efficacy.” When we applied a
non-hierarchical clustering method, there was a cluster that should be subdivided
because the cluster includes small clusters. However, since we could not subdivide such
cluster by the non-hierarchical clustering method, we applied a hierarchical clustering
method that performs analysis based on inclusion relations between the clusters.

As a result, we classified drugs into clusters including drugs of similar efficacy.
However, therapeutic category names are decided from plural viewpoints, as a
therapeutic category itself. Therefore, it is necessary to unify these viewpoints of
therapeutic category. In future, it is necessary to analyze the other categories by
applying our method and propose a new classification system.
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Abstract. In 2006, health care in the United States encompassed 14 million
professionals [1]. Such a large and complex network of employees introduces
many challenges and limitations to the communication process. This research is a
continuation of our efforts towards further understanding clinical communication
by studying previously utilized methodologies in this field and then, proposing
our new approach and its innovation. Moreover, in this paper, we discuss our
results from a pilot study conducted at the Pulmonary ICU at the University of
Missouri Hospital. The ultimate goal of this work is to develop a practical clinical
communication model that identifies influencing communication factors.
This model will serve as the foundation to our long term goal of building an
ontology-driven educational tool that will be used to educate clinicians about
miscommunication issues and as a means to improve it.

Keywords: Human- computer interaction, Intensive care unit, Clinical
communication model.

1 Introduction

The consequences and remedies of inadequate communication within health care is a
core interest in the medical informatics field. Numerous attempts have examined the
communication patterns between providers and patients; this work focuses on the
communication patterns within the clinical team. In health care, communication is
considered the backbone of many crucial tasks such as education, information
dissemination, knowledge exchange, and decision making. Clinical communication
plays a pivotal role in the information flow cycle, and scientific evidence shows that
communication errors can cause significant morbidity and mortality rates [2]. For those
reasons, strong clinical communication is paramount for better health care outcomes. In
this section, we introduce our definition of clinical communication, as well as the
relationship between clinical communication and patient outcomes, and finally,
recommendations from literature on how to improve communication.

In this research we define communication as the exchange of ideas, messages or
knowledge between two or more entities through verbal, non-verbal, written, and
visual forms where entities can be individuals or technological components. Since
health care includes communication through clinicians and computers and in an
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© Springer-Verlag Berlin Heidelberg 2011



Clinical Communication: Human-Computer and Human-Human Interactions 183

attempt to encompass human-computer and human-human interactions, our definition
uses the term “entities” to refer to communication among both humans and
technology aided-devices. Clinical communication can be categorized into the four
categories mentioned in or definition.

1.1 The Impact of Communication on Health Care Quality

The quality of care is reflected through patient outcomes and health care costs. Patient
outcomes are closely tied with the occurrence of medical errors and sentinel events.
As the Institute of Medicine (IOM) [3] stated that inefficient communication is a
significant factor in the occurrence of medical errors. Moreover, clinical
miscommunication, the failure of message exchange, is reported as the main cause
for 75% of medical errors and 65% of sentinel events [4-5]. With medical errors and
patient safety reported as the 8" leading cause of death among Americans [3], it is
clear that significant improvements to the cause of these problems, namely clinical
communication, are essential.

Economically, clinical communication is directly responsible for high health
care costs and unfavorable quality. The IOM reported that preventable health care-
related injuries cost the economy from $17 to $29 billion annually, of which half
are health care costs [4]. This remarkably high volume of injuries has a significant
impact on individual’s well-being as well as the overall population health status,
and the efforts of researchers should be directed towards eliminating major health
care challenges.

1.2 Calls for Better Communication

Over a decade has passed since the IOM report stated that the major cause behind the
increasing incidents of medical error cases is attributed to clinical miscommunication
[4]. However, years later, the National Healthcare Quality Report stated that the
current health care status is far from the 50% reduction in medical errors that the IOM
had aimed at previously [6]. Statistics reflect the impact of clinical communications
on healthcare quality and patient outcomes, and these reports suggest that an
improved communication structure is needed in order to reach the IOM goals.

Furthermore, individual research efforts have highlighted the significance of
communication in the performance of physicians and nurses. A study aimed at
understanding the main causes behind medical error instances showed that
approximately 50% of all adverse events were caused by communication errors [7]. In
another retrospective study, communication errors were the lead cause of mortality,
twice as frequent as clinical malpractice [8]. Beyond statistics, higher communication
quality in health care is inevitable in order to increase the accuracy of information
exchange.

2 Methods

The field of human factors engineering, or ergonomics, is a multidisciplinary area
whose goal is to improve the relationship between humans and systems [9]. Human-
Computer Interaction (HCI) is considered the science of design; it targets further
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understanding and supporting the interaction of users with and through technology
[10]. As technology advances, more challenges are generated and higher user
expectations need to be met. In this section, we provide an overview of current HCI
research methods, healthcare application, and means of introducing HCI methods to
improve clinical communication. This research utilizes grounded theory as a
systematic qualitative research methodology, which will emphasize the generation of
theory from collected data. Based upon grounded theory and human factors, our plan
is to focuses on generating theories from the data collected which will improve the
understanding of clinical communication ultimately.

2.1 Review of Current HCI Methods

In a field with such diversity, the utilization of research methods are numerous and for
that reason this research will highlight the most common research methods used in
previous HCI efforts. Among the most commonly used research methods are surveys,
field study, controlled experiment, and instrument development. Table 1 summarizes
results from a study conducted on the intellectual development of HCI research in
Management Information systems (MIS), the study focused on understanding what
types of methodologies are most popular [11]. From 378 HCI papers, the research
suggests that the three most utilized methods were controlled lab experiments,
surveys, and field studies, followed by field experiment, instrument development, and
others. Moreover, results show that the overwhelming majority of research papers
used empirical research methods, in other words methods based on observation and
experience. Even though many researches used only one methodology in their work,
there are an increasing number of publications that utilized two methods in their
work.

Table 1. Breakdown of commonly used methodologies among 378 publications

Research Method Number of Papers % from total
(total = 337) number of papers

Controlled lab experiment 134 35.6%

Surveys 96 25.5%

field studies 47 12.5%

Study type Number of papers % from total
(total = 378) number of papers

Empirical 342 90.5%

Non-Empirical 36 9.5%

Number of methods per study  Number of papers % from total
(total = 337) number of papers

One method 298 88.4%

Two methods 37 10.9%

Moreover, in HCI, research methods can be categorized into three categories: (1)
Natural settings, (2) Artificial setting, (3) Environment independent setting [12]. The
natural setting category includes methods such as case studies, field studies, and
action research. These methods can generate rich data based on the first hand data as
well as, the opportunity to collect first hand data increases the reliability of findings.
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On the contrary, these methods can be time consuming, data collection can be
challenging due to scarcity of human resources, and the generalizability of the study
maybe questionable. Methods in this category can be used to evaluate new practices,
test new theories, or develop hypothesis. Artificial settings tend to include laboratory
experiments as its methods, the benefits of using such methodology is the ability to
control the variables and also, to replicate trials. Weakness of this category can be
shown in the absence of realism and in certain cases the level of generalizability is
unknown. Finally, the environment independent setting category includes research
methods such as surveys, applied and basic research, and normative writings. These
methods are best used to collect data from large samples, product development, and
building theories and frameworks. On the contrary, there is a challenge to manipulate
variables, and in some cases opinions might influence outcomes which affect the
truthiness of research. This research will incorporate the significant findings from
previous researches to maximize the yield of our work and hence, reach the ultimate
goal of this research which is to improve clinical communication.

HCI in Healthcare. In 2008, the health care industry provided 14 million job
opportunities and potentially 3.2 million new jobs by 2018, which makes the health
care sector the largest and most diversified industry [13]. Also, health care is one of
the few sectors that directly impact the wellbeing of citizens and better health care
directly results in a shift in the population health status. The health care structure
integrates two core components to provide services and care: human resources and
technology. New Information Technologies (IT) serve as means towards advancement
however, there are calls for better technology integration. IT in health care can be
introduced in two main areas: treatment process and medical records. From that
perspective, HCI research methods can be applied in those domains to provide more
efficient systems and effective work flow.

In 1999, IOM released a report that documented the effect of the current health
system design on medical errors, namely wrong-site surgeries and transplant errors
[14]. The field of Human Factors (HF) proposes new methodologies to improve the
current state of health systems and hence, introduces new interventions to prevent
future tragedies. Moreover, a study reports that from 182 patients who died in 12
different hospitals, 14% were reported to be preventable and had resulted in
inadequate diagnosis or treatment [15]. Therefore, there is a necessity to study and
improve the current system limitations.

HCI in Clinical Communication. Clinical communication is a multifactorial,
complex structure that requires the delivery of information accurately, the
communication process in health care uses various mediums for communication.
Professionals utilize verbal, non-verbal, and technology-aided devices to
communicate amongst each other. Human-Human and Human-Computer interactions
are present within this process which has resulted in inconsistent accuracy levels to
communication based on the utilized communication medium. Table 2 shows the
mostly used communication channels in each interaction. It is evident that within each
communication channel there are many factors that need to be addressed in order to
enhance overall communication levels.
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Table 2. Types of clinical communication channels based on type of interaction

Interactions Communication mediums
Human-Human interactions Verbal
Written
Body language
Human-Computer interactions Information storage

Information retrieval
Clinical alerts
System messages /errors

In recent years, a new generation of computer systems was introduced to health
care; those systems are designed to perform more sophisticated tasks beyond basic
information entry and retrieval. Those systems aimed at assisting and improving
clinical decisions. Those computer-based systems, such as Clinical Decision Support
Systems (CDSS) and Electronic Medical Records (EMR), have facilitated evidence-
based and patient care by reducing serious medication errors [16] and enhancing the
delivery of preventive care services [17]. However, about 34% of computer-based
systems have shown insignificant progress in clinical practice [17]. One of the major
reasons for this inefficiency is, as the use of Health Information Systems (HIS) and
Computer Information Systems (CIS) increase, new medical errors are introduced.
The types of errors produced by both systems differ for each type; HIS mainly keeps
track of administrative issues and CIS concentrates on patient-related data such
EMRs. However, many errors from both systems can be related to
miscommunication. Therefore, the communication model, proposed in later sections,
addresses communication limitations in both HIS and CIS.

2.2 The Proposed Communication Model

Based on systematic literature review and preliminary data collection trials, this
research has proposed the first clinical communication model which highlights
communication factors, processes, and communicating parties [18]. Being the first
model to delineate clinical communication, we expect this model to undergo further
development, modifications, and verifications as we capture data and analyze model.
A major aim of our efforts is to build a comprehensive data repository that resembles
most, if not all, communication forms and factors. Scarcity of data forms a challenge
to this research; therefore, we have proposed an innovative data collection
methodology that will increase the scope of our efforts to include Human-Human
Interactions (HHI) and Human-Computer Interactions (HCI) [19].

Since the proposal of the original communication model, the research team has
been successful at capturing first hand data by observing at the Pulmonary Intensive
Care Unit (PICU) at the University of Missouri. The analysis of literature findings
and first hand data has added significant insights to our communication model which
in return added new factors to the model. Figure 1 shows the clinical communication
model with new HHI and HCI factors under each category. Also, the model shows a
new formulation of the exchanges of message such that during a conversation, any
given message can experience a level of distortion when received at the recipient. The
alteration of a message can occur in two ways, either by missing or adding details
from the original message. Reasons for incomplete message transfer can be due to
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external noise factors, such as side conversations, or by technology-aided devices,
such as pagers and computer alerts. As for the inclusion of new information or details
to the original message, reasons can include the differences in tacit knowledge such as
culture, training, clinical experience, and education. Among other contributing
factors, the behavioral skill level of professionals impact the way of individual’s
communication in health care for example, we have observed that misunderstandings
can occur during multi-tasking or various interruptions. Also, during HHI, the
extensive use of memory is a major contributing factor to the quality of
communication; the immense amounts of knowledge and patient information can be
potential risks to communication breakdowns.

On the other side, the communication mechanism between users and computer
systems has many underlying factors that can lead to better communication quality.
With regards to communication, HCI can be divided into two main components, users
and computer systems. Users utilize the system to store or retrieve information, to
perform these two functionalities, users require certain computer interaction skills.
Among those skills, users need to be familiar with the system in order to enter the
correct data into the correct fields. Also, users must be able to correctly retrieve and
interpret information; this can be acquired with high practice and extensive system
training. On the contrary, the need for user-centered systems design is paramount. The
science behind usability patterns and behaviors should be the underlying science
behind designing and developing clinical systems. For instance, the immense
utilization of system alerts in some incidents cause users to ignore those warnings and
to find workarounds. Therefore, further understanding of user skills and behaviors
while using any clinical computer system will directly improve clinical
communication from a HCI perspective.
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Fig. 1. Modified clinical communication model with new subcategories and message exchange
representation

2.3 Approach and Environment

Since this research aims at improving communication between clinical team
members, we understand that there is a need for further study and analysis of the
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communication behaviors of each clinical team member. For that reason, this ongoing
project aims at allocating the time and efforts to observe and shadow each role within
the team. By capturing role based communication information, this research will be
capable of developing a clinical communication framework that will be used for
education purposes for clinicians. As an initial step, we have developed a research
protocol that includes of an observational study at the PICU with strong emphasis on
the Lead Physician (LP). The LP is on top of the hierarchical structure and the
nucleus of all communication events among the clinical team, for that reason, this
research will focus on observing and studying their communication behaviors and
patterns.

The observational study aims at capturing first hand data through shadowing the
LP and by providing surveys to the clinical team members. The observational study
will take place during the morning bed rounds in which the clinical team conducts
patient visits, discusses new patient updates, and set daily goals. Through bed rounds,
the researchers will utilize a checklist developed by the team to capture certain
communication behaviors. After the bed rounds, the researchers will conduct a short
survey with the clinical team, except for the LP, the survey questions are designed to
serve as a baseline measurement for the study. Since to our knowledge there is no
clinical communication checklist readily available for researchers to use, we have
developed our own tool that we plan, after testing and validation, to share with the
public to encourage further research.

This study will be carried out at the ICU because critical units receive patients who
suffer life threatening conditions; this shows that the quality of care provided must
meet the level of expectations in such critical situations. Also, there is an urgent need
to improve patient safety through better understanding of communication behaviors
within the ICU [20].For those reasons, we chose the ICU as the primary location for
its complex and multidisciplinary nature which will allow the capturing of rare
communication incidents and hence, this will increase the research generalizability.
Moreover, The University of Missouri Hospital offers primary, secondary, and
tertiary health care services, and it provides formal academic teaching and
collaborative research services. Considered as a nationwide leader in health care
quality improvement and quality patient care, the level of adherence to national health
care standards and regulations are guaranteed and thus, the quality of trained staff and
resources will provide a fair environment that can be extrapolated to other large health
care institutes.

2.4 Tool and Data Validation

Prior to the beginning of the study, we integrated expert validity as a part of the
content validity process. Expert validity is the process of obtaining feedback from
domain experts on the developed tool by going through two content validity cycles at:
(1) the instrumental level, (2) the item level [21]. The measurement tool was
presented to domain expert to evaluate the instrument at whole by evaluating if the
intended goals can be met by the design of the tool. Also, the domain expert reviewed
each item of the instrument; items not recommended by the expert were eliminated
from the tools to ensure higher validity levels. Also, experts made suggestions to add
new items that can assist our research reach its goal by collecting the correct set of
data.
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Moreover, during the trial study already conducted we assessed and modified the
measurement tool to best fit the hectic nature of the ICU. Through collecting first
hand data, the quality of captured data will in turn increase the level of validity and
reliability of our measurement tool [22]. It is reported that the best approach to
increase validity is to use more than one observer, for that reason we plan to utilize
two observers to conduct this study [23]. The observers will participate in the same
clinical activities, use the same tools, and they will conduct the observations at the
same times. Finally, we developed a set of survey questions that aim at getting a
better understanding of communication behavior from the clinical team members.

3 Results

Results from the trial study suggest that there are many HHI and HCI factors that
impact communication at the ICU. The factors that seem to have a major effect on the
communication process included feedback, interruptions, and tasks. The quality of
feedback by the LP and the frequency of interruptions appear to have significant
influence on the outcomes either positively or negatively. Also, we learned that
through understanding the tasks performed by the head of the clinical team, namely
the LP, we can reach better understanding of the HHI. Also, we have modified the
tool to capture the role of technology with respect to communication; during the trial
study we observed that technology-aided devices introduced numerous amounts of
interruptions during communication. For that reason, we will focus on the types and
frequency of technology interruptions such as computer alerts, pagers, and telephones.

Our preliminary work in clinical communication continues along with our early
studies in medical errors and communication [18, 24]. Through analyzing the
strengths and weaknesses of existing methods of clinical communication, we have
proposed our innovative method for examining clinical communication with an
emphasis on HHI and HCI perspective, which holds promise in revealing the
complexity and interruption of many technologies used in clinical communication.
More efforts are needed in understanding team member interactions and will be
contingent on what will be learned in the proposed study as described above.

Data collected through the procedure described above will be coded and classified
into patterns and concepts with reference to the communication taxonomy proposed
by Gong et al. [24]; then, concepts will be grouped into higher level categories based
on the communication factors proposed in the communication model. From data
analysis, we can form new communication theories based on inductive reasoning.

4 Discussion

Moving forward, the next step for this work is to start official data collection by
studying LP communication habit through utilizing observational methods and by
conducting survey questions. Moreover, in the future, we believe by studying various
clinical team members, this comprehensive research will detect various
communication patterns thus; in the future we plan to carry out more observational
studies that will focus on other clinical team members including residents, respiratory
therapists, or nurses. This will help refine results and uncover more factors.
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One of the challenges to this research is the scarcity of data. The absence of a
mandatory reporting system has resulted in many medical errors not being reported.
With the exception of Veterans Health Administration and the Department of
Defense, there are no nationwide reporting systems that mandate error reporting. We
believe that with more data, this research can provide new information for clinicians
to improve communication within a single team. Through knowledge representation,
we aim at developing a framework of the communication process and hence, increase
clinician’s awareness of solutions and risks during interactions. Along with increasing
communication awareness, these steps will enhance clinical communication,
minimize medical errors, and reduce costs which will increase patient safety as well
as overall population health status.
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Abstract. Advanced technologies open more possibilities to interact with
computers in various different ways. Especially, pen-based computing provides
people with an intuitive way to use a computer. In this paper, we present our
research on developing pen-based neuropsychological assessment tools for
older adults with cognitive impairment. First, we explain the background
information and motivation to design technology for the aging population.
Then, we describe our two applications: ClockReader and TrailMaker. We then
discuss technological affordances to support medical assessment tasks and
conclude that pen-based computing could contribute to increase the efficacy of
a computer-based assessment tool.

Keywords: Pen-based Computing, Computerized Cognitive Assessments,
Senior-Friendly Design, Health-Related Technology, Sketch Recognition,
Human-Centered Design, Usability Clock Drawing Test, Trail Making Test.

1 Introduction

Recent advances in pattern recognition technologies and human-computer interaction
push more possibilities of designing applications in pen-based computing [1]. Tablet
PCs, a representative platform in pen-based computing, provide users with a natural
way to interact with a computer [2]. Similar to using a pencil to write on paper, one
can use a stylus to draw on top of the tablet screen. Pen-based interaction is easily
accessible to people with little or no experience with computers [3]. They can
leverage their previous writing experience without having to learn how to manipulate
the keyboard and mouse. Despite this potential, there are only few applications utilize
the unique features of pen-based interaction [1].

To leverage the opportunities of pen-based input for medical applications, we have
investigated developing computerized neuropsychological assessment tools. The
current practice of neurological examinations is still administered the same way as it
was decades ago. Patients are asked to perform a series of assessment tasks such as
diagram drawing, memory testing, or puzzle solving activities by using a pencil on a
given sheet of paper. Medical practitioners such as neuropsychologists or neurologists
would then spend hours analyzing and scoring the tests. The process is long and
tedious. Furthermore, different administrators of the test may have different scoring
criteria. By making a computer-based test, we can reduce the tedious efforts of
human scoring and facilitate a consistent scoring practice and analysis [4].

J.A. Jacko (Ed.): Human-Computer Interaction, Part IV, HCII 2011, LNCS 6764, pp. 192-201, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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Furthermore, the system would provide a closer doctor-patient relationship,
connecting the two more easily through telemedicine. The overarching purposes of
our approach are (1) to investigate how pen-based computing technologies can play a
critical role in enhancing our knowledge and understanding of the brain-behavior
relationship caused by aging-related cognitive impairment; (2) to empower medical
practitioners to make evidence-based decision-making; and ultimately (3) to enable
transformative research in the field of neurological assessment.

In this paper, we first provide background knowledge, an overview of technology
use for seniors, one of the most common diseases in the aging population, and the
current use of pen-based computing in healthcare. Then, we describe the purposes of
the two application developments: ClockReader and TrailMaker. Lastly, we conclude
by discussing the potential of psychometric analysis with respect to pen-based
computing in neuropsychological assessment.

2 Related Work

2.1 Gerontechnology

Technology has influenced the quality of our everyday lives. People have connected
to one another through the Internet, mobile phones, and virtual reality systems. At the
same time, the senior population has been dramatically increasing. However, studies
on the design, development, and use of technology have been mostly limited to young
adults, particularly aged 20-40 years old [5]. We see a need for guidelines and studies
that consider the aging population when designing technology. Physical and cognitive
decline of the elders require different methodologies and design considerations.

With the strong need for research on aging and technology, gerontechnology has
been established as an interdisciplinary field [6]. Gerontechnology combines
gerontology and technology. This approach comes from a deep understanding of the
underlying characteristics of aging human beings in their social context to develop
technological innovations [6]. How can technology improve the quality of everyday
lives for older adults? Fisk et al. have investigated designing technology based on
cognitive aging principles [5]. They argue that cognitive aging is a critical issue to be
addressed. Because aging can influence task performance in several areas, technology
designers should be truly aware of older adults’ abilities.

Much research in gerontechnology involves health-related applications. Aiding
memory, monitoring health conditions, and supporting communications with distant
family members are exemplary applications to support the quality of life for older
adults [6]. Indeed, health is one of the most demanding issues for older adults. In
order to prevent the progression of cognitive dysfunction, older adults are encouraged
to take several screening tests. In the process of developing a computerized screening
tool, senior-friendly computer interaction principles should be considered in the initial
stage of technology development.

2.2 Alzheimer’s Disease and Related Disorders (ADRD)

A prominent public health challenge caused by aging is cognitive dysfunction, which
is poor mental functioning associated with confusion, forgetfulness, and difficulty in
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concentrating. Alzheimer’s disease is one of the representative disorders. Unlike other
diseases that are physically visible, early detection of cognitive dysfunction is rarely
easy. In fact, fewer than 50% of Alzheimer’s cases are diagnosed, and only
approximately 25% are treated, even after several years of progressive cognitive
decline [7]. Unfortunately, there are no known treatments for curing Alzheimer’s
disease [8]. Therefore, in order to properly treat cognitive dysfunction, it is critical to
identify the early process of cognitive impairment.

In 2003, the Alzheimer’s Foundation of America established the third Tuesday of
November as National Memory Screening Day [9]. The goal of this initiation is to
promote the early detection of Alzheimer’s disease and related disorders (ADRD) and
to encourage timely intervention and treatment of them. It is often difficult to detect
cognitive impairment because (1) it is hard to differentiate cognitive impairment from
normal cognitive degeneration due to aging; (2) there is limited opportunity for
seniors to meet with specialists, such as neurologists or neuropsychologists, unless
they have serious observable symptoms; and (3) the disease is usually progressively
developed, so it is hard to capture the appropriate moment, which normally requires
continuous monitoring through everyday activities.

Therefore, our society needs a novel, quick-and-easy screening system for
cognitive impairment, as well as preventing the onset of aging cognition. The
significant amount of research currently being conducted regarding phone- or
computer-based dementia screening indicates that dementia screening should no
longer be limited to clinicians’ offices [7].

RO

Charting Notes
Instant Messages

Fig. 1. Diagram showing a doctor and nurse stay connected with the Tablet PC (adopted by
Microsoft White Paper 2004 [10])
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2.3 The Use of the Tablet PC in Health Care

According to the white paper on the Business Case for Tablet PC (2004), Microsoft
emphasizes that when implementing the electronic medical record system, the Tablet
PC would provide great value to healthcare workers with flexible access to patient
information at the point of care in the hospital, and outside of the office, such as home
care [10]. They pointed out that the electronic data in the Tablet PC can help reduce
medical errors, increase doctor and nurse efficiency, and shorten the duration of
patient visits. Figure 1 below shows a visualization of how the Tablet PC’s unique
form factor and the capability to write directly on the screen would provide more
effective ways to facilitate communication in patient care. We also see the potential of
the use of tablets in increasing the effectiveness of administrative workflow in
complex hospital environments.

3 Applications in Pen-Based Computing

The purpose of our proposed applications in pen-based computing is to develop a
quick-and-easy neuropsychological assessment tool for people with age-related
cognitive impairment. Based on the literature review on identification of
neuropsychological issues, we decided to develop the Clock Drawing Test (CDT) and
the Trail Making Test (TMT) into computerized systems.

The applications are developed in C# programming language using “Microsoft
Windows XP Tablet PC Edition Software Development Kit 1.7” and “Microsoft
Visual Studio 2010.” For the first release, the running environment of the program is
limited to the Microsoft Windows platform, equivalent to or better than “Windows
2000 Service Pack 4” with “Microsoft.Net Framework 3.5 Service Pack 1.” Every
coordinate of the cusps and intersections of each stroke (even if it represents a
character) are stored in the memory. In this section, we introduce two applications we
have developed: the ClockReader and the TrailMaker Systems.

3.1 The Clock Drawing Test (CDT)

Prior to explaining the ClockReader System, what it is and how it is used, let’s first
explain the Clock Drawing Test (CDT). The CDT has been used for decades as a
neuropsychological screening test [11, 12]. The CDT is usually part of the 7-Minute
Screen, CAMCOG (Cambridge Cognitive Examination), and Spatial-Quantitative
Battery in the Boston Diagnostic Aphasia Examination [13]. The CDT focuses on
visual-spatial, constructional, and higher-order cognitive abilities, including executive
aspects [12]. The CDT accesses human cognitive domains from comprehension,
planning, visual memory, visual-spatial ability, motor programming and execution,
abstraction, concentration, and response inhibition [11, 14, 15]. The major value for
clinicians to conduct this test is that the CDT can capture cognitive dysfunction and
provide concrete visual references of the patients.

The Clock Drawing Test (CDT) is one of the simplest, but most commonly used
screening tools to detect cognitive impairment in seniors [11]. By simply asking
people to draw a clock, it easily identifies people with dementia [13]. Figure 2 shows
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three different clock drawings from three patients [11]. The drawings clearly show
degradation of the patient’s cognition. A salient pattern is that patient could not use
the space of the clock evenly. Clock drawings from people with cognitive impairment
frequently show missing or extra numbers, or misplaced clock hands [11, 14].

Example 1

Example 2

Example 3

6 Months 12 Months 18 Months

Fig. 2. Three examples of clock drawings showing deterioration in dementia [11]

There are two variations of the test. One test asks the patients to draw a clock in
a pre-drawn circle. This test focuses on the spatial distribution of the numbers, as
well as the hands of the clock. The other test does not provide any pre-drawn circle.
Patients are asked to draw a freehand circle on the paper. In some cases, patients are
shown a picture of a clock drawing and are asked to copy that onto the paper.
Patients are then asked to set different times for the clock, such as 11:10, 1:45 or
3:00 [11-13].

Numerous scoring systems are also available. Each of the scoring systems places
differing emphases on visual-spatial, executive, quantitative, and qualitative issues
[15]. Qualitative errors can provide more valuable information to understand different
patterns of drawings due to the progression of dementia. For example, clocks drawn
by patients with right frontal lesions show difficulty with number position. Clocks
drawn by patients with left frontal damage show reversal of the minute and hour hand
proportion [11]. Overall, the CDT is accepted as the ideal cognitive screening test,
based on widespread clinical use [13]. Among published studies, the CDT achieves a
mean sensitivity of 85% and a specificity of 85% [16, 17].
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3.2 The ClockReader System

The purpose of the ClockReader System is to enable patients to take the Clock
Drawing Test without the presence of a human evaluator. The system consists of three
main components: data collection, sketch recognition, and data analysis. First, the
system would record and recognize a patient’s freehand drawing and collect the data.
Then, based on the scoring criteria, the system would automatically analyze the
drawing and report the score.

Fig. 3. A Screen shot of the ClockReader Fig. 4. A picture showing how a patient uses
System the ClockReader System

Figure 3 shows a screen shot of our ClockReader system. The small window on the
right shows the results of the digit recognition. Figure 4 shows a patient drawing a
clock in the ClockReader system using a stylus on a tablet PC.

Let us briefly explain how the ClockReader recognizes handwriting. The
ClockReader system is developed based on the Microsoft Tablet PC recognizer. The
current Tablet PC SDK provides character recognition through the stroke level.
However, rather than capturing each character based on a stroke, we modified it to
capture the character level. Some Arabic numbers include more than two strokes For
example, the number 4 is often written with two strokes. Therefore, the recognition
process of the ClockReader System starts from setting a rectangular area per
character, passing the data from the rectangular area to the Microsoft SDK
handwriting recognition engine, and then finally saving the recognized results as a
string. We also implemented a simple machine learning technique, a Context-
Bounded Refinement Filter Algorithm, to improve the recognizer accuracy [4]. After
the recognition process, the program then analyzes the relative position between each
number and scores the complete clock drawing with the given criteria.

3.3 The Trail Making Test (TMT)

The Trail Making Test (TMT) is also frequently used to assess psychomotor speed,
complex attention, and executive functions for people with cognitive impairment [12].
Historically part of the Army Individual Test of General Ability, the Trail Making
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Test assesses general intelligence [18]. There are two different versions of the TMT:
Part A and Part B. Both versions ask a subject to connect the dots of 25 consecutive
targets on a sheet of paper. In Part A, the TMT includes only numbers as a target
(such as 1, 2, to 25). Part B of the TMT includes both numbers and letters as targets
(such as from 1, A; 2, B; to 13, L). Due to the complexity of the test, Part B of the
TMT is more frequently used to access prefrontal dysfunction, which is observable by
performance in flexible shift response sets [19]. The goal of the TMT is to measure
how quickly the subject completes the test without errors. Usually, people with
aphasia or detectable neglect show latency in completing TMT Part B [18].

3.4 The TrailMaker System

The TrailMaker System enables patients to take the Trail Making “Part B” Test
without the presence of a human evaluator. Compared to the ClockReader System, the
TrailMaker System includes a very simple scoring criterion, such as whether the dots
are connected with the appropriate sequences (such as 1-A-2-B-3-C). First, when a
user draws a line to connect each big circle dot, the evaluation algorithm initiates to
detect the correctness. Then, based on the amount of correctness, the system would
automatically analyze the connecting-the-dots result and report the score. The system
provides the user with an erase-all function to delete all the lines they drew and restart
the test. Thus, users can restart as many times as they like. However, the number of
trials will be recorded together with the total scoring results and the completion time.
Figure 5 below shows a screen shot of our TrailMaker system.
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Fig. 5. A Screen Shot of the TrailMaker System
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4 Technological Affordances

Researchers advocate that pen-based computing can be the next generation of new
interaction techniques for seniors [1]. A recent study shows that older adults have
better interaction with a touch screen and digital pen compared to indirect
manipulation devices, such as the mouse and keyboard [3]. Unlike WIMP (Windows,
Icons, Menus, and Pointers)-based interaction, a pen can provide the seniors with
more direct interaction. Users can put the stylus on the tablet screen and see the cursor
directly below it. This is contrast to using a relative pointing device such as a mouse,
which requires hand-eye coordination (moving the mouse on the desktop while
looking at the screen to find the cursor location).

To provide the affordance of a paper-and-pen environment for patients, we
implemented the system as a Tablet PC application. Our preliminary usability test
results show that using a stylus on the surface of a Tablet PC is similar in form to
using a pen on a piece of paper [20]. Many users commented that it is actually easier
to draw on the Tablet PC than on a piece of paper. We found that even a 91-year-old
grandfather who had never used a computer before succeeded in completing the
Clock Drawing Test using our system without any difficulties. However, we believe
that the opportunities to leverage pen input can go beyond simple recognition and its
physical affordance.

The research focus should shift from what and how to recognize to how to interpret
the recognized data for meaningful use. The pen-input enables us to measure more
diverse visual spatial factors of human handwriting. More importantly, the
computerized screening system will make it possible to gather behavioral data, such
as airtime, tendency to pause, patterns of exerting pressure, and sequence of the
drawing. Thus, based on our work, we propose applications in pen-based computing
to perform in-depth psychometric analysis in terms of Processing Capturing and
Airtime Capturing.

Instead of analyzing the drawing as a final output, Kaplan argues that the process-
oriented approach can be the best way to understand a patient’s performance, and she
later names it as the Boston Process Approach, quantifying the process as a natural
evolutionary step [15]. Processing Capturing can be useful in interpreting qualitative
information rather than simply reporting result scores. For example, the ClockReader
provides information to capture a patient’s drawing process and records the drawing
sequence; therefore, a clinician can play back and interpret the planning strategy of a
patient (e.g., 12, 3, 6, 9, or, 1, 2, 3, 4). This provides clinicians with new and useful
information that was not previously available from paper-and-pencil tests.
Furthermore, it can also be used to make a differential diagnosis on the sub-types of
Alzheimer’s disease and related disorders by categorizing the different error types.

Both systems collect two types of time capture records: (1) total completion time
and (2) airtime. The total completion type is always a good standard measurement in
any kind of testing. The Airtime Capturing can provide important data for clinicians
to understand a patient’s cognition. For example, the TrailMaker captures “airtime,”
which is the time when the patient is not drawing — the time of pausing. When
patients connect the dots, at a certain point, they may hesitate to connect, perhaps due
to memory problems. None of the existing criteria for the paper-based Trail Making
Test take this factor into consideration. However, airtime could be a useful indicator
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of abnormal and unstable cognition. The airtime graph from a patient can provide
time-related patterns of the patient’s drawing task. That information can show critical
moments when the patient spent time thinking before performing executive behaviors.

5 Conclusion and Future Directions

As the senior population increases, more dementia screening and prevention support
will be needed for patients and medical practitioners. In this paper, we discussed two
pen-based computing applications to support neuropsychological assessment,
especially for seniors with cognitive impairment. For future work, we will first add
several modules to enhance the systems. Then, we plan to deploy our systems in
community centers or clinics to for longitudinal study. Ultimately, we expect to
contribute to the efficacy of a computer-based cognitive screening test by leveraging
the potential of pen-based computing. We believe that technology can offer more
effective and efficient cognitive impairment screening. Furthermore, we see the
potential of extending this research in building neuropsychological assessment
systems to identify the early detection of children with developmental disorders.
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Abstract. Computer-aided surgery intensively uses the concept of navigation:
after having collected CT data from a patient and transferred them to the
operating room coordinate system, the surgical instrument (a puncture needle
for instance) is localized and its position is visualized with respect to the patient
organs which are not directly visible. This approach is very similar to the GPS
paradigm. Traditionally, three orthogonal slices in the patient data are presented
on a distant screen. Sometimes a 3D representation is also added. In this study
we evaluated the potential of adding a smart phone as a man-machine
interaction device. Different experiments involving operators puncturing a
phantom are reported in this paper.

Keywords: distant display, smart phone, physical interface.

1 Introduction

1.1 Computer-Aided Surgery (CAS) Principles

For more than two decades, navigation systems are proposed to the clinicians to assist
them during an intervention [1]. Typically CT anatomical data are collected for a
given patient before the intervention. These data allow planning the intervention, for
instance by defining a target position for a surgical instrument or for a prosthesis
element. During the intervention, the navigation system gives information to the
clinician about the progress of the intervention: typically the position of the
instrument relatively to the target and to pre-recorded anatomical data is visualized in
real-time. The position of surgical instruments in space is known thanks to a tracking
device called “localizer.” Most often, an additional stage is required to bring the
surgical plan recorded pre-operatively to the intra-operative conditions; this stage is
named registration. The approach is very similar to navigation assistance of cars. The
localizer is similar to the GPS positioning system and the CT data correspond to the
recorded road and city maps on which the position of the car is displayed.

* Corresponding author.
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Such navigation systems are also called “passive” assistance systems [2] since they
only render information to the clinician who can use it in the way he/she wants.
Alternative “active” assistance systems exist: in this case a robot can perform
autonomously a part of the intervention. Intermediate “semi-active” solutions also exist
where a robot may be tele-operated by the clinician or a programmable mechanical guide
may constrain the possible motion of the instrument moved by the clinician. This paper
focuses on passive navigation systems.

1.2 Man-Machine Interaction in CAS

One very conventional way of displaying guidance information to the clinician is
based on the dynamic visualization of orthogonal slices computed in the volume of
recorded data (see figure 1). A sagittal slice is a vertical slice which passes from front
to rear dividing the body into right and left sections. The transverse slice (also called
the horizontal slice or axial slice) is obtained by cutting the volume by a plane that
divides the body into superior and inferior parts. It is perpendicular to sagittal slices.
A coronal slice (also named frontal slice) is a vertical slice that divides the body into
ventral and dorsal section. The intersection point of the three slices generally
corresponds to the tip of the navigated instrument. When the instrument is moved the
three slices are updated accordingly.

Fig. 1. Typical display of a navigation system. Coronal slice (top left), sagittal slice (top right),
transverse slice (bottom left), endoscopic view. The position of the surgical instrument tip is
visualized by the intersecting yellow crosses on each of the three slices. (Source: Neurosurgery
Focus © 2008 American Association of Neurological Surgeons).

Because a meaningful representation of the tool trajectory is generally very
important, the standard cutting planes presented above can be replaced by what is
called pseudo-slices. A pseudo-transverse slice includes the tool axis and is slightly
angulated with respect to a conventional transverse slice (see figure 2 left). Figure 2
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right shows the GUI (Graphical User Interface) of a navigation system for punctures.
A pseudo-transverse slice and a pseudo-sagittal slice help visualize the position and
orientation of the puncture needle with respect to the patient anatomy.

When a target trajectory has been predefined in a planning stage, some additional
information may be presented to the user, in order to compare the executed trajectory
with the planned one. The trajectories can be visualized using specific visor displays
in addition to the slice viewer. [3],[4] and [5] propose such “targeting” interfaces in
their GUL

Fig. 2. Pseudo-slices. Definition of the pseudo-transverse slice (left). Two slices (pseudo-
transverse and pseudo-sagittal) in a computer-assisted needle puncture software (right).

Most often data are displayed on a 2D screen installed in the viewing space of the
clinician. Using the displayed information generally requires moving the surgical
instrument without looking at it or at the patient. Perceptual continuity [6] is no longer
guaranteed. Augmented reality systems have been proposed to remove this limitation.
They are based on semi-transparent devices such as Head Mounted Displays [7]
where navigation data is overlaid on intra-operative images given by an already
existing sensor (for instance a surgical microscope [8]). Except for this last case, very
few augmented reality systems are used in routine clinical practice.

More recently several groups [9], [10] proposed to display part of the guidance
information on small mobile screens where the displayed data may depend on the
position of the screen. [11] and [5] proposed to attach the screen to the instrument. [5]
presents some experimental evaluation of different display modes.

A few years ago, thanks to the technology evolution in particular regarding PDAs
and smart phones, our team decided to explore this potentially new interaction
paradigm for CAS applications. The purpose of this work was to study the feasibility
of using a mini-screen, within a close range to the operating site, in order to display
partly or totally the guidance information to the clinician during interventions.
Different combinations of displays and different representations of data and
interaction modes with the data were explored for interventions such as punctures.
The experimental environment and the conducted experiments are presented and
discussed in the following sections.
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2 Material and Methods

2.1 Experimental Environment

The system (cf. figure 3) includes the standard elements of a navigation system: the
optical localizer (passive Polaris from NDI, Inc.) enables tracking in real time objects
equipped with reflecting markers. It is linked to the computer running the navigation
application. A 19 inches screen is connected to the computer; in the following we will
call it the master screen. As regards the mini-screen, several possibilities were
envisioned (LED, OLED, LCD screens, PDA, smart phones). We selected the
iPhone3G which advantages were to have many embedded features (good quality
display, wi-fi communication, accelerometers, tactile interaction, camera,
microphone, etc.), a complete development environment and a large interest and
experience from the HCI community. A client-server application controls the dialog
between the main computer and the smart phone.

The user can interact with the navigation application on the main computer and
master screen in a traditional way (scrolling, mouse clicking, etc.). When using the
smart phone the interaction with the data is possible using the tactile screen (scrolling
for zooming functions, clicking for definition and recording of a position of interest)
and the accelerometers (for navigation around a point of interest).

The experiments are performed using a custom-made phantom. A block of
deformable PVC in which the punctures are performed is placed inside a manikin.
The puncturing instrument and the manikin are equipped with reflecting markers and
are tracked by the localizer. CT data are associated to the phantom for navigation.

Fig. 3. Experimental set-up

2.2 Data Representation and Operating Modes

After having experienced several possible representations of data with users, we
selected three of them:
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® “Triple-ortho” representation: this is the standard representation used for
navigation; three orthogonal slices (transverse, sagittal and coronal) intersecting at
the tip of the instrument are computed in the 3D pre-operative CT data.

® “Double-pseudo” representation: two pseudo-transverse and pseudo-sagittal slices
including the instrument axis are computed in the CT pre-operative 3D data. A
“single-pseudo” (pseudo-transverse) counterpart is also used when displayed on
the smart phone.

® “Adjustable pseudo” representation: a single pseudo-transverse slice is computed
in the 3D pre-operative CT data. Although the presented information is still
defined by the instrument position, its orientation can now also be freely adjusted
by the operator around the tool axis or a marked position for a deeper exploration
of the data close to the instrument.

In order to evaluate the ability to delegate part of the GUI to the smart phone, we
compared four solutions:

® “Standard mode”: a triple-ortho or double-pseudo representation is displayed on
the master screen only.

® “Double mode”: a triple-ortho or double-pseudo is displayed on the master screen
and a pseudo-transverse image is displayed on the smart phone; the smart phone
view is also added to the master screen.

® “Remote mode”: an adjustable-pseudo representation is displayed on the smart
phone only. The accelerometers control the orientation of the slice around the tool
axis or around a marked position.

® “Distributed mode”: a standard double-pseudo representation is displayed on the
master screen. At any time the user can record the tool position. Then, while the
master screen keeps displaying the standard double-pseudo, the user can navigate
through the data around the recorded position using the smart phone which
displays the adjustable slice.

2.3 Experiments

Experiment n°1. Three experimental conditions were tested: (TO) standard-mode
with triple ortho representation of data, (TO+iP) double mode with triple-ortho on the
master screen and pseudo-transverse on the smart phone, (TO+iPA) distributed mode
with triple-ortho on the master screen and adjustable pseudo-transverse on the smart
phone. 30 operators were involved: 12 clinicians and 18 non clinicians (PhD and
Master students). Training was performed before the experiment with the set-up
presented in section 2.1 and a synthetic CT dataset. After training the dataset was
replaced by a real exam of a patient having a quite big and easily detectable renal
cyst; the target was the cyst; the user could scan the exam before starting the
punctures. The three conditions were presented in a random order to the operator.
Speed of execution of the puncture and rate of success are recorded. Between two
exercises, a Smn rest was left to the user. After 10mn of unsuccessful trial, the
puncture was considered as a failure. After each experiment the operator had to fill a
questionnaire (about his/her fatigue, cognitive effort, liking of the tested solution with
Likert scales from 1 to 7) and was eventually asked to give a ranking of the three
solutions.
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Experiment n°2. A second experiment was set where only pseudo-slices were used
for representation. Three experimental conditions were tested: (DP) standard mode
with double-pseudo representation of data, (iPA) remote mode with an adjustable
pseudo-transverse on the smart phone, (DP+iPA) distributed mode with double-
pseudo on the master screen and adjustable pseudo-transverse on the smart phone.
The incremental nature of the representation involved that the preliminary training is
performed in this specific order. But the experiment itself was here again performed
with a random order. After the training the dataset is replaced by a real exam of a
patient; the target is a simulated hepatic cyst placed in a delicate anatomical area; the
user could still scan the exam before starting the punctures. 6 operators (all clinicians)
contributed to this experiment. The order of tested conditions, time condition for
failure, recorded parameters and questionnaires were similar to experiment n°l. The
distance from the tip of the instrument to the target was recorded when the user
considers that it had been reached.

3 Results

Comparisons of the three conditions in both experiments used a non parametric test
(Friedman test) with paired samples (in each experiment, each operator experimented
three conditions for the same task). For experiment n°l where two populations were
involved (clinicians and non clinicians), comparisons between the two populations
used the Mann-Whitney test.

3.1 Experiment n°1

For the global population of 12+18 subjects, the felt comfort, felt cognitive effort and
felt fatigue are similar in the three conditions. The duration of targeting for TO+iPA is
in average longer than for TO which is longer than TO+iP; only the difference
between TO+iPA and TO+iP is statistically significant. The liking of the interaction
mode is in average lower for TO than for TO+iP which is lower than for TO+iPA; the
liking of TO is significantly different from the other two conditions. Regarding the
ranking of the interaction modes, in average TO+iP was preferred to TO+iPA which
was preferred to TO; only the difference between TO+iP and TO is statistically
significant.

When focusing on the clinician subgroup, all the measured or felt characteristics
were similar in the three conditions. When focusing on the non clinician subgroup, the
felt comfort, the felt cognitive effort, the felt fatigue and the ranking are similar in the
three conditions. The measured duration is in average lower for TO than for TO+iP
which is lower than for TO+iPA; the duration for TO+iPA is significantly different
from the duration for the other two conditions. In average the liking of TO is lower
than the liking for TO+iP which is lower than the liking for TO+iPA; the liking for
TO is significantly different than the liking for the other two conditions.

When comparing the two subgroups for the measured duration and for liking of the
interaction modes, no difference could be exhibited between the subgroups. This
probably means that the difference between statistics for the global population as
compared to statistics for the subgroups is due to the number of people involved.
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3.2 Experiment n°2

Regarding the measured duration, measured accuracy, felt cognitive effort, and felt
fatigue, no significant difference was computed among the three conditions. The felt
comfort of the iPA condition was significantly different (lower) than the felt comfort
of the other two conditions. The liking of the interaction mode was in average lower
for iPA than for DP which was lower than DP+iPA; only iPA was significantly
different from DP+iPA. Finally, for the ranking of the three types of interaction
modes, all the subjects placed the iPA in the last rank; in average DP+iPA was the
best placed, before DP and iPA. A significant difference between iPA and DP+iPA
could be exhibited.

4 Discussion and Conclusion

In the first experiment, the increase of duration measured for the TO+iPA condition
probably comes from the time spent to explore locally the data with the adjustable
slice. Other experiments would be necessary to determine if any particular stage of
the puncture is preferably concerned with this adjustment (initial orientation of the
needle? fine approach to the target? other?). The fact that TO is in average longer than
TO+iP could be explained by the fact that the smart phone with the pseudo-inverse
slice adds some useful information that makes the puncture easier with respect to the
TO representation alone. However since the difference was not statistically significant
this explanation has to be taken with special care and specific additional experiments
would be needed.

As concerns the interface distribution on the two displays, the users did not
appreciated the remote mode (experiment n°2) where guiding information is only
present on the smart phone and they felt uncomfortable with it. The size of the display
and the resolution of the displayed data were mentioned by the users as the main
limitations. The available zooming function was however nearly never used although
systematically introduced.

The combination of displays in a distributed mode was generally appreciated in
the conducted experiments. From our point view, the master screen brings good
quality information enabling a global 3D perception of the conducted task; however
the visualized data directly depend on the position and orientation of the tool. While
this is particularly useful for the initial orientation of the needle before entering the
tissues, the progress of the needle limits any further exploration of the data. This is
probably where the smart phone is the most useful. It allows a local exploration
around the current tool position for instance for controlling the absence of anatomical
obstacles or the presence of remarkable anatomical features for an easier and safer
access to the target.

One limitation of this work is the relatively small number of subjects. The fact that
the experiments were rather long due to training, multiple conditions, associated
interviews and filling of questionnaires was an obstacle to the recruitment of
clinicians even though we moved to the hospital to make their involvement as short
and as easy as possible. Having more clinicians would allow classifying them in terms
of their expertise of surgical navigation. It would also permit to draw more definitive
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conclusions about the best representation and interaction modes. Other applications
with different type of assistance could also certainly benefit from such integrated
technology.

However we think that the presented experiments show that the use of a mini-

screen for CAS guidance is feasible, well accepted and is probably a good
complement to a larger screen.
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Abstract. In recent years, despite various measures taken to reduce medical
accidents as a result of confusions over drugs, cases of medical malpractice
have occurred in Japan. As a countermeasure supported by a Health Labor
Sciences Research Grant in 2009, drug information databases based on drug
package inserts have been created for computer systems to prevent accidents
caused by incorrect treatment of drug information [1]. However, the data in the
databases remains problematic. In this study, we propose data item sets to be
defined in drug information databases.

Keywords: Medical safety, Package inserts, Databases.

1 Introduction

Safe usage of medicines is one of the keys to preventing medicine-related accidents.
One attempt to increase safety is a device to provide medicine-related data for doctors
to verify whether the selection of medicines is appropriate for the purpose of
treatment. In Japan, computerized prescriber order entry (CPOE) systems are widely
used to prescribe medicines, and there have been many efforts to prevent the wrong
input of medicine names: improved order in the list of medicines, highlighting
frequently confused medicine names by adding certain symbol characters and so
forth. In addition to such efforts, it is important to provide suitable medicine-related
information for doctors in order to recognize the selection errors of medicines. With
this in mind, we have conducted studies to create databases containing the
information required for a CPOE prescription checking system.

In 2009, such databases for Japanese medicines were proposed with the support of
a Health Labor Sciences Research Grant. The databases consist of tables such as the
one storing contraindication data. The contraindication data is one of the key data
described in package inserts to prevent the occurrence of fatal medical accidents. In
spite of their effort to define table schema and their importance, the data therein are
less structured and difficult to utilize in CPOE. This is because they inherit
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characteristics of original package inserts, namely, the diversity of structures and
expressions of descriptions. Original package insert data, though their contents are
officially defined by the authorities, contain information expressed as sentences,
tables, figures without strict constraints of expressions. Since the package inserts are
an official source of medicine information, the contraindication part of the database is
made based on them and are described in sentences or phrases. For such less
constructed data, we need to employ a full-text search technique to find whether
contraindication data include some keywords. Imagine the case that some medicine
contraindicates use in ‘infants two months or younger’. If you confirm that the
medicine has a contraindication to infants, you have to compare the string ‘infant’
with each word in the contraindication phrase. In order to search an exact match of
keywords effectively, we have to turn the data into fully-structured ones based on
code systems. The current version of the databases does not satisfy this requirement.

In this study, we decompose the phrases and the sentences in the contraindication
part of the database into fundamental sets of keywords and group them to design code
systems. For some tables, we decompose them by hand. Additional to these analyses,
we also investigate the correspondence of terms defined in some other master data,
e.g. ICD-10, the master data of diseases [2]. We separate the terms in the master data
from the contraindication data and define the new attributes corresponding to the
remaining parts. Based on the results of these analyses, we propose a database schema
that is necessary for storing (structured) contraindication data.

2 Target Data

Our target databases are those developed with the support of a Health Labor Sciences
Research Grant as outlined below.

e Contraindicated patient-type database

— The database of contraindication descriptions related to patients such as elderly
people, pregnant women, nursing women and babies (Table 1). The data are the
summaries of precautionary statements and contraindication statements in
package inserts that are related to such patients and are described in a few
phrases. The databases are problematic, since they lump many kinds of
contraindication information together. This occurs because various aspects of
contraindication remain to be unarranged. For example, there exists the data
‘babies suffering from exomphalos’ and ‘babies two years or younger’. The
former is the condition related to disease and the latter is related to age.
Additional to this, plural conditions can co-exist in one record representing one
medicine. In order to realize a search for an exact match, the data first need to be
turned into normal form, namely, be broken into separate records for each
condition. Several different spellings of terms are also problematic.

e Contraindicated disease database

— The database of contraindication descriptions related to patients suffering from a
certain disease (Table 2). The data are the summaries of contraindication
statements in package inserts that focus on diseases except for their reasons and
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are described in a few phrases. The problem in this database is that not only
disease/symptom names but also other information, such as administration
duration of other medicines (e.g. phrases like ‘during administration of
catecholamine’) are contained in it, though it is intended to be a list of
disease/symptom names. This occurs because the administration information is
indirectly related to the disease information. As is in the contraindicated patient
database, various kinds of contraindication information are also lumped together
and several different spellings of terms co-exist.

Table 1. Sample data in the contraindicated patient-type database

Product names Baby-related information Nurﬁmg-wom.an-related
information
Mercurochrome liquide Babies suffering from exomphalos
. . Nursing women
Selapina granule Babies 2 years or younger (long-term continuous application)
Diapp suppository 4 Low-birth-weight baby, newborns

Table 2. Examples of data in the contraindicated disease database

Product names Contraindicated disease names
Prorner tablet 40 bleed
Junsi Ephedrine hydrochloride during administration of catecholamine
Dilute iodine tincture. OY iodine hypersensitivity
Calvital hypersensitivity to iodine

3 Methods

3.1 Analysis of Contraindicated Patient-Type Database

First, we manually split the data stored in the database into phrases whose meaning
can be interpreted. Then, we classified the phrase into a set of words representing
each meaning. Phrases are split manually because words obtained by application of
techniques such as morphological analysis often cannot be interpreted as medical
information. Fig. 1 shows an example of how to split the data. We classified the
words with confirming the package inserts published by the Pharmaceuticals and
Medical Devices Agency [3]. Since there are different expressions in the database,
though they have the same meaning, we collected such expressions to create a
dictionary and to standardize them.

2RARTWMDHE  —  2BRE e

(Infants under two yearsold) (Under two years old) (Infants)

Fig. 1. An example of the data split
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3.2 Analysis of the Contraindicated Disease Database

Since some data stored in this database is not a standard disease, we investigated
whether the data match a disease name in standard disease master data published by
The Medical Information System Development Center. We classified each of the data
into four types of matching. The first type is data exactly matching one of the disease
names in the master data, and is called exactly matched. The second type is data
matching a combination of two or more words that are disease names or their
modifiers in the master data, called semi-exactly matched. Table 3 shows samples of
the data in this type. The third type is data only whose substring matches a disease
name or its modifier in the master data, called partially matched. The fourth type is
data that are not applicable to these types, called unmatched.

We analyzed data in each type as follows.

We confirmed whether the exactly matched data is actually a disease name.

We investigated what the additional information to the semi-exactly matched or
partially matched data is other than disease name.

Since the unmatched data do not match any disease names in the master, we
investigated what information the data contain.

Table 3. Samples of the semi-exactly matched data

A phrase in data Substrings matching the master data
SRR R S (Acute)
(Acute coronary artery disease) 78 Ep B 2 (Coronary artery disease)
EERERR EJE(Severe)
(Severe diabetes) #& PR % (Diabetes)
BREMEER 15 3 M (Idiopathic)
(Idiopathic vascular tumor) M % (Vascular)
@95 (Tumor)
4 Results

4.1 Results of the Analysis of Contraindication Patient-Type Database

By classification of the phrases in the data in this database, we found that they contain
not only information about medicine administration and the condition of patients but
also the words/phrases representing patient categories (Table 4). We also found that the
information about medicine administration can be categorized as either prohibited
method, duration, body parts, dosage, purpose or frequency, and that the information
about medicine administration can be categorized as either prohibited method, duration,
the body parts, dosage, purpose or frequency. Moreover, the information was also
categorized as either reason or condition of prohibited administration. The information
about patient conditions was classified into prohibited age, duration, state, and disease
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Table 4. Sample of patient categories

Patient category Words/phrases
5 % & (Geriatric) = ¥ & (Geriatric) ##B(0ld age)
& 3 #F(Nursing woman) BRI I Nursing woman) 3, H (Nursing)
AR /)N B, (Child) %0 R, (Infant)
(Babies and children) # 4 R (Neonate) £ R, (Diagnosed infant)

¥ #%(Pregnant women) EE I (Parturient women)
R ERH FEIRXFFEIRL TV ARE

7w (Pregnant women) .
(During pregnancy) (Pregnant
or possibly pregnant)

Table 5. Samples of the information about medicine administration

Categories Phrases
‘ miE AERE
73 3% (Method) (Occlusive dressing technique) (Intravenous infusion)
Hi (Duration) FHA (A long term) FHIA (A long term)
" 8 (Finger) ¥ = 2 M (The insides of

37|

BB (Body parts) vagina of womb )

5 & (Dosage) K& (Large dose) BEFE (Overdose)
[L#87%5 7 A N (Extensive test) FENEER

B #(Purpose) (Hysterosalpingography)

#8FE (Frequency) #8[E] (Frequent)

52 i (Reason) EAX I g EIERE SRR
(Histamine release) (Reproduction test)

&4 (Condition) DNNE > & QOBEA (Ribavirin combination)

Table 6. Samples of the conditions of a patient

Categories Phrases
ERIDARM 2T

Fib(Age) (Under three months of age) | (Two years or younger)
3NBUA 1218 5

HA R (Duration) (Within three months) (Less than twelve weeks)
)8 (Early phase) FRHA (Last phase)

< L RE b A

IR EE

RE(State) (Fetal malpresentation) (Continuation is dangerous)
B7~=— BEHEE

%% (Discase name) (Intestinal atony) ( Severe jaundice)

sEVILE> miE
(Hyperbilirubinemia)

Fitv B A B 85

(Pulmonary atresia)
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Table 7. A List of sets of synonyms

Combination of the similar phrases

45 'R, (Infants) .- %% (Infants)

FERXIEERL TWS AT8E FERXEERL TWSAT8E
(Pregnant or possibly pregnant) (Pregnant or possibly pregnant)

EimROERL TW2 A8 BRI EEROED NS

(Pregnant and possibly pregnant) (Pregnant or doubt of pregnant)

name. Table 5 and Table 6 show samples of the information about medicine
administration and the condition of the patient and their categories.Table 7 shows a list
of synonym sets. The phrases in the same cell are synonyms that have similar meanings

such as ‘#F #fk *(pregnant) and ‘¥ & ’(pregnant woman), ‘A BE 1 ’(potential) and

*%E P 7.5 (in doubt). Such combinations must be unified in a word.

We propose data items that should be included in a table schema based on the
classification results and combination of similar phrases. The data items are as
follows:

— A patient category

— An administration method

— An administration period

— A target body part

—Dosage

— Frequency of administration
— The purpose of administration
— The reason for contraindication
— Patient age

— Patient state

— Duration of patient state

— A disease name

Additional to the definition of these data items, we created a master table for each of
them, each of whose data has ID that is identical to their meanings but whose branch
number indicates difference of expression (Table 8). Based on these data items and
codes, we created a database whose samples are shown in Table 9. In order to avoid
sparse assignment of data in each record, the column named Contraindication condition
codes stores the data in items other than patient categories.

In order to evaluate the data items newly proposed in this study, we randomly
selected 1,000out of 7,152 records in the contraindicated patient database and
confirmed that the table can store the information included in them without omission.

We also found that our schema do not admit a query with multiple conditions to
match, since it assumes each piece of contraindication information is dealt with
independently. From the viewpoint of safety, this might be sufficient to cover
necessary contraindication information, since a database user should decide whether
he/she adopts its restrictive conditions.
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Table 8. Sample codes related to contraindicated patient types

Codes Contraindicated patient types
A001-1 S & (geriatric)

A002-1 E#r (old age)

B001-1 L% (nursing women)
B001-2 FIAH (nursing)

B001-3 3.5 (lactation)

C001-1 /N, (a child)

C002-1 T4 R (an infant)

C003-1 R AE A E R (low-birth-baby)
C003-2 AR (immature baby)

Table 9. Sample data in the resultant database

YJ code HOT9 code |Patient cat. |Contraindication condition codes
1119401A1036 | 100316101 |CO01-1 P1005-1 (2 years or younger)
1119401A1036 |100316101 |C004-1 P1005-1

7219413A1023 | 111867401 |A001-1 null

4.2 Results of Analysis of the Contraindicated Disease Database

Since all of the exactly matched data were disease names, we can deal with them as
contraindicated disease names.

Semi-exactly matched data were found to contain not only disease names but also
their additional information such as the extent of the disease, frequency, body parts,
and the conditions of a patient, as is shown in Table 10 and Table 11.

Table 10. Samples of information that include the extent of disease

Phrases Disease names The extent of disease
B #45(mild burn) 18 (Burn) BE(Mild)

= E T & E (Severe hepatopathy) | FFEEE (Hepatopathy) | /& E(Severe)

Table 11. Samples of information that include the conditions of a patient

Phrases Disease names The Conditions of a patient
HIRAILARA ANILRA(Herpes) | #EIR(Pregnant)
(Gestational herpes)

The partially-matched data and the unmatched data also contained additional
disease information such as the extent of diseases, body parts, the conditions of a
patient, reactive drugs, medical devices, treatments and related diseases. Some data
did not contain disease but the condition of patients, reactive drugs and treatments.
We should note their categories, and they must be dealt with as distinct items in the
database. Their samples are shown from Table 12 to Table 14.
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Table 12. Samples of reactive medicines

- Drugs reactive with
Phrases Timings the target
BORIERRAS BR A & ORI 3R
(During taking oral contraceptive pill) | (During taking) | (Oral contraceptive pill)
MAOMEEXIFEH w55 MAOPBE = I
(During taking MAO inhibitor) (During taking) | (MAO inhibitor)
Table 13. Samples of treatments
Phrases Treatments
3% 3E M (During hemodialysis) M3 E M (Hemodialysis)
PUVAEEZEZE R (During PUVA therapy) | PUVAEE(PUVA therapy)

Table 14. Samples of the conditions of patients

Phrases The condition of a patient

H i 3k%2,000 / mm35A T H 0 3k%2,000 / mm3EA T

(The white blood cell count is 2,000 per | (The white blood cell count is 2,000 per
cubic millimeter or less) cubic millimeter or less)

We propose the data items to describe contraindicated diseases as follows:
e Drug ID

— YJ code
— HOT9 code
— A product name

e Contraindication information

— A contraindicated disease name

— A contraindicated patient state

— A contraindicated treatment

— A contraindicated drug reactive with the target drug

e Additional information

— Details of a disease

— The extent of a disease

— The phase of a disease

— Reactive drugs

— A body part

— A treatment

— A medical device

— A causative disease and/or symptom
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— A causative action
— A disease not eligible
— An accompanying disease

5 Conclusion

In this study, in order to contribute to designing databases for a CPOE prescription
checking system, we investigated the databases for Japanese medicines storing
contraindication data. The target databases were the contraindicated patient database,
the contraindicated disease database and the contraindicated drug combination
database.

As for the contraindicated patient-type database, we confirmed that many kinds of
contraindication information related to patients are lumped together in it and that
several different spellings of terms exist therein. We also found that we can
decompose and sort the contraindication information in each data into items such as
medicine administration information, patient-related conditional information and
patient categories. The medicine administration information is categorized into an
administration method, the body part to be applied and quantity. The patient-related
conditional information consists of age, disease names and so forth.

Although the contraindicated disease database is expected to be a list of
contraindicated disease/symptom names of each medicine, it also includes medical
treatment, patient status and mutual interaction between medicines. As for
contraindicated disease/symptom names, we found that there is additional information
such as the parts of the body, the extent and period of disease and so forth. We
defined data items to store these and also created master data for each kind of
information.

Since the data in these databases are described in natural language, there is
variance in the expressions of terms. In order to unify the expressions, we identified
terms that have the same meaning and defined a coding scheme to reflect the
identification on.

In the future, we will extend our database schema to enable processing of more
flexible queries by reflecting the correspondence relationships between pieces of
contraindication information. We will also implement contraindication databases
other than the contraindicated patient database.
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Abstract. Cardiac rehabilitation programs are extremely important during the
recovery phase of patients who suffered a Myocardial Infarction (MI).
Traditionally, these programs aimed at recovering the cardiovascular
functioning by means of tailored exercise programs. However, during the last
years, researchers and practitioners have started to consider a multi disciplinary
approach for the interventions, where patient education and health behaviors
changes play a central role both in rehabilitation and in secondary prevention.
Nevertheless, the lack of resources and the need to have health professionals
continuously involved in the patient supervision process, does not make
possible to extend rehabilitation programs to all potential patients in the health
care system. This paper presents the results of the usability and acceptance
validation of a personalized home based cardiac rehabilitation system
developed under the framework of HeartCycle, a project partially funded by the
European Commission.

Keywords: Usability and acceptance evaluation, cardiac rehabilitation.

1 Introduction

Myocardial Infarction (MI) is a leading cause of morbidity and mortality in the world.
According to the World Health Organization (WHO), an estimated 17 million people
died from cardiovascular disease in 2005, 7.2 million of them due to heart attacks. If
current trends are allowed to continue, it is estimated that 23.6 million people will die
from cardiovascular disease by 2030, mainly from heart attacks and strokes [1]. The
American Heart Association and American College of Cardiology recommend
following cardiac rehabilitation programs after suffering a myocardial infarction, as
they increase patients’ chances of survival. These programs are specifically designed
to help patients’ recovery after a heart attack, from other forms of cardiovascular
disease or after surgery to treat heart diseases. They are often divided into phases

J.A. Jacko (Ed.): Human-Computer Interaction, Part IV, HCII 2011, LNCS 6764, pp. 219—@, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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involving monitored exercise, support and education about lifestyle, all designed to
help patients regain strength, prevent their condition from worsening and reduce their
risk of future heart problems [2].

This paper presents the results of the usability and acceptance validation of a
system aimed to support the cardiac rehabilitation process of coronary artery disease
patients after suffering a myocardial infarction. The system has been developed
within the scope of the HeartCycle project [3], partially funded by the European
Commission under the 7th Framework Programme.

HeartCycle applies ICT to provide patients who suffered a heart attack with a
complete solution that helps and supports them during the recovery phase. It offers a
comprehensive cardiac rehabilitation program and personalized plans designed to be
followed by patients at home. The solution not only includes an exercise plan for
physical recuperation, but also tackles potential risk factors and lifestyle changes
through innovative education and motivation techniques.

2 Technical Approach

HeartCycle solution comprises an elaborated cardiac rehabilitation program supported
by a technological platform that includes systems both for patients and health care
professionals. The professional system helps physicians to supervise patient’s
evolution during the rehabilitation process by allowing them to set up personalized
care plans, regularly update them and conduct the appropriate follow up on their
progress. Care plans encompass the prescribed exercise sessions for the whole
rehabilitation period, including details on frequency, duration and level of effort to be
achieved for each of the phases.

The patients system consists of three different devices: a PC application or patient
station, a portable unit (PDA) and a sensor for monitoring vital signs. The patient
station includes a complete set of functionalities that they can use to successfully
accomplish the complete rehabilitation program. More specifically, patients can
utilize this application as a communication channel with health professionals (by
means of messages that are prompted in their PC screen), to schedule and personalize

=g

Sensors GB

GUls &

Care plan
Messages

Motivaticnal plan "

- o D
- (./Hi'w Cycle
X N A D
Patient - > - = Professional
Measurements Professional GUI
Questionnaires
= Messages
PC Application

Fig. 1. Patient systems overview
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their exercise sessions, and to receive feedback on the achieved progress.
Additionally, the system will also motivate them towards their goal achievement, by
presenting rewarding messages and providing them with personalized and appropriate
educational content (Fig. 1).

During the exercise sessions, patients wear a specific sensor for collecting vital
signs and a portable unit (PDA) that guides them during the different stages of the
session. These devices continuously control the health status of the patients ensuring
that they are always on the adequate and safe range levels while performing the
prescribed exercise. Once an exercise session is finished, all the gathered information
is transferred to the patient station and, afterwards, to the professional system, where
the physicians can evaluate the performance and adjust the care plan, if needed.

3 Methodology

The patient system has been developed following the principles of User-Centered
Design (UCD), aiming to guarantee its acceptance and usability. The methodological
approach chosen has been Goal Oriented Design (G-OD) [4]. G-OD proposes an
iterative approach that starts with a thorough research of the problem under study and
continues with intermediate validations of increasingly complex prototypes with
actual and potential users of the system (namely, with patients and health
professionals during the development life cycle of the system) [5]. In the case of the
patient system, the development started with the analysis of the specific use case
aimed to reflect all patient’s needs and goals, and the innovative features that should
be provided. This study led to the identification of four main blocks of functionalities
to be considered: (1) a care plan, with the prescribed exercise sessions, including
details on frequency, duration and level of effort to achieve; (2) messages system, to
establish a communication with the patient; (3) reminders of pending activities and
feedback on the progress of the completed sessions; and (4) a complete motivation
and education strategy focused on increasing the knowledge of patients about their
disease and rehabilitation process, while incentivizing them to follow the exercise
program.

The concept also included personalization features, a requirement of paramount
importance in order to improve the user experience and to facilitate the patient’s
adherence to the system. Different ways of personalization have been considered in
the interaction: personalization of educational content, personalization of feedback or
form factor, and personalization based on knowledge or technical skills. Finally, a
specific design of the graphical user interfaces for the envisaged system, including an
attractive look and feel, was depicted.

Once the initial system design was finalized, a mock-up was built and validated
with patients by means of interviews, using questionnaires that tackled motivation,
usability and acceptability aspects. Questionnaires combined semantic differentials
and Likert scales, used to gather quantitative data regarding usability and
acceptability of the system, with open questions aimed to obtain qualitative data about
the patients' insights with respect to motivational and acceptability issues [6].
Patients’ interviews were conducted in two different countries (United Kingdom and
Spain) and locations (Hull and East Yorkshire Hospitals NHS Trust Castle Hill
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Hospital, and Hospital Clinico San Carlos Madrid), involving a total number of 33
patients, suffering either coronary artery disease or heart failure.

Each interview itself included three main parts with a total duration of 45 minutes.
The first ten minutes were devoted to a general introduction of the purpose of the test,
the signing of the informed consent, and to gather demographic data and general health
status of the patients. Afterwards, patients were asked to answer several questions
focused on general motivation factors, more specifically on physical exercise and
rehabilitation, medication, and learning preferences. The interview then continued with
the usability and acceptability parts. After a short introduction and demonstration of the
application, patients were asked to use it and perform specific tasks. Finally, they filled
in a questionnaire with their impressions, as well as a scoring sheet [7].

4 Results

The outcomes of the validation were quite positive. System acceptance questionnaires
showed that most of the patients (81%) liked the system and considered they would
use it frequently (81%). Also, the majority of them (85%) thought that the application
would help them to control their health and would motivate them towards a healthier
lifestyle (67%). Only 11% of interviewees believed that the system would invade their
privacy, thought that it would make them feel neglected by their physician, or

| think this system is nice

1think | would use this system frequently |+

| do not think | would be able to use this
systam on my own

This system will mothate me towards a 5|
healthier Ifestyle |

This system will make me feel neglected by
my physician iz |

MIQ‘

This concept will be a burden to my i)
testyle

This system will help me stay In contrel of
my heatth

1am only interested in some sections of the m
system

This concept will not invade my privacy !

I think | would only use this system when | |
did not feel well

Fig. 2. Acceptance questionnaire results (27 Patients interviewed). Rating values from 1
(completely disagree) to 5 (completely agree). Results analysis disagree (1 or 2), neutral (3),
agree (4 or 5)).
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reported they would just use it when they would not feel well. Moreover,
approximately one third of the patients (30%) would like to select the features to use
of the application. On the other side, a considerable percentage of patients did not feel
capable of using the system on their own (41%), the majority of them were advanced
age users living in Hull (UK). In these cases, interviewers informally asked the
patients about the reasons for this concern, which mainly resulted to be reluctance to
use new technology because they were not familiar with it (Fig. 2).

Usability aspects of the system were also very well valued (Fig. 3). A great
majority of patients perceived it as usable (76%) and stimulating (79%). The
presented application was found very pleasant by 88% of the interviewees and also
88% of them rated it as not intimidating. Finally, the great majority of patients (94%)
considered the system very interesting.

Although no major problems were identified in the interaction with the application,
12% of the interviewed patients rated usability aspects with low values, mainly due to
their advanced age and their reluctance to use new technologies. In these cases,
patients provided the interviewers with some suggestions and feedback that helped the
designers to improve subsequent versions of the user interfaces (i.e. simplifying the
contents of certain screens, adding supplementary pictures for better understanding
the functionality, etc.)

Easy to use 12% | 9%

15%

Very pleasant

Mot Scary

Very interesting 3|3 H47%

I T T T T I T T T 1
0% 10%  20% 30% 40%  50% 60%  70% 80%  90% 100%

[ Unfavourable [ Meutral M Favourable

Fig. 3. Usability questionnaire results (33 patients interviewed): Rating values from 1 to 5.
Results unfavorable (1 or 2), neutral (3), favorable (4 or 5).
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The validation of the system also included an initial study on the possible
education and motivation material to be included in the application. The results
revealed differences between the patients’ interests on the different topics and the
need of introducing personalized education and motivation strategies and content in
the system.

The outcomes of this validation led to a refinement of the global design and the
implementation of an improved cardiac rehabilitations system. This new version has
taken into consideration all the received suggestions and has specifically addressed
the aspects that obtained worse rates in the conducted validation. Moreover, a new
and more attractive look and feel has been included in the final development.

The complete system for cardiac rehabilitation is planned to be validated in a
clinical trial during 2011, involving approximately 60 patients in 3 different locations
(Spain, United Kingdom and Germany).

5 Conclusions

Although cardiac rehabilitation programs have proven to be really important for a
complete recovery after suffering a heart attack, the lack of resources in the health
care system and the need of continuous health professional supervision have usually
hampered their introduction into the standard care. Nowadays, only a reduced number
of post-MI patients can access this kind of programs, which are often offered in
certain specialized health centers.

The presented system propose a personalized home based rehab program that
constitutes an attractive alternative to the traditional ones, as well as represents an
interesting solution for possibly extending cardiac rehabilitation to a higher number of
potential patients. As it offers patients supervised care while they are following a
program at home, it could be easily adopted and implemented within the health care
system with a limited amount of extra resources.

The positive outcomes of the conducted validation tests, both in terms of usability
and acceptance, have proved that the solution could be a feasible option to be
incorporated into the normal health practice and have also set up very good
perspectives for the adoption of this kind of systems in the future. It is expected that
HeartCycle solution will highly benefit a great number of post MI patients in their
TecoVery process.
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Abstract. This study reduced the burden on medical staffs by determining 37
kinds of attributes based on the outer cases of medicines collected from seven
pharmacies. We constructed a database on the outer cases of medicines and
analysis of it provided useful knowledge.

Keywords: Outer case, openness, medicine.

1 Introduction

In medical settings, many problems burden medical staffs. For example, they must
learn how to open the outer case of each kind of medicine. However, there are many
different kinds of medicines, and the outer cases of each have their own shape and
specification. The number of kinds of outer packages of medicines is almost the same
as the number of the medicines. Medical staffs must learn how to open the outer cases
of medicine. The fragments generated by opening cases may injure fingers. So we
studied how to open the outer cases of medicines to reduce such inconvenience for
medical staffs. We collected the disposed outer cases of medicines from pharmacies
and constructed a database, which we analyzed to get useful knowledge related to
their usability.

2 Construction of a Database on Quter Case of Medicines

At present, since no database exists about the outer cases of medicines, we decided to
construct a new database on the outer case of medicines. First, we collected outer
cases of medicines discarded from seven pharmacies, examined them, and determined
37 attributes. Table 1 lists the attributes and explanations. These attributes were
classified into the following four kinds.

Related to information on the surface of the outer case (11items)
Related to ease of opening (9items)

Related to capability to reseal and disposability (10items)
Related to actual way of opening (7items)

ao o
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Based on those attributes, we constructed a database of 1038 records.

Table 1. Attribute names and explanations

227

Names Description
Auributes JAN code Japanese Article Number Code
related to
information
Name of medicine Name of medicine
on outer

case surface

Manufacturer

Name of manufacturer

Actual producer

Name of producer

Distributor

Name of distributor

Dosage form

Dosage form of medicine

Bulk Bulk of medicine
Surface of JAN Surface where JAN code is put
code
Surface of GS-1data Surface where GS-1 data bar-code is put
bar-code
Surface of

expiration date

Surface where expiration date is put

Type of GS-1 data

Type of GS-1 data bar-code

bar-code
I{Xetlgtlet:)(;ntf)s Suggg:);endin\;ay of How to open, suggested by pharmaceutical company
ease of
opening Number of steps Steps needed to open

Sign to show place
to open

With or without a sign to show place to open

Arrow to show
place to open

With or without a arrow to show place to open

With or without
fragment of paper

With or without a fragment when opened in suggested way

Surface of opening

Surface with a place to open

Side opened

Surface in which a cases are opened in suggested way

Shape to be pushed

Point to push

Versatility on
dominant arm

With or without versatility on dominant arm
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Table 1. (continued)
Attributes Capability to reseal ~ With or without artifice to reseal a case
related to - —
capability to Artifice to reseal Artifice to reseal case
reseal and Disposability With or without artifice to dispose of case
disposability
Artifice for disposal ~ Type of artifice for case disposal
Prevention of With or without an artifice to determine whether case is
tampering opened or unopened

Length Length of outer casel mml

Width Width of outer casell mml

Depth Depth of outer casel mml

Three pictures 1) entire outer case, 2) closeup of start to open, 3) side with
JAN code
Remarks Special instructions

Attributes Pharmacy ID ID’s to distinguish different pharmacies
related to
actual way Sequential number  Sequential number of each outer case for each pharmacy ID
of opening

Agreement or
disagreement

Partly condition

Agreement or disagreement between suggested way of
opening and actual way

Actual surface

Surface actually used for opening

Condition of actual
surface

Shape of side actually opened

Actual way of
opening

Actual way of opening a outer case

3 Analysis of Database on Outer Cases of Medicines

For each outer case, we compared the actual way of opening with the manufacturer’s
suggested way. Table 2 shows the numbers of agreement and disagreement between
the actual and suggested ways. Except pharmacy A, in six pharmacies the rates of
agreement exceeded 80%.

Table 3 lists the cross tabulations of the suggested ways of opening and the
numbers of agreement and disagreement, except pharmacy A. It is clear that only the
zipper-type has a high ratio of disagreement. Fig 1 shows examples of the actual ways

of opening with the zipper-type.

We also analyzed the relations between the numbers of agreement and
disagreement and the sizes of the outer cases. Fig 2 shows the analysis results.
TwoStep clustering analysis was applied, and the results are as follows.
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e Bigger cases tend to have a higher ratio of agreement.
e Width and depth are important for classifying clusters.
e There was no clear tendency for the smaller cases.

Table 2. Agreement or disagreement between suggested way of opening and actual way of
open every pharmacy

Pharmacy ID A B C D E F G
Agreement 24 130 7 187 216 133 88
Disagreement 158 24 0 7 25 9 19
Total 182 154 7 194 241 142 107
Rates of agreement (%) 13.2 844 100 964 89.6 93.7 82.2

Table 3. Cross tabulation of suggested way of opening and agreement or disagreement except
pharmacy A

Suggested way of Agreement or Disagreement Total
opening Agreement Disagreement
Push 499 19 518
Zipper 114 59 173
Pull 57 1 58
Push-pull 37 2 39
Tape 41 3 44
Others 10 0 10
Total 759 84 843

Complete Partial
agreement agreement o
TEJMIsheans TEImAskesans

Partial Complete

disagreement disagreement
TE) I shesn0s

Fig. 1. Examples of actual ways of opening zipper-type
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Fig. 2. Binary tree by C5.0 algorithm

4 Discussion

The high ratio of agreement between the actual way of opening and the suggested
ways of opening at six pharmacies indicated that at most pharmacies, many outer
cases were opened as suggested by the pharmaceutical companies. The relatively
high ratio of disagreement of the zipper-type cases suggests that problems may exist

in those cases.
The analysis results by the C5.0 algorithm and TwoStep clustering suggest a

relationship between the size of the outer case and ease of opening them. However,
the ratio of agreement may be influenced by other factors.

5 Conclusion

In medical settings, many problems burden medical staffs. For example, they must
learn how to open the outer cases of each kind of medicine. To reduce such
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inconvenience, we determined the attributes of outer cases and constructed a database
with them. Analysis results confirmed that the ways of opening differ between
pharmacies. There were also problems in the outer cases of the zipper-type. In
addition, the sizes of the cases are strongly related to the outer cases of medicines.
However, there may be factors other than size for agreement.

Acknowledgements. We express gratitude to the medical staffs of the pharmacies for
their cooperation.
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Abstract. The issue of declining IS enrollments is so troublesome that even
ACM/AIS has redesigned its recommended curriculum in an attempt to reverse
this trend [1]. Although all majors in most accredited Business Schools are
required to take the Introduction to IS course, the real or perceived value of this
course is unclear. This paper looks at the real or perceived value of the content
of the Introduction to Information Systems course and the possible impact on
declining enrollments.
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1 Introduction

Since 2001 enrollment in MIS programs has been declining. The declining
enrollments are so widespread that ACM/AIS [1] has in fact redesigned its curriculum
in the hopes of guiding university programs and reversing the trend [3]. Although
choice of major is based on many factors [4] [5] [6], all business majors are typically
required to take the Introduction to IS course; however what real or perceived value
this course provides is unclear.

2 Stakeholders

It is important that the content of the Intro to IS class is valued by those who are
enrolled in it, those who are teaching it, and those who will ultimately place a value
on it by recruiting business graduates. It is also critical that non-IS faculty value the
Intro to IS course since information systems affect all students.
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3 The Study

As universities chase student dollars to stay afloat in these turbulent economic times,
some are focusing heavily on the student experience. Although most would agree that
the student experience is important, some wonder if we are doing long-term harm to
students by adjusting course content to make them happy in the short-term while
making them far less marketable in the long-run. In the case of IS majors/minors,
recent comments by students lead many to believe that the content of the Introduction
to IS course content may not be fully appreciated by the student stakeholder [2]. And
if this is true, it could be a leading factor in decisions to choose other majors/minors.
Before making drastic curriculum changes, however, this study examines the
curriculum content of the IS course and seek opinions from various stakeholders.

4 Summary and Conclusion

Using the topics and subtopics from the AIS curriculum, this study utilizes a web-
based survey instrument to collect data from the faculty, recruiters, and students.
These results will be beneficial to all stakeholders. Although we hope all three groups
are well aligned, if this is not the case, the results could provide insight into where
curriculum changes should be made.
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Abstract. In many regions of Japan, local artisans continue to make traditional
handicrafts using natural materials. However, rapid decreases in consumer
demand for these products and the lack of younger successors to continue the
craft have become serious problems. Possible explanations for this situation
include recent changes in the Japanese lifestyle and gaps between traditional
crafts made by artisans and the types of products needed by consumers. To
solve these problems, the present study proposes a system to connect artisans
and consumers directly. For this purpose, we established a website that
facilitates communication between artisans and consumers and the generation
of new ideas for craft products. We also launched a promotion event including
exhibits using augmented reality (AR) and projection mapping technology to
raise awareness of the project among consumers.

Keywords: Craft, Promotion, AR, Projection Mapping, Local Activation.

1 Introduction

In many regions of Japan, local artisans continue to make traditional handicrafts using
natural materials. However, the traditional craft industry has come up against serious
problems in recent years. For instance, consumer demand for traditional craft products
has decreased rapidly, and as the younger generations move further away from
traditional modes of expression and production, artisans have fewer and fewer young
successors to continue their craft. Both artisans and local governments are now
seeking solutions for these problems.

Kanazawa City, a “City of Hand Craftsmanship Work” located in the northwestern
part of Japan, has a distinctive local culture and was accredited as a UNESCO
Creative City of Craft and Folk Art in June 2009 [1]. However, even in Kanazawa,
which is famous for its handicrafts, the future of traditional local craftsmanship is
facing serious problems.

Observation of the situation of the traditional craft industry in Kanazawa in recent
years reveals that the output of traditional craft products reached a peak in 1991 and
began to decrease rapidly in 1999. One problem in business management for
producers is that the number of orders from consumers has decreased [2]. More
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fundamentally, changes in the Japanese lifestyle have created gaps between the
traditional crafts made by artisans and products needed by consumers. Due to Western
influences as well as the increased emphasis on speed, usefulness, and efficiency in
determining value during periods of high economic growth, people now tend to regard
traditional crafts as unsuitable for their living environments.

Before we proceed, the definition of crafts should be clarified. Soetsu Yanagi, the
founder of the mingei (folk craft) movement in Japan in the late 1920s, defined the
category of figurative arts, which includes craft arts, as shown in Fig. 1. Within the
category of craft arts, Yanagi defined crafts intended for practical use as “handicrafts
for ordinary people”, which is one of the original meanings of “craft”[3]. However, in
recent years, more value has come to be attached to appreciated crafts such as
aristocratic crafts than to practical crafts. The reason for this shift is considered to be
the distinction between traditional handicrafts and mass-produced goods. In this
study, we follow Yanagi’s original definition and aim to promote practical crafts for
ordinary people.

Fine arts
Aristocratic crafts} Appreciated crafts
Figurative art Handicrafts J Personal crafts
Handicrafts for
Craft arts ordinary people } Practical arts
Mass-produced/manufactured goods

Fig. 1. Categories of figurative arts. Source: S. Yanagi.

To solve the problems currently facing the traditional craft industry, innovative
products are needed. However, artisans lack adequate knowledge about the
development of new products, and the cost of making trial pieces for new products is
high, which prevents artisans from developing and testing new products [2].

The “Innovator Training Unit for Ishikawa Traditional Crafts” program carried out
by JAIST is an activity with goals similar to those of the present study. JAIST has
established a new education program to teach artisans the marketing methods
necessary to develop new products [4]. After completing the program, several artisans
attempted to create and market new products, such as USB memory drives made of
Kutani ware porcelain. However, in doing so, the artisans had to risk negative
evaluations from consumers, as they could not know consumers’ evaluations before
selling the newly developed products.

In order to provide artisans with more information about consumers’ opinions
during the development process, we focused on facilitating communication between
artisans and consumers. The present study proposes a system that connects artisans
and consumers directly and promotes the generation of new ideas for craft products
by providing a forum for the exchange of opinions between community members and
artisans.
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2 Fieldwork and Interviews with Artisans

In order to observe the current state of products being sold in Kanazawa, fieldwork
was conducted in shops selling traditional crafts. Interviews were conducted with
artisans of Kaga Yuzen, a traditional technique of dyeing fabrics for kimono. The
artisans discussed the marketing process of Kaga Yuzen and associated problems. To
summarize briefly, wholesale dealers act as intermediaries between producers
(artisans) and consumers. Dealers control all marketing flows, including planning and
ordering. Consequently, artisans never meet the customers who ultimately use their
products, and they cannot receive evaluations directly from customers. In order to
improve their products, artisans need to hear customers’ opinions; however, artisans
do not have an effective way of obtaining this information. In addition, although
artisans are interested in the development of new products, they frequently experience
difficulty in generating ideas and strategies for product development.

3 A Community Website as a Bridge between Artisans and
Consumers

We propose the use of a website to promote communication between artisans and
consumers and to generate new ideas for craft products. The proposed website
represents an open system in which consumers and artisans can develop new ideas for
new craft products together through active dialogue. The flow of dialogue is shown in
Fig. 2.

Website ‘

—

Opinion
request

‘llllllllll Feedback

4
®<-----------Ij

Questionnaire survey |' L 4

 /

©) | Product planning |
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Fig. 2. Dialogue flow between consumers and artisans on the proposed website



240 R. Izuhara, S. Yokokawa, and S. Suzuki

In the first step, unspecified consumers post their opinions and needs regarding
traditional craft products. In response, artisans send comments about the consumers’
opinions and requests. This dialogue is repeated throughout the website. To initiate
this step, a catalyst is required to draw out consumers’ opinions. As catalysts, we
prepared several themes for discussion and contribution, including practical products
such as accessories, clothing and sporting goods. One theme, for example, requested
unique ideas for combining modern practical products with traditional crafts; one of
the proposed ideas was a snowboard decorated with traditional Kaga Yuzen patterns.
The user who suggested this idea commented that a Kaga Yuzen snowboard would be
a good representation of the identity of snowboarders in Kanazawa. In this way, the
website allows artisans to obtain inspiration for new ideas for products that reflect
community members’ needs.

In the second step, artisans show their ideas to consumers, and consumers can send
feedback to artisans in response. Furthermore, a questionnaire survey is sent to
consumers asking them to evaluate the new ideas proposed by artisans. If a new idea
receives a favorable review from consumers, a new product planning is formed. On
the other hand, when an idea is not favorably evaluated, product planning comes to an
end. In this way, the evaluation of planning before production begins is a strict but
efficient and effective method of product development.

4 Website Promotion Event Using Media Technology

We held a promotion event on December 1-2, 2010 in the entrance hall of the
Kanazawa City Office. This event aimed to increase awareness of traditional crafts
among younger consumers and to promote our project. The concept behind this event
was “Your voice and artisans’ skills create new traditional crafts”. In order to
represent this concept, we presented ideas for new crafts generated by combining
traditional crafts with suggestions from ordinary people. As the project was targeted
mainly at the younger generation, the event included interactive exhibits using
augmented reality (AR) and projection mapping technology to catch the attention of
passers-by and to give a prominent impression of the project (Fig. 3). We also
distributed flyers with our web address.

Interactive exhibit
using AR

(]

| Projection mapping

Fig. 3. Promotion event flow
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4.1 New Ideas for Crafts Presented Using AR

At the promotion event, we aimed to introduce our project to visitors in order to
generate new traditional crafts that reflect the voices of ordinary people, especially
younger community members. In order to achieve this, we presented new ideas for
crafts generated by combining traditional crafts with popular practical products.
Images of these ideas were created using computer graphics (CG) and were displayed
on a monitor using AR technology to show realistically shaped objects. We used
ARToolKit, the open source software developed by Kato [5].

At the event, four triangular markers representing the four traditional crafts of
Kaga Yuzen (dyeing), Kaga Shikki (lacquerware), Kaga Zougan (metal inlay) and
Kaga Shishu (needlework) were prepared. Furthermore, four more triangular markers
representing the four popular practical products of aroma goods, key cases, tableware
and accessories were also prepared. Visitors were asked to choose one marker from
each group. By fitting the two triangular markers together, visitors created a square
marker (Fig. 4), which represented a new idea that combined one traditional craft with
one popular product.

| Traditional crafts | | Popular practical products

2\ "\ /g

X

\

New product idea

Fig. 4. Combining AR markers to form new product ideas

The combination of an aroma ball with the Kaga Shishu needlework technique is
displayed on the left side of Figure 5. By fitting together the two triangular markers
and placing the resulting square marker in front of the camera, a new product
combining elements of each of the two triangular markers is displayed on the screen.
The right side of Figure 5 shows other new ideas, including a tumbler with Kaga
Yuzen patterns, a key case made with Kaga Shikki lacquer, and a bracelet with Kaga
Zougan inlay.

Usually, producing a prototype is expensive and time consuming. However, using
CG and AR technology allows product planning to proceed easily and at lower cost.
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Fig. 5. Interactive AR exhibit showing new craft ideas

4.2 Simulation of New Product Ideas with Projection Mapping

In another exhibit at the event, projection mapping was used to simulate new ideas for
traditional crafts. Projection mapping is a technique in which a two-dimensional
image is projected onto a three-dimensional object. The projected image is fitted onto
the object and viewers perceive the projected image as real. The display configuration
of this exhibit is shown in Figure 6. In order to create the projected image, a scene
was rendered using CG in which the desired objects were arranged in the same
manner as the real three-dimensional objects.

) Snowboard tesm
Projector

e

1 H
! 4 320men
L}

Fig. 6. Display configuration for projection mapping
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We used projection mapping to display the idea of the Kaga Yuzen snowboard
(Fig. 7). We created a scene with a snowboard using 10 patterns created by Kaga
Yuzen artisans. The CG images were then projected onto a real snowboard in
sequence.

Using this simulation method has two advantages: first, participants are able to
view full-scale prototypes of new products; and second, artisans can make
experimental mock-ups easily.

Fig. 7. Projection mapping of Kaga Yuzen snowboard

At the event, we also administered a questionnaire survey. Sixty percent of
participants were in their 20s and 30s. As a result, almost all of the participants were
able to understand the purpose of the project, and most of them found the AR and
projection mapping exhibits interesting. In particular, we asked participants to
evaluate projection mapping of the Kaga Yuzen snowboard. One participant
responded that the snowboard could indicate the regional characteristics of a
snowboarder in ski sites. Although the design is based on traditional Kaga Yuzen
patterns, the product design seems novel because the patterns are applied to a modern
sporting product.

5 Conclusion

In the present study, a website with the aim of generating new ideas for craft products
through the exchange of opinions between consumers and artisans was proposed and
a promotion event using AR and projection mapping technology to raise awareness of
the project was reported.
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After the promotion event, we received several inquiries directly from artisans who
wanted to know community members’ opinions through the website in order to
expand their work fields. However artisans were worried about copyright issues, such
as other artisans stealing people’s ideas on the website. Artisans’ comments offered
insight into issues such as which opinions are useful and whether ideas should be
shared in an open system or whether it is more important to maintain originality by
keeping the idea-generation process under closer control.

We hope to proceed with our project in the future in order to continue to help
artisans to adapt to the changing demands of modern society.

Acknowledgments. I would like to thank Masato Zenke and Satoshi Nishimura, staff
of the City of Kanazawa, for their help in our projects.
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Abstract. Generation Y (Gen Y) forms a sizeable workforce in today’s
economy. Because this generation is tech savvy, it is likely that virtual worlds
would serve as an ideal medium for recruiting such employees. Our research,
however, showed that the participants in our study, who were part of the
Generation Y population, had very little prior knowledge about recruiting in
virtual worlds. Further, very few of them were familiar with Second Life, which
is the major virtual world for recruitment. Even after being introduced to and
spending some time looking for job fairs and job leads in Second Life, many of
the participants expressed high levels of skepticism about the effectiveness of a
virtual job search. Thus, Second Life is not well-known among Gen Y. There is
an overall lack of awareness and thus virtual worlds are not perceived by Gen Y
to be a suitable medium for job recruitment.

Keywords: Virtual Worlds, Second Life, Employee Recruitment, Generation
Y, Virtual Job Fairs.

1 Introduction

The Internet and the many new technologies it affords have transformed traditional
business models. Today it is difficult to imagine a world without e-mailing, online
shopping, news blogging, online marketing or peer-to-peer music sharing. With the
inception of virtual worlds, computer generated environments in which users
participate by the means of avatars, it is quite possible that we are now witnessing the
next evolutionary change of online business models [1][2][3]. Through virtual worlds,
companies can potentially tap into unique talent across the globe, while keeping their
costs down.

Traditional companies, encountering difficult economic times and wishing to be
green, are interested in how virtual worlds can enhance their business [4]. For
example, many companies have expanded their channel of communications to virtual
worlds for important activities such as public outreach [5], training, and job
recruitment to name a few [6]. One key factor in the success of such expansion is
that the virtual world and the service that it offers are accepted by the intended target
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audience. In this paper, we examine one such virtual world (Second Life), one service
(job recruitment), and one specific target audience (Generation Y).

We focused on Generation Y as the target audience for the recruiting efforts
through Second Life. This generation, which is the largest generation in the past 50
years, is an important segment of the workforce for organizations [7]. Generation Y,
also simply referred to as Gen Y, consists of those 18 to 32 years of age [8] and is the
second largest demographic group (with 82 million people) after the Baby Boomer
generation [9][10]. Because this formidable population is tech savvy and is expected
to “push technology to new levels” [7, p.2], virtual worlds may particularly serve as a
suitable channel of communication for this generation.

Because Second Life is one of the most popular virtual worlds (Virtual Worlds
Review, 2008c¢) it served as a suitable medium for the purpose of our study. The
results of our exploratory study using 29 subjects showed that besides World of
Warcraft, which does not have business participants or an actual currency, Second
Life was by far the most well-known virtual world (7 out of 29 or 24.14%).
Additionally, Second Life is already being utilized by many businesses for
recruitment [11].

In order to investigate the research question, is virtual job recruitment acceptable to
Gen Y, we began by looking into the background of virtual worlds. Next, we conducted
studies 1, 2a, and 2b. The results of these studies are presented in the results section of
this paper and their meaning highlighted in the discussion section. Finally, our
conclusions outline how companies may better harness the potential of the virtual world
environment for recruiting Gen Y.

2 Background

2.1 Virtual Worlds

Virtual worlds are persistent computer-generated environments that simulate physical
spaces and users participate and interact through digital actors which they control.
The idea of virtual worlds has been around for some time and, currently, there are
several environments that can be classified as virtual worlds. Second Life, There,
Kaneva and Active Worlds are just a few. In this study we focus on Second Life,
which is one of the most popular virtual worlds and is especially of interest to many
businesses.

Second Life, created by Linden Labs, is a multi-user virtual environments
(MUVEs) with approximately 15 million inhabitants and a user-to-user economy
predicted to reach $450 million by the end of 2009 [12]. Further, Second Life is one
of the best examples of a virtual world where social and economic interactions are the
main drivers [13]. Monthly resident transactions for September 2009 added up to
more than 3 million Linden dollars. Given the growing size of virtual worlds in
general and Second Life’s ability to provide a virtual world where making real money
is possible, businesses and entrepreneurs around the world have become interested in
gaining a presence in Second Life. Large organizations from a variety of industries,
such as IBM, Cisco, Coca Cola, BMW, Adidas, Reuters, Sears, Intel, have already
established their presence in Second Life (Figure 1). Many have done so as part of
their recruitment process.
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Fig. 1. Screenshot of Avatar visiting Cisco Headquarters in Second Life

2.2 Recruitment Process

Typically, recruitment includes “organizational practices and policies” developed to
encourage applications, sustain a good candidate pool, and motivate the best
candidates to accept job offers [14, p. 72]. The first step in the process is signaling.
Here the company announces the availability of a position. This is followed by job
applicants interested in the position submitting material. In the third step, information
is exchanged between the applicants and company. This is often referred to as the
selection process where particulars about the job are conveyed to the candidates and
additional candidate information is communicated to the company. In the fourth and
final step, a company makes a job offer to the appropriate candidate and is either
accepted or declined. Applicant perceptions of the source of recruitment may
determine whether or not a job seeker responds to a job ad or accepts a job [14]. In
fact, ‘negative recruitment experiences...[are] enough to completely eliminate the
organization from further consideration’ [15, p.515] and therefore applicant
perceptions are important to use in evaluating the recruitment process” [14, p.83].

The traditional sources of job applications are employee referrals, print and radio
ads, college campus recruitment and job hunters. The Internet, however, has become
an important element in the recruiting process [16]. The source of recruitment will
also be influenced by the experience needed, location, job type, etc. [14]. Support or
manufacturing jobs are typically advertised locally, however, other jobs call for
national or even global advertising.

Applicant perceptions of the recruitment process may determine whether or not a
job seeker responds to a job ad or accepts a job [14]. Given that virtual worlds enable
organizations to reach out to a new group of users that are not restricted by physical
boundaries; companies can be considered as a potential recruitment venue. The three
studies in this paper measured the reaction of Gen Y toward the recruiting in a Virtual
World.

2.3 Recruitment in Virtual Worlds

As mentioned earlier, several organizations have begun to utilize virtual worlds for
recruitment. Virtual worlds are thought to enhance the first three stages of the
recruitment process. They allow recruiters to efficiently and inexpensively signal job
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openings to new talent (Stage 1) and gather (Stage 2) and exchange information from
prospective candidates (Stage 3). Specifically, virtual worlds have allowed the
collection of international applications and onboarding (an HR term for preparing a
new hire for his/her job responsibilities) [4]. The U.S. Air Force is using MyBase, a
multipurpose virtual world in Second Life, for recruiting civilians [5]. KPMG hosted
a successful virtual job fair that had 20,000 attendees and resulted in nearly 10,000
job applications for offices in 40 countries [11]. Accenture has used its own island for
virtual recruiting events as a supplement to regular job fairs and reports that it has
recouped the cost of the initial investment [17]. The advantages of the virtual event
are broader reach, lower cost, and standardization of events for across global offices
[17]. A number of other large companies, such as EMC?, GE, U.S. Cellular, eBay,
HP, Microsoft, Sodexho, T-Mobile, and Verizon have participated in Second Life job
fairs as well.

In hard economic times, such as the one we are experiencing today, new
technologies that allow decreases in costs and increases in return on investment (ROI)
are even more critical to a company’s competitiveness and survival. Virtual worlds,
including Second Life, are such technologies and are being pointed to as the next
Web-like revolution [1]{2]. Further, some tout virtual world environments as a good
future medium for recruitment [18]. As one observer points out “companies can
leverage virtual recruitment to significantly enhance their ROI in Real Life”
(http://talesfromthedigitalside.com/, 2009).

Attracting job seekers to virtual recruiting events is a fundamental step in creating
a successful recruitment effort. While it is argued that the use of interactive
technology in business and daily activities is of particular interest to the tech savvy
Generation Y [7], anecdotal evidence suggests that the soon-to-be college graduates,
one of the groups companies are actively targeting through virtual worlds, may not be
aware of the possibility of job recruitment to search for jobs in virtual worlds and/or
such events on virtual worlds are not easy to use. For example, according to anecdotal
evidence, “[v]irtual job fairs and islands of employment are not well-
known...and...[e]ven if a non-technical person did find a job fair and decide to
participate, there is the challenge of operating within a virtual world, such as Second
Life. [Since] it takes time to become adept at controlling your avatar and getting the
right appearance for an interview” [19]. Despite this anecdotal evidence little work
has been done to examien this possibility directly. Hence, in this research we examine
the adoption process of Second Life as recruitment tool by Generation Y. To do so
we use Rogers’ Theory of Innovation Adoption.

2.4 Innovation Adoption Process

According to Rogers, [20] all innovations (in our case Second Life as a recruitment
tool) follow a five stage process before becoming fully adopted. In stage 1,
knowledge, a person becomes aware that the technology exists. However, s/he usually
lacks detailed information on the innovation. Further, s/he has not yet been “inspired”
to gather more information about it. In stage 2, persuasion, a person learns how the
technology works. The person’s interest in the innovation is peaked and s/he actively
seeks information about it. It is common for people during this stage to experience
frustration and a lack of confidence in the innovation. In stage 3, decision, a person
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starts to consider the advantages and disadvantages of the innovation before
determining whether to adopt or reject it. S/he struggles to determine if using the
innovation would actually be advantageous in her/his life. The process may require
seeking advice and assistance from trusted sources before moving to the next stage.

In stage 4, implementation, a user gains a sense of confidence in using the
innovation. S/he is not currently committed to the innovation and its continued use.
S/he is, in a sense, “test driving” the innovation. An evaluation of the ease of using
and interacting with the innovation is being made. If the innovation is not easy to
learn and use, a person is likely to reject it. In stage 5, confirmation, a user makes a
final decision to adopt the innovation. There is no more consideration of the value of
the innovation. The user has determined it is valuable and incorporates it into her/his
work or personal life environment [20].

3 The Studies

As suggested above, any successful innovation must proceed through the five stages
of adoption. This research looks at virtual worlds as an innovation and, in particular,
their use as a medium for job seeking by Gen Y. To investigate this issue more
directly and rigorously, we examine the current stage of Second Life as a job
recruitment tool by Generation Y in the innovation adoption process and the factors
that are likely to motivate Generation Y to move from its current stage to the next
stage in the process. In particular, we conducted three exploratory studies which are
discussed in the following sections.

Study I: The objective of the first study was to test Gen Y’s position in regards to
the first step in the innovation adoption process, namely knowledge. Forty-five Gen Y
subjects responded to questions regarding their familiarity with virtual worlds and in
particular Second Life. All subjects were between the ages of 18 and 28 years of age.
Over half of the subjects (60%) were male. The subject pool was drawn from
technically fluent college students attending a northeastern university. In return for
their participation, subjects were given extra credit in a course. Data was collected
using an online questionnaire which focused on their current knowledge and use of
virtual worlds, such as Second Life. Results: After analyzing the data, it became clear
that, although technically fluent, Gen Y users are not very familiar with Second Life.
Though Second Life is the most prominent online virtual world used by companies to
recruit Gen Y users, this target audience has little to no knowledge that it exists, let
alone would provides possible job opportunities. Out of the 45 subjects included in
the study, only three (7%) were familiar with Second Life. These results, which
confirm prior anecdotal evidence, suggest that the participants in this study were in
the first stage of the innovation adoption process.

Study 2a: According to Roger’s model an individual can be persuaded to use a
technology if learning about the technology peaks his/her interest. Thus, we
conducted a second study, which tested whether knowledge about job recruitment
through Second Life captures users’ interests. To do so we looked more specifically at
job fairs in Second Life and subjects’ willingness to attend, such events even if they
were not familiar with virtual worlds. Included in this study were 21 subjects, who
ranged in age from 18-28 (average age of 20.05 years). Of the total subjects, nineteen
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were males. Though multiple questions were collected, the two questions of greatest
interest to this study were: 1) Have you ever attended a job fair in Second Life and 2)
If you are not a current member of Second Life, would you consider joining Second
Life as part of your job search process? Results: The results of this study confirm
those of Study 1, but add additional insight. All 21 subjects replied that they were not
familiar with job fairs in Second life. This is consistent with Study 1. If those in Gen
Y are not familiar with Second Life in general, they are even less likely to be familiar
with job fairs held within Second Life. Interesting, however, nine (43.86%) of the
subjects were willing to consider joining Second Life as part of their job search
process. This suggests that the prospect of increasing one’s recruitment possibility is
likely to persuade Gen Y to use Second Life as a recruitment tool.

Study 2b: The results of the previous study inspired a further exploratory study.
The results of the first two studies show that Generation Y is in the knowledge state
of the innovation adoption process. A major goal of this study was to determine if
subjects, given the opportunity to try out and thus evaluate Second Life as a job
recruitment tool (guiding students through knowledge to persuasion), would decide to
accept it rather than reject it. Another goal was to determine possible factors that may
entice our participants to adopt Second Life as a potential recruitment tool, as well as,
those that may prevent its adoption. To do this, 68 Gen Y subjects were recruited to
participate. The subjects came from the same pool as in Study 2a. They were college
students attending a northeastern university who were tech savvy. The participants
were 73.5% male and their average age was 20.9. The subjects were first asked to go
to Second Life and create an account, if they did not already have one. They then
created an avatar, completed the avatar training process, and finally found as many
recruiting events as possible. Subjects spent an average of 14.5 minutes training their
avatar in Second Life and 40.14 minutes looking for a recruiting event. The average
number of recruiting events visited by subjects was 3.8.

After finishing the task, subjects’ overall opinion of the virtual world (Second Life)
was captured through the System Usability Scale (SUS) commonly used in industry
laboratories [21]. Finally, they were asked to rate the effectiveness of several job
search methods (such as job fairs, direct employee contact through websites, internet
job boards, college career centers, newspaper, and classified ads) and a virtual world
(Second Life). Results: Consistent with the results of the two previous studies, the
results showed that only a few of the participants were active Second Life users. Of
the 68 respondents, only 8 (11.76%) had a Second Life account. Further, of those who
had a Second Life account, 62.5% could not remember the last time they visited
Second Life. Interestingly our analysis showed that most of our tech savvy Gen Y
participants were not using virtual worlds in general; only 17 (25.00%) of the
respondents had participated in any massively multiplayer online games (MMOG),
such as World of Warcraft, Final Fantasy, or EverQuest.

Participant’s perception of usability of Second Life was calculated through SUS
measures. A