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Foreword

The 14th International Conference on Human–Computer Interaction, HCI In-
ternational 2011, was held in Orlando, Florida, USA, July 9–14, 2011, jointly
with the Symposium on Human Interface (Japan) 2011, the 9th International
Conference on Engineering Psychology and Cognitive Ergonomics, the 6th In-
ternational Conference on Universal Access in Human–Computer Interaction,
the 4th International Conference on Virtual and Mixed Reality, the 4th Interna-
tional Conference on Internationalization, Design and Global Development, the
4th International Conference on Online Communities and Social Computing, the
6th International Conference on Augmented Cognition, the Third International
Conference on Digital Human Modeling, the Second International Conference
on Human-Centered Design, and the First International Conference on Design,
User Experience, and Usability.

A total of 4,039 individuals from academia, research institutes, industry and
governmental agencies from 67 countries submitted contributions, and 1,318
papers that were judged to be of high scientific quality were included in the
program. These papers address the latest research and development efforts and
highlight the human aspects of design and use of computing systems. The papers
accepted for presentation thoroughly cover the entire field of human–computer
interaction, addressing major advances in knowledge and effective use of com-
puters in a variety of application areas.

This volume, edited by Julie A. Jacko, contains papers in the thematic area
of human–computer interaction (HCI), addressing the following major topics:

• HCI design
• Model-based and patterns-based design and development
• Cognitive, psychological and behavioral issues in HCI
• Development methods, algorithms, tools and environments
• Image processing and retrieval in HCI

The remaining volumes of the HCI International 2011 Proceedings are:

• Volume 2, LNCS 6762, Human–Computer Interaction—Interaction Tech-
niques and Environments (Part II), edited by Julie A. Jacko

• Volume 3, LNCS 6763, Human–Computer Interaction—Towards Mobile and
Intelligent Interaction Environments (Part III), edited by Julie A. Jacko

• Volume 4, LNCS 6764, Human–Computer Interaction—Users and Applica-
tions (Part IV), edited by Julie A. Jacko

• Volume 5, LNCS 6765, Universal Access in Human–Computer Interaction—
Design for All and eInclusion (Part I), edited by Constantine Stephanidis

• Volume 6, LNCS 6766, Universal Access in Human–Computer Interaction—
Users Diversity (Part II), edited by Constantine Stephanidis

• Volume 7, LNCS 6767, Universal Access in Human–Computer Interaction—
Context Diversity (Part III), edited by Constantine Stephanidis



VI Foreword

• Volume 8, LNCS 6768, Universal Access in Human–Computer Interaction—
Applications and Services (Part IV), edited by Constantine Stephanidis

• Volume 9, LNCS 6769, Design, User Experience, and Usability—Theory,
Methods, Tools and Practice (Part I), edited by Aaron Marcus

• Volume 10, LNCS 6770, Design, User Experience, and Usability—
Understanding the User Experience (Part II), edited by Aaron Marcus

• Volume 11, LNCS 6771, Human Interface and the Management of
Information—Design and Interaction (Part I), edited by Michael J. Smith
and Gavriel Salvendy

• Volume 12, LNCS 6772, Human Interface and the Management of
Information—Interacting with Information (Part II), edited by Gavriel Sal-
vendy and Michael J. Smith

• Volume 13, LNCS 6773, Virtual and Mixed Reality—New Trends (Part I),
edited by Randall Shumaker

• Volume 14, LNCS 6774, Virtual and Mixed Reality—Systems and Applica-
tions (Part II), edited by Randall Shumaker

• Volume 15, LNCS 6775, Internationalization, Design and Global Develop-
ment, edited by P.L. Patrick Rau

• Volume 16, LNCS 6776, Human-Centered Design, edited by Masaaki Kurosu
• Volume 17, LNCS 6777, Digital Human Modeling, edited by Vincent G.

Duffy
• Volume 18, LNCS 6778, Online Communities and Social Computing, edited

by A. Ant Ozok and Panayiotis Zaphiris
• Volume 19, LNCS 6779, Ergonomics and Health Aspects of Work with Com-

puters, edited by Michelle M. Robertson
• Volume 20, LNAI 6780, Foundations of Augmented Cognition: Directing the

Future of Adaptive Systems, edited by Dylan D. Schmorrow and Cali M.
Fidopiastis

• Volume 21, LNAI 6781, Engineering Psychology and Cognitive Ergonomics,
edited by Don Harris

• Volume 22, CCIS 173, HCI International 2011 Posters Proceedings (Part I),
edited by Constantine Stephanidis

• Volume 23, CCIS 174, HCI International 2011 Posters Proceedings (Part II),
edited by Constantine Stephanidis

I would like to thank the Program Chairs and the members of the Pro-
gram Boards of all Thematic Areas, listed herein, for their contribution to the
highest scientific quality and the overall success of the HCI International 2011
Conference.

In addition to the members of the Program Boards, I also wish to thank
the following volunteer external reviewers: Roman Vilimek from Germany, Ra-
malingam Ponnusamy from India, Si Jung “Jun” Kim from the USA, and Ilia
Adami, Iosif Klironomos, Vassilis Kouroumalis, George Margetis, and Stavroula
Ntoa from Greece.



Foreword VII

This conference would not have been possible without the continuous support
and advice of the Conference Scientific Advisor, Gavriel Salvendy, as well as the
dedicated work and outstanding efforts of the Communications and Exhibition
Chair and Editor of HCI International News, Abbas Moallem.

I would also like to thank for their contribution toward the organization of
the HCI International 2011 Conference the members of the Human–Computer
Interaction Laboratory of ICS-FORTH, and in particular Margherita Antona,
George Paparoulis, Maria Pitsoulaki, Stavroula Ntoa, Maria Bouhli and George
Kapnas.

July 2011 Constantine Stephanidis
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The 15th International Conference on Human–Computer Interaction, HCI Inter-
national 2013, will be held jointly with the affiliated conferences in the summer
of 2013. It will cover a broad spectrum of themes related to human–computer
interaction (HCI), including theoretical issues, methods, tools, processes and
case studies in HCI design, as well as novel interaction techniques, interfaces
and applications. The proceedings will be published by Springer. More infor-
mation about the topics, as well as the venue and dates of the conference,
will be announced through the HCI International Conference series website:
http://www.hci-international.org/

General Chair
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Juan Carlos Naranjo

Building Multimodal Interfaces Out of Executable, Model-Based
Interactors and Mappings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221

Sebastian Feuerstack and Ednaldo Pizzolato

The First Interaction Design Pattern Library for Internet of Things
User Created Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229

Marc Godon, Mohamed Ali Feki, Marc Roelands, and
Lieven Trappeniers

Differentiating between Successful and Less Successful Products by
Using MAInEEAC – A Model for Interaction Characterization . . . . . . . . . 238

Steffen Hess, Andreas Maier, and Marcus Trapp

Patterns for Usable Accessible Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 248
Homa Javahery, Michael Gower, Daniel Sinnig, and Peter Forbrig

From Structural Analysis to Scenarios and Patterns for Knowledge
Sharing Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 258

Claus Kaelber and Christian Märtin
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Abstract. The dramatic success of social media such as Facebook, Twitter, 
YouTube, blogs, and traditional discussion groups empowers individuals to be-
come active in local and global communities. Some enthusiasts believe that 
with modest redesign, these technologies can be harnessed to support national 
priorities such as healthcare/wellness, disaster response, community safety,  
energy sustainability, etc. However, accomplishing these ambitious goals will 
require long-term research to develop validated scientific theories and reliable, 
secure, and scalable technology strategies. The enduring questions of how to 
motivate participation, increase social trust, and promote collaboration remain 
grand challenges even as the technology rapidly evolves. This talk invites re-
searchers across multiple disciplines to participate in redefining our discipline 
of Human-Computer Interaction (HCI) along more social lines to answer vital 
research questions while creating inspirational prototypes, conducting innova-
tive evaluations, and developing robust technologies. By placing greater  
emphasis on social media, the HCI community could constructively influence 
these historic changes. 

Keywords: social media, participation, motivation, social network analysis, 
user-generated content, Open Government, collective intelligence, collective 
action, community design, wikis, blogs, discussion groups, reader-to-leader 
framework. 

1   Introduction 

Generations of philosophers, psychologists, sociologists, and other social scientists 
have wrestled with deep questions about what motivates people to behave helpfully or 
harmfully. They also considered how to encourage people, organizations, and nations 
to resolve conflicts and how to inspire students, citizens, or employees to participate 
more creatively. Other important questions revolve around how trust grows, respect 
emerges, responsibility is accepted, and empathy is encouraged.  

Contemporary researchers ask questions about what constitutes appropriate respect 
for privacy, when does online joking becomes bullying, or what constitutes fair use of 
others’ creative work. These researchers also want to serve the growing numbers of 
community managers and social entrepreneurs who are seeking design guidelines, 
metrics of success, and strategies for stimulating social participation. 
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Getting validated guidance is gaining importance as social media enable much 
more frequent social contacts, contributions, and collaborations among larger num-
bers of people, covering a wider array of social situations. Advocates see this histori-
cal moment as a utopian opportunity that can restore failing economies, hasten busi-
ness innovation, and accelerate citizen participation in government [1,2 3].  

At the same time, critics complain that these technology-mediated relationships are 
necessarily shallower because they lack the richness of face-to-face contacts and are 
diffused across a larger number of people [4,5,6,7]. These critics worry about the 
deterioration of personal relationships, reduced capacity for groups to generate trans-
formative social movements, higher likelihood of contentious public discourse, bal-
kanized scientific communities, and much more. While business coordination, citizen 
participation, and international collaboration may be facilitated, there is a risk of re-
duced corporate loyalty, oppressive governments monitoring citizen communications, 
and destructive cyber-warfare. 

2   Defining Technology-Mediated Social Participation (TMSP) 

The increased use of social media has taken on new forms from personal blogs that 
allow lengthy thoughtful, often passionate, commentaries read by those with shared 
interests to the steady stream of 140-character tweets broadcast to hundreds of diverse 
followers and possibly retweeted to thousands more. Vigorous participation in social 
networks encourages awareness, responses, and sometimes serious discussions among 
“friends”, while well-crafted YouTube videos can go viral when the web address is 
emailed, tweeted, posted to blogs, or mentioned on national television. The remark-
able capacity of collaborative tools encourages massive coordinated efforts such as 
Wikipedia or beneficial collective intelligence projects such as film recommender 
systems, product review websites, or governmental knowledge sharing such as the 
U.S. State Department’s Diplopedia. User-generated content sites also include photo 
sharing such as Flickr, music sharing, poetry, political essays, how-to, question-
answering, open source software, and much more. 

Controversies rage over the volume of benefits and the degree of harm produced 
by these user-generated content strategies. Utopian visionaries foresee empowered 
creative individuals, improved family communication, thriving resilient communities, 
outpouring of business innovation, citizen participation in policy decisions, and reso-
lution of international conflicts.  

Fearful critics complain about distracted attention, breakdown of family values, 
and digital Maoism that requires unpaid labor thus destroying jobs. They worry about 
increasingly contentious public discourse, uncontrolled spread of harmful cultural 
norms, and imposition of undesired economic policies on weaker international part-
ners. Some critics disparage these social connections as lightweight and unable to 
produce committed participation that is necessary for social change [6]. They believe 
that social media only generate weak ties, while strong ties are needed to transforma-
tive activism. These claims may be true, but many respondents believe that large 
numbers of weak ties are a helpful and maybe necessary precursor to developing 
stronger ties among a narrower group of activists who ultimately produce potent 
changes.  
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Certainly the story of Jodie Williams is instructive and inspirational. She generated 
global email and discussion group communities to build strong ties that led to a suc-
cessful movement to ban land mines, for which she received the Nobel Peace Prize. 
Another instructive example is the substantial social media response to the December 
2009 Haitian earthquake. Not only did relief groups coordinate by way of social me-
dia, but millions of people texted a $10 contribution to the Red Cross in support of 
emergency responses. Never before had such a large amount of money been collected 
so quickly. Another form of social response was the rapid formation of Crisis Camp 
software marathons to generate software that helped map the disaster in areas where 
there had not been detailed street maps and software that produced translations from 
Haitian dialects for which there were no existing tools. 

The benefits and harms from general social media are of broad interest and will 
produce extensive research from companies and e-commerce researchers, plus enter-
tainment and social analysts who value these playful and discretionary technologies. 
At the same time there are important questions when these same social media are 
applied to national priorities and life-critical activities such as disaster response, 
community safety, health/wellness, energy sustainability, and environmental protec-
tion. These applications and contexts should become the focus of Technology-
Mediated Social Participation (TMSP) research agendas.  

An even larger circle of applications is included when the Open Government 
movement in many countries becomes part of the research agenda. In the United 
States, President Obama’s Open Government Directive covering transparency, col-
laboration, and participation [8]. Data sharing at U.S. government web sites such as 
data.gov and recovery.gov have already changed agency practices and public dis-
course in many areas, but greater changes will come as participation is solicited 
through contests, challenges, volunteer invitations, expert review of proposed regula-
tions, and national, state, and local service projects. 

3   Setting a Research Agenda 

Resolving the differing impressions about the benefits or harm of TMSP is more than 
an important challenge for community, business, and national leaders. It also leads 
human-computer interaction researchers to deal with profound scientific questions 
about individual behavior, collaborative strategies, community engagement, and in-
ternational cooperation. By embracing these challenges, we can redefine HCI more 
broadly, maybe even signaling the change which a fresh name such as “human-
community interaction” or even “human-social interaction (HSI).”  

These shifts and name changes would refresh our research community with com-
pelling research challenges that would lead us toward more profound questions. By 
embracing ambitious interface design goals and integrating new social science re-
search questions, we would gain the chance to influence the still unfolding design of 
social media technologies and their applications. These opportunities bring  
trillion-dollar business possibilities and social transformation potentials that will 
shape civilization for centuries. Entrepreneurs will rush towards these possibilities, 
while scientific researchers from many disciplines will have a remarkable historic 
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opportunity to develop profound theories about foundational aspects of individual, 
family, group, organizational, and national behaviors. 

These questions have been studied for centuries, but the unique possibilities are 
that for the first time in history massive data about actual human activity is easily 
available for analysis. This information-abundant environment enables statistical 
analysis of billions of data points representing actual behavior, rather than a small 
sample survey of biased perceptions, constructed attitudes, or filtered reports of re-
membered activities. 

The availability of abundant data is good news, but the algorithms for statistical, 
data mining, and machine learning methods, visualization tools, and methods for 
visual analytics are yet to be developed so as to study these compelling and deep 
science questions. Several research communities have identified this opportunity, 
most notably the promoters of web science [9]. Other sources include early efforts at 
social network analysis that go back almost a century, but only now are the software 
tools becoming available to do complex analysis and produce meaningful visualiza-
tions that show important patterns, clusters, relationships, anomalies, and outliers. A 
century of research is needed to develop novel mathematical methods and efficient 
algorithms to handle these new challenges, when data sets include millions and bil-
lions of vertices and edges.  

Efficient algorithms are essential, but they may not be sufficient to give the rapid 
results that promote exploration. Just as specialized computer chips, known as 
Graphic Processing Units (GPUs), were needed to enable rapid manipulation of 3D 
environments represented by triangular meshes and enriched by visually compelling 
texture mapping, specialized computer chips, let’s call them Social Processing Units 
(SPUs), may be necessary to handle network analysis computations. The algorithms 
for computing network metrics such as betweenness centrality, PageRank, or eigen-
vector centrality are difficult to implement on standard parallel computing architec-
tures because most graphs defy clean data partitioning. Similarly, the growing  
ensemble of clustering algorithms that identify closely-connected communities re-
quire massive computational power as networks grow and linkages become denser. 
Finally, much greater computational power is needed to run the aggregation methods 
that simplify graphs so that they can be visualized by the growing family of layout 
strategies that users chose from to extract varying insights. 

Early research by physicists and mathematicians produced attention-grabbing re-
sults describing scale-free and small-world networks generated by principles such as 
preferential attachment [10,11,12,13]. Then a new generation of computer scientists 
went further in integrating social science questions producing more applicable in-
sights about strong vs. weak ties, sentiment prediction, and degree of participation 
[14,15,16]. As computational social scientists promote research in massive data sets 
[17], the community of researchers has grown dramatically, and funding is increasing 
from defense agencies, as well as national science agencies, national health funders, 
and an array of corporate sponsors. 

There still is resistance to these new topics as entrenched disciplines skillfully 
lobby for support of their research agendas. They will not yield easily, so the HCI 
community and others who recognize this historic shift will have to collaborate effec-
tively to compose a thoughtful and persuasive research agenda with realistic short-
term and captivating long-term goals. Our request for massive funding shifts will be 
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most effective if we engage with many disciplines, develop deep scientific theories 
and describe extreme technology challenges, all with well-documented linkages to 
societal benefits. 

To help promote discussion of research agendas, we (myself, Jennifer Preece, and 
Peter Pirolli) obtained a U.S. National Science Foundation grant to conduct two 30-
person workshops among leading academics, industry researchers, government 
staffers, and younger graduate students (www.tmsp.umd.edu). The first workshop was 
held in Palo Alto, CA on December 10-11, 2009 so as to attract West coast research-
ers and industry researchers and the second workshop was held in Arlington, VA on 
April 22-23, 2010 to facilitate participation by East coast academics, NSF staff and 
other government staffers.  

Table 1. Potential domains of application of TMSP and the expected benefits. Adapted  
from [21]. 

Domain Expected Benefit 

Healthcare Unite professionals and citizens in one center to gain information and to 
support and improve research and policy 

Disaster  
response 

Improve emergency response through citizen feedback and better  
response planning. 

Energy Facilitate creative thinking about energy alternatives and policies to 
bring new, environmentally friendly sources to the fore. 

Education Help make educational practices and policies more cost-effective. 

Culture and 
diversity 

Enhance understanding of the cultural variations both within and  
between societies. 

Environment & 
climate 

Enable broader understanding of the issues involved in the environment 
and climate change. 

Citizen science Promote the participation of citizens in areas of science where  
individuals can make useful contributions. 

Economic health Engage a broad base of citizens in thoughtful discussions about  
economic policies. 

Globalization & 
development 

Foster a better understanding of the emerging global economic and 
political realities. 

Political  
participation 

Increase informed political participation at all levels of government. 

Local civic 
involvement 

Cultivate increased understanding of ways to engage in local  
community activities. 

Public safety Encourage citizen participation in sharing information that can make 
their communities safer. 

 
The workshops participants identified several themes and formed discussion 

groups spanning 6-9 months to develop six jointly authored articles, which were pub-
lished in the November 2010 issue of IEEE Computer as the cover feature, with an 
introduction from the three workshop organizers [18]. The topics of the articles were 
scientific foundations [19], interface design issues [20], research infrastructure needs 
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[21], health/wellness possibilities [22], open government policies [23], and educa-
tional needs from K-12 through life-long learning [24].  

In addition to health/wellness and open government applications, these detailed 
TMSP research plans highlighted applications in disaster response, energy, education, 
culture and diversity, environment & climate, citizen science, economic health, glob-
alization & development, political participation, local civic involvement, and public 
safety (Table 1). The article on scientific foundations outlined new directions for 
theories, giving a sense of the scientific research opportunities that were neatly inter-
woven with practical problems. 

4   New Theories and Innovative Research Methods 

The range of TMSP theories needed is staggering, from descriptive theories that come 
from cleaned and aggregated data organized into meaningful insights to explanatory 
theories that present cause and effect patterns. These theories lay the foundations for 
prescriptive theories that provide guidelines and best practices for interface designers, 
community managers, and policy makers. In some situations predictive theories will 
be precise enough to forecast the evolution of social networks and the outcomes of 
collective action projects. Occasionally, deeper insights will lead to generative theo-
ries that suggest new social media strategies, novel methods for limiting malicious 
behavior, and new goals for collective action and international cooperation. These 
five flavors of theories are only a starting point, others forms of theories are likely to 
emerge as well to accommodate the breadth and depth of this vast research frontier. 

Ideally, fresh theories lead to innovative research questions that require novel re-
search methods [25]. The research methods for social media could bring the greatest 
change. The past 400 years of traditional science research in physics and chemistry 
has been governed by belief in the reductionist approach and replicable laboratory-
controlled experimentation. Scientists would change a small number of independent 
variable, e.g. temperature or pressure, control other variables, e.g. electrical or mag-
netic fields, and measure the impact on dependent variables, e.g. resistance or expan-
sion. The reductionist approach also influenced observational methods in botany, 
geology or astronomy, in which data was collected and analyzed to find relationships 
among variables that could be verified by independent researchers. 

In the world of Technology-Mediated Social Participation, there may be new chal-
lenges for these traditional assumptions of reductionism and replicability. The vari-
ables of interest in TMSP include trust, empathy, responsibility, and privacy that are 
still hard to define and difficult to measure. Even frequently-discussed variables such 
as motivation, persuasion, self-efficacy, technology acceptance, and universal  
usability defy simple measurement beyond subjective scales that produce volatile and 
nuanced responses. Shifting to measurement of actual behaviors will be helpful in 
raising validity, but the tightly intertwined reactions of users means that context mat-
ters, familiarity is central, and results may be very different six months later when 
users are more or less trusting. The impact of privacy policy changes on trust for 
discretionary playful services such as film rating communities may be very different 
from life-critical systems such as disaster response or health discussion groups  
describing cancer treatment experiences. 
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If reductionism and replicability need to be redefined or replaced, how will journal 
reviewers revise their definitions of rigorous research? Can case studies move beyond 
hypothesis generation to become acceptable strategies to gather evidence that supports 
hypothesis testing? Maybe the examples of medical and business researchers could be 
useful, as they have developed standards for rigorous case study research that when 
repeated helps collect evidence in support of hypotheses [26]. Already, strategies such 
as Multi-dimensional Long-term In-depth Case studies (MILCs) are being applied to 
exploratory and discovery tools, such as in information visualization [27].  

New forms of theories based on novel mathematics could emerge as they did in the 
early 20th century for quantum physics and statistical mechanics. Strange entangle-
ments, maybe different from the quantum kind, are common in human experiences 
and statistical methods may nicely account for aggregated human behaviors, even as 
the actions of an individual are unpredictable.  

The enduring questions of raising human motivation have taken on new impor-
tance in the age of social media. Wikipedia is a great success story because of its 
innovative strategies for motivating users to contribute their knowledge and to col-
laborate with others. But even in this success story, only one in a 1000 readers be-
come registered contributors, and even fewer become regular collaborators who work 
together over weeks and months. Similarly, while there are billions of viewers of 
YouTube the numbers of contributors of content is small. Motivation or persuasion is 
an ancient human notion, but the capacity to study it on a global scale is just becom-
ing a reality. The move from controlled laboratory experiments to interventions in 
working systems is happening because designers and researchers have enabled the 
capture of usage patterns on a scale never before possible. 

 

Fig. 1. The Reader-to-Leader Framework suggests that the typical path for social media partici-
pation moves from reading online content to making contributions, initially small edits, but 
growing into more substantive contributions. The user-generated content can be edits to a wiki, 
comments in a discussion group, ratings of movies, photos, music, animations, or videos. Col-
laborators work together over periods of weeks or months to make more substantial contribu-
tions, and leaders act to set policies, deal with problems, and mentor new users [28].  

The Reader-to-Leader Framework [1] (Fig. 1) provides an orderly way of discuss-
ing motivational strategies and conducting research [28]. It suggests that users be-
come readers by way of recommendations from friends, news media reports, web 
searches, and a hundred other techniques. Then readers may see contributions made 
by others and register so as to edit existing information or add new content, reviews, 
or ratings. The occasional contributor might evolve into a frequent contributor or go 
to the next step which is collaborating with others to plan new content. Some  
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contributors become increasingly committed to the project and can develop strong 
relationships with other contributors. Then some contributors become engaged in 
governance, setting policy, dealing with problems, or mentoring newcomers. At each 
stage innovative entrepreneurs and researchers have developed interface design and 
motivational strategies such as showing the number of views of a video, enabling 
ratings of contributions, honoring richer collaborations, and empowering leaders. 

Many other theories and frameworks are being proposed as commercial, govern-
ment, and academic researchers rapidly expand their efforts. Traditional social  
science theories are being adapted to understand, predict, and guide designers who 
seek to increase trust, empathy, responsibility, and privacy in the online world [29, 
30, 31]. Similarly, mathematical theories of network analysis are being enhanced to 
accommodate the distinctly human dynamics of online social systems. The shift from 
descriptive and explanatory theories that are based on statistical analyses and data 
mining to predictive and prescriptive theories that provide guidance for community 
managers is happening rapidly, but much work remains to be done.  

5   Pursuing Reliable, Secure, and Scalable Technology 

The past 40 years of computing technology have produced remarkable progress. 
Strong credit goes to the chip developers who made the rapid and sustained strides 
characterized by Moore’s Law – doubling of chip density, speed, capacity every 18 
months. Equal credit goes to the user interface designers who opened the doors to 
billions of users by creating direct manipulation interfaces based on carefully de-
signed menus, effective graphical interfaces, convenient input devices, and compre-
hensible visual presentations. 

The current agenda is rapidly moving to encompass the large-scale social media 
communities, such as the half billion users of Facebook and the four billion users of 
cell phones. Newer services such as Twitter have acquired more than 100 million 
users with billions of exchanges per month, but that is just the beginning. As indi-
viduals, organizations, companies, and governments increase their usage, the volume 
and pace of activity will grow bringing benefits to many users, but so will the impacts 
of service outages, privacy violations, and malicious attacks. 

Developers now recognize the primacy of the user interface in determining  
outcomes, so there is increased research, training, and exploratory design. Simultane-
ously, there is a growth in tools for community managers to track, analyze, and inter-
vene in social media networks to as to promote more positive outcomes. These tools 
will also be useful to researchers as they develop predictive models of network evolu-
tion, detect regions or growing or declining activity, and formulate theories of what 
motivates participation. 

One such effort is the free, open source NodeXL Project (Network Overview for 
Discovery and Exploration in Excel), which is supported by Microsoft Research 
(www.codeplex.com/nodexl). This tool enables importing of social media networks 
from Outlook, Twitter, YouTube, Flickr, WWW, etc. into Excel 2007/2010, and then 
gives users powerful analysis tools, plus rich visualization support [32,33] (Fig. 2).  
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Fig. 2. This network shows connections among the Twitter users who mentioned #GOP when 
queried on January 8, 2011, with node size proportional to numbers of followers. The clusters 
are created by the patterns of connections (follows, replies, and mentions) among the authors in 
the graph. The clusters were based on Newman-Moore algorithmic analysis in which the Red 
cluster is composed of GOP supporters, while the Blue cluster contains critics and opponents of 
the GOP as indicated by the content of the tweets from each cluster. Other colored or shaped 
nodes are not strongly affiliated with either major cluster. (Created by Marc A. Smith using 
NodeXL http://www.codeplex.com/nodexl). 

NodeXL was designed to speed learning by social-media savvy community man-
agers and business professionals who already use Excel, as well as by undergraduate 
and graduate students who are learning social network analysis. By providing easy 
import of data from important social media tools, NodeXL dramatically expands the 
community of users who can carry out analyses that lead to actionable business in-
sights and research studies. NodeXL provides a rich set of visualization controls to 
select color, size, opacity, and other attributes of vertices and edges. The variety of 
layout algorithms and dynamic query filters allows users to tune the display to their 
needs. Varied centrality metrics for directed and undirected graphs, as well as a grow-
ing number of clustering algorithms, support exploration and discovery. NodeXL is 
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an ongoing project that will be supported through the emerging Social Media Re-
search Foundation (www.smrfoundation.org).  

6   Conclusion 

These new TMSP research directions expand the scope of HCI research, shifting the 
emphasis from psychological to sociological issues, while engaging with new com-
munities of algorithm developers, statistical data analysts who work with huge data 
sets, privacy protection researchers, and application specialists in new domains, espe-
cially e-government. TMSP also bring HCI researchers even more actively into the 
arena of mobile, ubiquitous, and pervasive technologies, while increasing the impor-
tance of attending to universal usability and international development. The possibili-
ties for breakthrough science and transformational applications seem high, so there 
are a rapidly growing set of conferences and journals to serve these emerging topics 
[34]. While enthusiasm and optimism for TMSP is warranted, there should also be 
concern about the dangers of privacy violation, misleading information, malicious 
attacks, lack of universal usability, and failures during peak loads, such as during 
disasters. Since there are also dangers of use of this potent technology by criminals, 
terrorists, racial hate groups, and oppressive governments, our community will have 
to develop ethical standards and work to promote positive social values.  
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Abstract. This paper discusses the theoretical framework underlying the studies 
of cognitive-based user interface design of heritage tourism website. Multiple 
Resource Theory under cognitive psychological study is used particularly in 
developing UI taxonomy of museum website. MRT highlights on three compo-
nents which are perceptual modality, visual channel and code of processing. 
Components of MRT are applied extensively into user interface dimensions 
identification by emphasis on user interface support functions. As a result three 
components are propose; format, structure and representation. These compo-
nents can be used to provide insights into area of HCI with taxonomy of UI for 
museum websites. Cognitive-based UI framework is proposed and presented 
with aims to assist in the design and development of the taxonomy. 

Keywords: User Interface Design, Cognitive. 

1   Introduction 

User interface (UI) is a new medium to allow museum collections to be exhibited since 
online museum were being introduced. While Schweibenz [24] emphasis on effective 
way to display and easy to interact of museum artifact, result from exploratory study 
on museums website [25] indicates that there is lack of features on presenting and 
interacting with museum artifact on current museums websites. An absent of the fea-
tures will effect on learning during exploring museum collections. Therefore, the lack-
ing of capability of UI to educate or to persuade user make UI design in this domain 
needs to be explored.  

The existence of study on user needs and their capability to process information 
help to design UI. In effect we must understand how people think and reason about 
cognitive concept before we make decisions about designing UI. The process of identi-
fying of UI may be strongly supported if theoretical grounding is used as a platform 
[26]. Thus, this paper provides a theoretical study of UI dimensions in heritage tourism 
website. Besides suggests a foundation related to cognitive, this paper also highlights 
an important impact on UI design. 

The paper is organized as follows. Section 2 discusses literature review to user in-
terface design implemented in web application and we state a problem. Then, we 
describe the range of reasonable assumptions for the problem. Sections 3 and 4, a 
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potential UI dimensions for supporting UI design on web application is proposed, 
based on Multiple Resource Theory. Section 5 outlines the main potential benefits 
employing such a dimensions in a web application environment and discusses further 
research and development steps in this direction.  

2   Literature Background 

In this paper discussion on UI dimensions proceeds from a substantial research litera-
ture grounded in cognitive science. Cognitive science provides a unique perspective 
to the study of UI involving research from psychology and applied in the field of 
human computer interaction (HCI). This integration will provide new insights into the 
major factors influencing UI design and, consequently, could result in more efficient 
searching and browsing in museum website environments. 

2.1   User Interface Design 

Designing user interface can be done using techniques such as task-based design, 
model-based design, user-centered design and usage-centered design. Unlike task-
based, model-based and usage-centered, which focus on system and process, the user-
centered design focuses on user’s characteristics in the design of an interface [1] and 
put an accent on making usable to the user [2]. Discussions on UI based on user char-
acteristic emerged during the 1970s with the development of graphical user interface. 
Features associates with this type of interface led to major improvements as compared 
to command-line interface. The success of the innovation, from a cognitive perspec-
tive, was based on the finding that humans attempt to understand computers as ana-
logical extensions of familiar activities [3]. This led to availability of desktop interface 
and direct manipulation interaction.  

With internet, a revolution is occurring in the development of user interface. Whilst 
Welie [4] design interface with aim to allow user to focus on the task at hand and re-
duce the amount of overhead knowledge required communicating effectively with the 
website, Langdon and friends [15] emphasize on user capability and limitation during 
processing information. In addition, Chen et al [5] proposed a theoretical framework of 
UI underlying cognitive processes. Chen and his colleagues revealed that users’ cogni-
tive styles significantly influence their reaction to the user interface in terms of format, 
accessibility, and structure. These user interface designs are mostly discuss through 
literature study and there has been little discussion about theoretical studies in the area 
of UI designs. Thus, this study plan to explore the theoretical foundation for supporting 
UI design particularly looking at UI in cognitive perspectives.  

2.2   Why Cognitive Study? 

It has been observed that the goal of user interface design is to reduce the gap between 
users and system [6] and the cognitive-based design is a good way to achieve this goal 
[7]. Cognitive-based design can improve recall of information [8] and make applica-
tions more satisfying and easier to learn [9]. Callaway and his colleagues [10] report on 
good recall of information during museum visit based on cognitive aspect. They argue 
that cognitive aspect is important in designing museum exhibition. In addition [11] 
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stress on human’s cognitive characteristic play a key role in designing satisfy user 
interface. They concluded that understanding the components and the associated skills 
becomes a focus of attention and helps in designing usable UI design. Similar 
conclusion have drawn by Schneiderman [6] and he included cognitive aspect as one 
of the guidelines to deliver satisfy user interface. Thus, consideration on cognitive 
aspect is important in enhancing usable user interface.   

Cognitive is an important characteristic that influences the effectiveness of user ac-
tivity. Graziola and friends [12] have studied on users’ reactions to interface design and 
found that cognitive significantly influence user reaction to user interface in terms of 
user experience. They concluded that any interactive application played on museum 
helps in enhancing experience to the users. However, interactivity may effect system 
performance and the design should consider user cognitive load. Thus, consideration 
on cognitive aspect is important in enhancing effective communication between user 
and website.  

Research on human cognition can provide established conceptual frameworks to-
ward investigation of the ability to acquire knowledge involved in the use of UI of 
Web environment. A theory which can support of cognitive aspect is Multiple Re-
source Theory. Multiple resource theory is used for predicting resource demand when 
multiple tasks are concurrently executed [13]. These predictions have significant 
impact in the area of user interface design because most practical applications are 
carried out in multi-task environments. The main theoretical foundations of MRT 
originally were established by Wickens’ and Baddeley’s work [13], which provided 
the basis and perspective needed to guide the work described in user interface design.  

3   Multiple Resource Theory 

According to Basil [13] the multiple resource theory (MRT) is proposed by Wickens. 
The theory helps to identify on UI components which aim to support cognitive aspect. 
User interface components are identified based on three different dimensions: 
perceptual modality, visual channels, and code of processing.Three components of 
MRT and related UI component are discuss in the following subsections. 

3.1   Perceptual Modality   

In MRT, perceptual modality is associated with the human channels of perception 
[18]. Perception involves human senses like textual content, visual content, and sound 
content components [14]. In inter-human communication, modalities are being used 
to express meaningful conversational contributions include speech, gestures, touch, 
facial expressions and smell [14]. Fikkert and friends [16] refer modality as defined 
by Bunt and Beun as an attribute that indicates the mode, manner, or form of some-
thing that the human sense employed to process information. Recently, McGAnn [17] 
discussed on perceptual modality and claimed that perceptual modalities is relate to 
“mode of presentation” of a particular attention. Thus, perceptual modality is related 
with form in which the information is presented. For our study, format dimension of 
UI is proposed to be used as dimension related to perceptual modality. 
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3.2   Visual Channel  

A visual channel is nested dimension within visual resources, distinguishing between 
focal and ambient vision [13]. Focal vision supports object recognition in reading text 
and recognizing symbols and ambient vision is responsible for perception of orienta-
tion and movement [18]. The focal and ambient vision appears to be associated with 
different resource structures [13][18] in the sense being associated with different 
types of information processing. Visual channel is thus used to recognize the informa-
tion representation. For our study, representation dimension of UI is proposed to be 
used as dimension related to perceptual modality. 

3.3   Codes of Processing  

In MRT, code of processing is related to how user process information [18]. Two  
different methods of processing are recommended by Huthmann [19].  The recommen-
dation is based on spatial ability and categorical ability. While, spatial ability is the 
capability for processing and imaging movements or other changes in visual object, 
categorical ability is the capability for processing and imaging movements or changes 
in verbal information. According to Langdon [14] analog/spatial processing maintains 
visual materials such as pictures and diagrams, while categorical/symbolic processes 
sustains verbal information. For our study, structure dimension of UI is proposed to be 
used as dimension related to code of processing.  

4   Research Framework 

Based on MRT, cognitive-based research framework is proposed. This research frame-
work consists of three dimensions of UI identify through an aiding concept. The impor-
tant of each component relate to each of MRT dimension is illustrated in Figure 1.  

 

Fig. 1. Research Framework 
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4.1   Aiding Concept 

Aiding concept is introduced by Greef and Neerincx [21].  Cognitive factor, support 
concept and support function are important in aiding concept. Aiding concept is used 
to derived UI dimensions. Users benefit from aiding, because the defined UI dimen-
sions can invoke less demand cognitive processing. Table 2 shows the UI dimensions 
derived through the three levels of requirements. 

Table 1. Proposed UI support Function Dimensions 

MRT dimensions Support concepts UI support function dimen-
sions 

Visual Channels Support the response 
selection and response 
execution 
 

Representation  
• Sharpness 
• Dimensionality  
• Movement 
• Orientation 

Perceptual  
Modalities 

Support perception Format  
• Mode of presentation 
• Human sense 
• Jointly/separately 
• Display 

Code of processing Support working 
memory 

Structure 
• Arrangement 
• Main and sub-heading 
• Location of  

sub-categories  
• Position 

4.3   Format Dimension  

Format is a basic unit of the user interface space. In some cases these are sounds or 
textual and in other cases, images, either static or dynamic. Static type uses to display 
of electronic text. Dynamic type can serve a wide variety of iconic uses. Individual is 
tendency to view information either in static or dynamic format. However, to recog-
nize objects, user must have cognitive ability for matching its features to image de-
scriptions. Verbalisers tend to use verbal presentations to illustrate information when 
thinking, and prefer words rather than images. Imagers tend to use images to illustrate 
information when thinking, they understand visuals [20]. Verbalizes are superior at 
working with verbal information whereas imagers are better at working with visual 
and spatial information. Imager users view information in the form of photographs, 
diagrams, graphs, charts or basic animations. A verbalizer user tends to choose textual 
fashion such as written word or spoken.  

4.4   Representation Dimension 

Representation would be support response selection and response execution during 
information processing stage. During response selection, user would be attracted to 
 



22 N. Abdullah, W.A. Wan Adnan, and N.L. Md Noor 

 

choose object that directional to appropriate to in choose and easy to be exercised. 
Implementation on object happens when users choose to manipulate that object.  
Possible actions of manipulations a visual components include enlarge, zooming and 
rotation. Visual component permits object with characteristics that describe their struc-
ture and behavior [22]. Behavior will be indicated in a form of dimensionality. The 
dimensionality will determine whether object is 1D, 2D or 3D. Dimensionality will 
determine manipulation activity of user. Studies on this dimensionality have a compre-
hensive survey in HCI field and many advantages stated such as performance, experi-
ence and preferences.  

4.5   Structure Dimension 

Structure dimension will take place when user tries to understand a current situation. 
During processing stages, user will use their knowledge and experience and try to 
capture any knowledge kept in their mind. If the user have an experienced about the 
issue then it is easy to them to understand. Graff and [23] discussed on tendency for 
individuals to process information either as an integrated whole or in discrete parts of 
that whole. Analytical person process information from parts to the whole; able to 
establish meaningful structures, sequential, conceptually oriented, and prefer 
individualized learning. Wholists person process information from the whole to parts, 
they are factually oriented and affective, not highly organised and less likely to 
impose a meaningful organisation when there is no structure.  

5   Conclusion 

This paper explores the important of impact of cognitive aspects in UI design. MRT is 
explored and research framework is proposed using the MRT. In our proposed we 
highlight, to identify dimensions is important in museum for presenting object. There 
are several important implications of our research for research and practice. First, we 
used some existing concepts of cognitive to understand UI web environment. Second 
we integrated internal and external perspectives related to cognitive study to offer a 
holistic view of strategically UI development by using theoretical propositions  
suggested by MRT in forming the theoretical framework of UI dimensions.  

Future work implies that this cognitive understanding of UI design may be further 
accommodated by the FI/FD dimension influences for the localization process of the 
UI features. In addition, our framework could be further empirically verified by re-
searchers interested in this area of research. This may be done with the theoretical 
testing process research method by using practical heuristic UI design guideline relat-
ing to theoretical propositions highlighted in this study. Moreover, the theoretical 
building method reflected in this study that conducted by focusing on inductive rea-
soning may provide future empirical work toward validating the theoretical proposi-
tions for UI dimensions. Our research reflected in this paper is an effort to offer some 
theoretical understanding of UI dimensions by the adaptation of cognitive aspect. 
Furthermore, our work could be used as a starting point for conducting empirical 
studies to uncover the dynamics of UI dimensions.  
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Abstract. User Experience is a well recognized factor in design and
evaluation of artifacts in Human-Computer Interaction. There are many
user experience models reported in the literature to reflect this status.
Techniques and instruments for managing user experience are still not
sufficient. In this paper, we discuss design science research and impor-
tant user experience models reported in the literature and propose an
integrated design science framework for designing and assessing user ex-
perience. We also present the results of an experimental study to validate
our proposed framework and the instrument employed.

Keywords: Design Science, User Experience.

1 Introduction

User Experience (UX) aims at gaining a more comprehensive understanding of
users interactive experiences with products or systems around new concepts like
pleasure [1], fun [2], aesthetics [3] and hedonic qualities [4]. Norman [5] describes
the UX as encompassing all aspects of users interaction with a product. The
distinction between usability and user experience has been recognised, for exam-
ple, even a product with good usability can generate negative use experiences
causing dissatisfaction while a product with bad usability can generate positive
experiences or satisfaction [6], and while bad usability can break a good prod-
uct, good usability is insufficient to create a good experience [7]. Accordingly, the
good usability does not guarantee good UX, and it depends on the total inter-
active experience of a user with a product or system in meeting user needs and
expectations. Although, there is no universal definition of user experience [7],
the concept of UX has been widely adapted in many areas of design without it
being clearly defined or deeply understood [8,9]. However, there are many views
of user experience from the literature. According to Forlizzi and Battarbee, user
experience is associated with a wide variety of meanings without cohesive theory
of experience for the design community [10]. Hassenzahl and Tractinsky see user
experience as ranging from traditional usability to beauty, hedonic, affective or
experiential aspects of technology use [11].

J.A. Jacko (Ed.): Human-Computer Interaction, Part I, HCII 2011, LNCS 6761, pp. 25–34, 2011.
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A newer ISO standard [12] defines the UX as a persons perceptions and re-
sponses that result from the use or anticipated use of a product, system or service
emphasizing two main aspects: use and anticipated use. This definition matches
the description of experience given by McCarthy and Wright [13]. Moreover, the
results of a recent research study show that ISO definition of user experience is
in line with the view by most respondents about the subjectivity of UX [9]. ISO
standard also points out that user experience includes all the users’ emotions,
beliefs, preferences, perceptions, physical and psychological responses, behaviors
and accomplishments that occur before, during and after use and Usability cri-
teria can be used to assess aspects of user experience [12]. UX assessment is
an evaluation of the users interactive experience of a product, system or ser-
vice. Accordingly, use (i.e., actual interaction experience), anticipated use (i.e.,
pre-interaction experience such as needs and expectations), and after use (post-
interaction experience) is equally important for consideration in UX assessments.
We consider that total UX consists of these three views and it is shown as a model
in Figure 1.

Fig. 1. Total user experience model

In this paper, we briefly discuss important user experience models reported in
the literature and propose an enhanced usability model integrated with design
science research framework for user experience design and assessment. We also
present the results of an experimental study to validate our proposed model and
the instrument employed.

2 Design Science Research

Design Science (DS) is a research paradigm [14] , [15] , [16] which aims at cre-
ating and evaluating innovative artifacts that address important and relevant
organizational problems. The design science involves the purpose driven cre-
ation of artifacts and the introduction of these artifacts into a natural setting
[15]. The main focus of design science research is to create and evaluate new
and improved IT artifacts as a solution for relevant organisational problems and
to generate new knowledge to the body of the scientific evidence. Hevner has
presented a detailed process of performing design science research by means of
three design science research cycles [17]. Figure 2 show the existence of three de-
sign science research cycles in information systems research framework reported
in [18]. According to [16], these three research cycles must be present and clearly
identifiable in any design science research project.



A Design Science Framework for Designing and Assessing User Experience 27

Fig. 2. Design science research cycles

The relevance cycle captures the problem to be addressed and connects the
contextual Environment with Design Science Research activities. Thus, the rel-
evance cycle provides the requirements for the research (problems and oppor-
tunities) as inputs. It also defines the acceptance criteria for design solutions
and artifacts which feed back as outputs from Design Science Research to the
Environment for implementation. The suitability of artifacts in Environment is
assessed by field testing to determine whether additional iteration of the rele-
vance cycle are needed.

As shown in Figure 2, the Knowledge Base consists of foundations, scientific
theories and methods, experience and expertise and meta-artifacts. The rigor
cycle connects the Design Science Research activities with the Knowledge Base to
receive foundations for rigorous design science research to ensure its innovation.
Moreover, the rigor cycle feedbacks new knowledge to the Knowledge Base to
update and enrich it. The internal design cycle is central to the Design Science
Research where the hard part of the actual design science research is carried out.
Inputs to the Design Science Research are: requirements from the relevance cycle
and the design and evaluation theories and methods which are drawn from the
rigor cycle. The design cycle iterates between the core activities of building and
evaluating the design artifacts to generate design alternatives and evaluating the
alternatives rigorously and thoroughly against requirements until a satisfactory
design is achieved. Finally, design artifacts and research contributions are output
into the relevance cycle for implementation in Environment and field evaluations,
and to updating the Knowledge Base respectively.

Design Science and Human-Computer Interaction share two important com-
mon grounds: design and evaluation. User experience design and evaluation is
concerned with building HCI artifacts for contextual requirements and evalu-
ating those against pre-specified assessment criteria. In practical terms, HCI
artifact creation and evaluation follow an iterative approach similar to that
explained in Design Science Research. Accordingly, we propose that the DSR
framework shown in Figure 2 is a well suited framework that can be applied
for designing for UX and UX assessment. Our proposed framework is shown in
Figure 3 where the user interaction with a system in context is emphasized with
’UX Theories’, ’Experimental Designs’ and ’Evaluation Artifacts’ included in the
Knowledge Base.
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Fig. 3. Proposed design science research framework for designing for user experience
and user experience assessment

3 User Experience Models

There are many user experience models reported in the literature explaining the
aspects of user experience. Many of these models recognize the significance of us-
ability on user experience. Specifically, these models seek to complement a purely
functional analysis of user interaction with an account of the sensual, emotional,
social and cultural aspects of peoples’ relationships with technology [19].

In the context of interaction design, Preece, Rogers and Sharp [20] pointed out
the difference between user experience goals and usability goals emphasizing that
UX goals are more concerned with how users experience an interactive system
from user perspective rather than assessing how useful or productive a system
is from product perspective.Their model consists of six usability goals namely:
efficient to use, effective to use, safe to use, having good utility, easy to learn,
and easy to remember. They defined user experience goals as: satisfying, en-
joyable, fun, entertaining, helpful, motivating, aesthetically pleasing, supportive
of creativity, rewarding and emotionally fulfilling. According to them, usability
goals are fundamental to the user experience and occurs as a result of achieving
usability goals during an interaction. Importantly, the model does not include
’satisfaction’ as a usability goal; instead, it considers as a UX goal. Taking this
view further, Sharp, Rogers and Preece [21, p.26] described an enhanced version
of UX goals that included additional positive as well as negative goals, namely:
engaging, pleasurable, exciting, cognitively stimulating, provocation, surprising,
challenging, enhancing sociability, boring, frustrating, annoying and cutesy. They
described many of these goals as subjective qualities concerned with how a sys-
tem feels to a user. They also highlighted that not all usability and UX goals will
be relevant to the design and evaluation of an interactive product (or system)
as some combinations will not be compatible.

According to Hassenzahl [22], the origins of UX can be seen from two differ-
ent views: pragmatic quality and hedonic quality. Hassenzahl argues that the
fulfilment of be-goals is the driver of experience, and that pragmatic quality
facilitates the potential fulfilment of be-goals. Moreover, Hassenzahl [22] em-
phasizes that UX is an evaluative feeling of the user while interacting with a
product with a shift of the attention from the product to feelings such as subjec-
tive side of product use. Another model [11] sees UX as a combination of three
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perspectives: beyond the instrumental, emotion and affect, and experiential and
considers as a consequence of the user’s internal state, the characteristics of the
designed system and the context within which the interaction occurs. Having
discussed models and theories of experience, Forlizzi and Battarbee [10] state
that experience in interactive systems can be examined and modeled from three
perspectives, namely: product-centered, user-centered, and interaction-centered.
The definition of UX given by Hassenzahl and Tractinsky [11] also includes user
perspective, product perspective and context of interaction perspective. Accord-
ingly, UX is a mixture of these three perspectives: product-centred, user-centred
and interaction-centred.

In a recent publication, Bevan [23] highlighted that how product attributes re-
late different aspects of UX. According to Bevan, direct measurement of actual
experience of usage is difficult; the measurable consequences are the user perfor-
mance, satisfaction with achieving pragmatic and hedonic goals, comfort and plea-
sure. User performance and satisfaction is determined by quality characteristics
such as attractiveness, functional suitability, ease of use, learnability, accessibility
and safety. Table 1 presents Bevan’s view on how the measures of usability and UX
are dependent on the product attributes that support different aspects of UX [23].
Moreover, Bevan points out that the measures of UX consequences can be repre-
sented by means of satisfaction in use, with a specific focus on pleasure, likeabil-
ity and trust. According to Table 1, ’Pleasure’ relates to Aesthetics, ’Likability
and Comfort’ relates to Appropriate Functions, Good UI Design, Learnability and
Technical Accessibility and ’Trust’ relates to Safe and secure Design.

Petrie and BevanBevan [24] have acknowledged that users of new technologies
are not necessarily seeking just to complete a useful task, but also to amuse
and entertain themselves. Accordingly, Petrie and Bevan consider that UX, as
a concept, emerged to cover the components of users’ interactions with, and
reactions to, electronic systems that go beyond usability. Table 1 also shows that

Table 1. Factors contributing to UX consequences
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UX and usability are not two distinct concepts, but have interrelated aspects that
contribute equally to providing the overall UX and usability of a system.

4 Extending Usability for User Experience Assessment

There are many definitions of usability by different authors such as [25,26,27] etc.,
where satisfaction is a commonly shared viewpoint. In their study, Lindgaard and
Dudek [28] highlight that UX consists in some sense of satisfaction, and empha-
size that aesthetics, emotion, expectation, likeability and usability all influence the
interactive experience. In a recent research study reported [34] that user satisfac-
tion received the highest agreement as a criterion of UX. Therefore, an enhanced
usability model with more focus on satisfaction can be used to probe the satisfac-
tion usability attribute in more depth to explored in identifying how the user feels
about the interaction with a product, system or service. For UX assessments, we
propose a usabilitymodel consisting of eight usability attributes: satisfaction, func-
tional correctness, efficiency, error tolerance, memorability, flexibility, learnability
and safety. This is an enhancement of the previous model presented [29], with an
additional inclusion of the safety usability attribute. Our proposed usability model
is shown in Figure 4 and it serves as an extension to Bevan’s view on UX shown in
Table 1. In our proposed usability model, we have not considered Technical Ac-
cessibility (TA) as a usability attribute and intend to study TA in more detail to
determine its impact on usability and UX.

5 User Experience Experiment

As discussed, the satisfaction attribute can be used beyond aesthetics and conven-
tional satisfaction to provide a broad view of experience on satisfaction in use in

Fig. 4. Proposed usability model
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achieving pragmatic and hedonic goals. This section details how we derived assess-
ment criteria for the satisfaction usability attribute. There are many definitions
for the term aesthetics, such as visual appeal [28], beauty in appearance [30], etc.
A common viewpoint of these definitions is that aesthetics is related to pleasure
and harmony, which human beings are capable of experiencing [30]. Accordingly,
we consider Visual appeal and Pleasure in interaction as our first two assessment
criteria. ISO view on UX shows that Expectations contribute to the UX; hence we
chose Meeting expectations as our third assessment criterion. According to Ketola
and Roto [31] , Frustration is a measure that could be used to assess UX obstacles
in an interaction; therefore, Less frustration has been selected as an assessment
criterion. Confusion or lack of understanding is considered as impacting on creat-
ing an overall positive user experience [33], hence we have included Less confusing
terminology as an assessment criterion. Lastly, the assessment criterionOverall ex-
perience of using the system was included to receive a subjective opinion from the
user on the overall experience of interaction.

First column of Table 2 shows the complete list of assessment criteria for
each usability attributes in our proposed usability model shown in Figure 4.
Particularly, the ’Satisfaction’ usability attribute examines six UX aspects: vi-
sual appeal, pleasure in interaction, meeting expectations, less frustration, less
confusing terminology, and overall experience of using the system.

5.1 Experimental Study

An evaluation questionnaire consists of 27 questions was developed based on the
assessment criteria shown in first column of Table I. The experimental study
was carried out in two separate phases. In the first phase, we choose a library
information system as the Reference System and conducted a user experience
assessment using the evaluation questionnaire with a group of 16 subjects (group
G1). We deployed the design science research framework (see Figure 3) as the
basis for the second phase of the project. At the beginning, an overview of the
design science research framework was given to a team of two developers, and
one user experience designer emphasizing the intent of the second phase of the
experimental study, and the importance of the relevance and rigor aspects of
the design science research framework. The first author acted as an observer
to make sure that the team would carry out tasks as intended. For system de-
sign, the functional requirements of the Reference System were given to the
team along with user experience assessment criteria. The team was then asked
to develop new IT artifacts based on functional requirements and user experi-
ence assessment criteria through three research cycle approach specified in the
design science research framework. Finally, the resulting system (Developed Sys-
tem) was subjected to a user experience evaluation with a different group of 16
subjects (group G2) using the same evaluation questionnaire.

5.2 Results

For both systems, user responses for the evaluation questionnaire were collected
from both groups of subjects (G1 and G2). These data were statistically
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Table 2. Results

analyzed by means of independent samples T test to measure the significance of
user perception for each assessment criterion over two systems. The aim was to de-
termine if there was a significant difference of agreement of user responses for each
assessment criterionover reference systemanddeveloped system.Table 2shows the
mean response values and respective standarddeviations for each criterion over two
systems and the resulting 2-tailed significance measure for each criterion.

According to Table 2, for each criterion except criterion 5, there is a significant
difference of agreement from users for the Developed System with an associated
higher level of mean value (>3). Even for the criterion 5, the mean value of
developed system is > 3 (where as the mean value of the Reference System <3).
This clearly shows that developed system has been rated as significantly better
than reference system in terms of 27 UX assessment criteria.

6 Conclusions

In this paper, we have presented a number of approaches to UX modeling and
derived a well-grounded assessment criteria that can be used for design for UX
as well as conduct an effective UX assessment in HCI. We also presented an
integrated approach based on design science research framework for design and
assess UX. The main objective of the experimental study was to validate the
integrated design science research framework for UX design and assessment.
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The results of the experimental study clearly demonstrate that the integrated
design science research framework was successful in generating positive results
that highlighted the system differences.
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Abstract. The main purpose of this study is to compare objective layout-based 
measures of visual aesthetics with subjective questionnaire-based measures. 
Correlation analysis was used to carry out the comparison. Values for the tested 
objective measures were calculated for forty-two web pages already used in a 
previous study, for which subjective questionnaire scores (classical/expressive 
and VisA WI) were already available. Results showed significant correlations 
between many of the tested objective screen layout-based measures and subjec-
tive questionnaire-based measures related to order and layout of the screen. 
These findings suggest that the objective layout-based measures tested in this 
study can be used for overall assessments of visual aesthetics of websites and 
particularly for assessing aesthetic aspects related to the classical and the  
simplicity dimensions of website aesthetics. 

Keywords: Aesthetics measures, Measure of Website aesthetics, Classi-
cal/expressive aesthetics, VisA WI, Visual aesthetics. 

1   Introduction 

Since its establishment in earlier 1980s, the field of the Human Computer Interaction 
(HCI) was mainly concerned with functionality and usability aspects of interactive 
computerized systems. However, recently, there was a new wave in the field empha-
sizing the importance of aesthetic aspects in HCI and interface design [13, 14, & 21].  

1.1   Visual Aesthetics in Interface Design 

The attention to the importance of aesthetics in interface design and its effect on us-
ers’ impressions of usability of the system began with findings of Kurosu and Kashi-
mura study [9]. Using different designs of an automated teller machine interface, they 
found high correlation between users’ prior perception of usability (they called it 
apparent usability) and users’ perception of visual aesthetics of the interface. Partici-
pants perceived the visually appealing interface designs as easier to use. Later, 
Tracinsky [29] repeated their experiment in a different context using more rigors 
approach, same high correlation was also found in all the tested cases. Furthermore, 
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this strong relationship between user perception of interface aesthetics and perceived 
usability remains intact even after actual use of the system [27]. Lindgaard et al. [12] 
showed that first impressions of perception of visual appeal of websites formed very 
quickly within 50 milliseconds. It remains stable even after a considerably longer 
exposure [27]. Phillips and Chapparro [23] found that users’ impression of usability 
of websites is most influenced by the visual appeal of the site. Users rated sites with 
high visual appeal and low usability as easier to use, and gave lower rates to sites with 
low visual appeal and high usability.  

Besides positive effect of aesthetics on perceived usability, some even argue that 
visually appealing interfaces might also have positive effects on performance. For 
example, Moshagen et al., [17] found significant effect of highly aesthetic websites on 
completion time in a low usability condition when participants completed search 
tasks. Sonderegger & Sauer [26] showed that visual appearance of cell phones had a 
positive effect on performance, leading to reduced completion time and number of 
errors for the visually appealing design. 

With recognition of the effect of visual aesthetics of interface and computer screen 
design on users’ overall evaluation of the system, the next natural step in the design 
process is to develop tools to assess and measure visual aesthetics.  

1.2   Measures of Interface Aesthetics  

In general, two approaches to measure interface aesthetics can be distinguished in the 
literature. The first is an objective approach relating screen design features and layout 
elements to the users' perception of visual aesthetics (e.g. [3 & 20]). The second one 
is a subjective approach, utilizing questionnaire-based instruments to measure users' 
perception of visual aesthetics (e.g. [11]. 
 
Objective Screen Layout-based Measures. This approach represents a bottom-up 
procedure. It has its roots in the rationalistic philosophical view of aesthetics [22]. 
This approach comprises the concept of “beauty in the observed object”; i.e. human 
perception of beauty is based on the order and organization of the various components 
constructing the object. It is concerned with determining what features in the interface 
design triggers users’ precipitin of aesthetics of the interface. It also tries to explore 
the possibility of expressing changes in such features using numerical values and use 
these numerical values to assess users' perception of interface aesthetics. Methods in 
this approach are motivated by earlier aesthetic measures developed by Birkhoff [5], 
Tullis’ quantitative techniques for evaluating screen design [32], and Gestlest theory 
for visual design [6 & 19].  

Supports of this approach [3 & 19] argue that developing such measures can be very 
helpful in many design situations.  They can be extremely helpful in early stages of 
design. They can assist in preparing design alternatives and can reduce the number of 
prototypes that will undergo tests with human users in later stages of design. However, 
they are not meant to be replacements to human designers, but are intended to serve as 
numerical tools to help designers and researches evaluate different design alternatives 
without the need to use human participants. Moreover, they can provide researchers 
with quantitative tools that can help in systematically study different design aspects 
and give a numerical basis for direct comparing of different design proposals. These 
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measures can also be useful in cases where on-the-fly designs are needed for non pro-
fessional designers as in online tools for designing websites [10]. 

Methods in this approach can be divided into two categories; one that simply uses 
numerical counts of visual features on the screen (like: number of objects, number of 
images …etc) and relates them to users’ perception of aesthetics. The second one uses 
mathematical formulas to express more sophisticated visual design features and con-
cepts (like: symmetry, balance …etc) and relate them to users’ perception of aesthetics. 

Simple counts measures. Visual features used in this categories includes number of 
constructing elements or blocks and chunks of information on the screen [3, 4, & 15], 
number of images [ 3, 4, 7, & 15], image size and font size [7 & 25], JPEG file size of 
screenshots of websites [31] 

Formularized measures. Methods in this category argues that physical layout of vis-
ual objects on the screen may play a role in users’ perception of aesthetics. The pro-
cedure involves expressing visual design features (like symmetry, balance, unity 
…etc) using mathematical formulas and combine calculated values for all features to 
build an overall measure that would reflect aesthetic level of the interface design.   

One of such measures is the model developed by Ngo et al. [19]. The model con-
sists of fourteen proposed measures of screen aesthetics: balance, symmetry, equilib-
rium, unity, sequence, density, proportions, cohesion, simplicity, regularity, economy, 
homogeneity, rhythm, and order. The value of each measure can be calculated using 
formulas based on the layout of visual objects on the screen. The average of all these 
measures represents the overall aesthetic value of the screen.  

In a practical application of the model, Zain et al. [33] designed a computer appli-
cation to incorporate five measures (balance, equilibrium, symmetry, sequence, and 
rhythm) of the fourteen measures. They used the software to evaluate language learn-
ing web pages.  

Bauerly and Liu [3 & 4] developed mathematical formulas to measure and test ef-
fects of symmetry and balance on interface aesthetics. They developed their formulas 
based on a microscopic view  that compare screen elements in question pixel by pixel, 
as opposed to the macroscopic view used by Ngo et al. [20] that compare higher level 
elements such as specific objects or shapes. However, similar results were obtained in 
both studies, which suggest that there are no practical differences between the two 
sets of formulas. Lai et al. [10] utilized the quantitative measures of symmetry and 
balance used by Bauerly and Liu [3 & 4] to quantitatively analyze the aesthetics of a 
text-overlaid image such that a best position for overlaying the texts on a background 
image can be obtained automatically. The two measures were evaluated against par-
ticipants’ subjective rating of visual aesthetic appeal in cases of color and mono-
chrome images.  

Subjective Questionnaire-based Measures. Supporters of this approach claim that 
the complexity and interrelated relationships among the screen design elements make 
it difficult to use them to quantitatively measure aesthetics [11]. It would be more 
convenient to use questionnaire-based instruments to measure users’ subjective per-
ception of aesthetics. Two widely accepted of such instruments are: the classical and 
expressive instrument developed by Lavie and Tractinsky [11], and the Visual  
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Aesthetics of Website Inventory (VisAWI) tool developed by Moshagen and Thielsch 
[16]. Both were designed to measure perceived visual aesthetics of websites. 

Lavie and Tractinsky [11] found two dimensions of the perceived website aesthet-
ics, termed “classical aesthetics” and “expressive aesthetics”. The classical aesthetics 
dimension emphasizes orderly and clear design and is closely related to many of the 
usability and interface design rules and guidelines. The expressive aesthetics dimen-
sion is linked to the designers’ creativity and originality and to the ability to break 
design conventions. These two dimensions were the basis for developing quantitative 
questionnaire-based instrument to measure website interface aesthetics. The classical 
dimension includes the items “aesthetic”, “pleasant”, “symmetric”, “clear”, and 
“clean”, while the expressive aesthetics includes the items “creative”, “fascinating”, 
“original”, “sophisticated”, and “uses special effects”. 

VisAWI was constructed to serve as a new tool to measure perceived website aes-
thetics. It was designed to provide a tool that would cover border aspects of perceived 
websites aesthetics that weren't adequately presented in early instruments. The in-
strument is based on four interrelated facets of perceived visual aesthetics of websites: 
simplicity, diversity, colorfulness, and craftsmanship. Simplicity comprises visual 
aesthetics aspects such as balance, unity, and clarity. It is closely related to the classi-
cal aesthetics dimension. The Diversity facet comprises visual complexity, dynamics, 
novelty, and creativity. It is closely related to the expressive aesthetics dimension. 
The colorfulness facet represents aesthetic impressions perceived from the selection, 
placement, and combination of colors. Craftsmanship comprises the skillful and co-
herent integration of all relevant design dimensions. Each of the first two facets is 
presented by five items in the questionnaire, while each of the last two facets has four 
items. For full list of items of both questionnaires see [11 & 16].  

1.3   Purpose of the Study  

The main concern of this study is to investigate the possibility of finding significant 
correlations between objective and subjective measures of website aesthetics. The 
hypothesis is that significant correlations could be -at least- found between the objec-
tive layout-based measures and items related to screen layout in the subjective ques-
tionnaire-based measures (classical measure in the classical/expressive questionnaire 
and simplicity measure in the VisA WI questionnaire).  

Forty-two web pages already used in a previous study [16] to develop and validate 
the VisA WI questionnaire and compare it with classical and expressive aesthetics 
questionnaire will be used in this study. Values of selected objective measures will be 
calculated for these 42 web pages and compared to subjective questionnaire scores 
(VisA WI and classical/expressive) already available in [16]. Correlation analysis will 
be used to carry out the comparisons. 

The reason why these 42 web pages are utilized in this study is that they cover a 
wide variety of websites with different levels of visual aesthetics. In addition, ques-
tionnaire scores (for both VisA WI and classical/expressive tools) for a relatively 
large sample size are already available for these pages. 
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2   Results and Discussion 

2.1   Selected Objective Measures for the Study 

Formularized. Eight of the measures suggested by Ngo et al. [18] were selected for 
this study. The reasons for selecting these measures are that they are widely accepted 
and have already being used and tested in many previous studies [1, 18, 24, & 33]. 
The eight selected measures are: symmetry, balance, unity, sequence, simplicity, 
density, economy, and rhythm. The formulas developed by Ngo et al. [18] will be 
used to calculate values for the selected measures (for full details of how to calculate 
these measures and their definitions see [18, 19, & 20]). Table 1 shows descriptive 
statistics for the calculated values using the formalized selected measures for the 42 
web pages. Possible range of values of each measure is zero to one, where zero repre-
sents the lowest aesthetic level and one represents the highest level. 

Table 1. Descriptive statistics for the selected formularized measures for the 42 web pages 

Measure Min Max Average Standard deviation 

     
Symmetry 0.761 0.985 0.873 0.046 

Balance 0.516 0.950 0.792 0.105 

Unity 0.157 0.684 0.393 0.145 

Sequence 0.750 1.000 0.970 0.082 

Simplicity 0.077 0.273 0.152 0.044 

Density 0.091 0.977 0.453 0.230 

Economy 0.050 0.250 0.105 0.040 

Rhythm 0.257 0.792 0.627 0.109 
     

 
Counts. Five measures were selected in this category, namely: number of visual ob-
jects on the screen, number of different sizes of visual objects, number of images, 
number of different font types used in the web page, and JEPG file size of screenshot 
of the webpage.  Number of objects, number of images, and JEPG files size have 
already been tested in previous studies [2, 3, 16, 14 & 24]; all with results indicting 
some sort of a relationship between these measures and users’ perception of visual 
aesthetics. Number of different sizes of visual objects is one of the input parameters in 
Ngo et al. formulas for unity, economy, and simplicity; authors were interested in 
testing it as a single feature. Number of different font types has been selected based 
on earlier observation. Descriptive statistics for the calculated values for the selected 
count-based measures for the 42 web pages are given in Table 2. 

The calculated values for the above selected measures for all the 42 web pages will 
be compared with scores of the classical/expressive and VisA WI questionnaires (see 
[16] for questionnaire scores given to the 42 web pages). 
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Table 2. Descriptive statistics for the selected count-based measures for the 42 web pages 

Measure Min Max Average Standard deviation 

     
No of objects 6 22 11.9 3.9 

No of different sizes of objects 4 20 10.7 3.6 

JEPG file size* 50 251 170.8 44.4 

No of different font types 1 6 2.8 1.3 

No of images 0 12 4.3 3.1 
     

     * in Kbytes 

2.2   Correlation Analysis 

Correlation analysis was used to investigate possible relationship between the selected 
objective and subjective measures of visual aesthetics of websites. Values of all the 
selected objective measures were calculated for the 42 web pages, scores of subjective 
questionnaire-based measures were obtained from [16]  

Table 3 shows correlation coefficients between the formalized measures and ques-
tionnaire scores for the 42 web pages. From the table, one can see that all significant 
correlations are with questionnaire items related to screen layout. The objective 
measures of unity, simplicity, and economy are significantly correlated with the clas-
sical and the simplicity measures; both containing items related to visual layout and 
clarity of the design. No significant correlations were found between the formalized 
measures and questionnaire scores related to the expressive aesthetics. 

An unexpected result is the lack of significant correlations between symmetry and 
balance, and any of the questionnaire scores. This contradicts with results of earlier 
studies showing significant effects of symmetry and balance on visual interface  
aesthetics [1, 3, 4, 10, 18, & 30]. Possible explanation could be found by looking at 
findings of an earlier study conducted by authors of the current study [2]. The study 
investigated effects of the measures of balance, unity, and sequence and their interac-
tions on perceived visual aesthetics. Findings showed that with each pair of measures 
the effect of one measure is larger at high values of the other measure; with the low 
values the effect is very small. Looking back at Table 3, it can be seen that values of 
symmetry, balance, and sequence are much higher than values of measures with sig-
nificant correlations (unity, simplicity, and economy). Symmetry, balance, and se-
quence have values larger than 0.761, 0.516, and 0.750 respectively with averages of 
0.873, 0.792, and 0.970 respectively. On the other hand, measures with significant 
correlations have smaller values; Unity with values less than 0.684 and an average of 
0.393, simplicity and economy with values less than 0.300 and averages of 0.152 and 
0.105 respectively.  

Since symmetry, balance, and sequence have higher values than unity, simplicity 
and economy, therefore, the later three will have higher effects on perceived aesthet-
ics. This might explain why only these three measures have significant correlations. 
Nevertheless, the other case of lower values of symmetry, balance, and sequence 
should also be investigated to confirm this explanation. Also, Can the high levels of 
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symmetry and balance witnessed in the current study be considered as a typical char-
acteristic of all websites designs? Or is it just a coincidence with the 42 web pages 
used in the study? 

Another point worth mentioning is that only measures that have number of differ-
ent sizes of objects as an input parameter in their formulas (unity, simplicity, and 
economy) produced significant correlations. The measures of density and rhythm that 
do not have this parameter in their formulas didn’t produce significant correlations, 
though have low values. 

Table 4 shows correlation coefficients between the simple counts-based measures 
and questionnaire scores for the 42 web pages. Significant correlations were found 
between number of objects and number of different sizes with both the classical and 
the simplicity measures. This wasn't surprising, since these two features (no of objects 
and no of different sizes) are the main input parameters in the formulas used to calcu-
late values of the formalized-based measures that showed significant correlations 
(unity, simplicity, and economy; for full details of the used  formulas see [18, 19, & 
20]). These significant correlations point out to clear negative effects of increasing 
number of objects and number of different sizes on perceived visual aesthetics of 
websites. The questions now are: Is there an optimal value or a threshold for these 
two features? How much can both of them be lowered? Do they affect each other? 

No strong correlations were found between JEPG file size, number of different font 
types, and number of images with any of the classical and the simplicity measures. 
However, an interesting result is the noticeable high and significant correlations found 
between number of different fonts and the expressive and the diversity measures. 
Does this indicate that number of different fonts may affect visual aesthetics? More 
examinations are needed to clarify this. 

3   Conclusions 

The main goal of this study was to test the possibility of that significant correlations 
could be found between the objective layout-based measures of website visual aes-
thetics and the subjective questionnaire-based measures related to order and organiza-
tion of visual objects on the screen. Values for the selected objective measure were 
calculated for forty-two web pages already used in a previous study [16] for which 
subjective questionnaire scores (classical/expressive and VisA WI) were already 
available. Correlation coefficients between the objective measures and questionnaire 
scores were calculated. Results showed significant correlations between many of the 
selected objective screen layout-based measures and the subjective questionnaire-
based measures related to order and layout of the screen.  

This suggests that the objective layout-based measures tested in this study could be 
used to generally assess the overall visual aesthetics of websites and particularly aes-
thetic aspects related to classical and simplicity dimensions of website aesthetics. 

However, several issues still need to be considered when interpreting findings of 
this study. First, the formulas used to calculate values of the objective layout-based 
measures don’t include effect of colors, although, Ngo et al [17] suggested adding 
effects of colors as part of the balance measure, but, it is still not clear how to express  
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effects of colors using numerical values. Second, for many of the relationships sug-
gested by the significant correlations found in this study to be fully confirmed, further 
testing using more rigorous procedures is needed. Finally, since web pages were used 
in this study, findings of this study are only applicable to visual aesthetics of websites. 
Nonetheless, it would be interesting to see how these findings would work with other 
types of interfaces and screens (e.g. cell phones). 
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Abstract. Recently, Interaction Design became popular. We found that, if we 
want to improve interaction design, an interaction design education method is 
indispensible. Especially, interaction design usually consists of two or more  
different fields of discipline. When members with different backgrounds are 
working together, there are always cause many problems, mainly during  
brainstorming processes. In the final, we tried to find out the main cause of the 
problem and tried to figure out a method for interaction design education. In the 
end, we also propose the possible solution to improve interaction design teach-
ing design. We except this research can help to improve interaction design  
education. 

Keywords: Interaction Design, workshop. 

1   Introduction 

Based on past records of conducting interaction design workshops, we identify three 
main problems that are commonly encountered by the group members, i.e.: (1) Dif-
ferent professional backgrounds; each member needed to spend more time to under-
stand each other’s profession. (2) Members were inefficient in developing ideas and 
brainstorming. (3) The results of the workshops were not as expected because of re-
peated discussions and readjusted ideas. Students have made comments that they 
would like to learn new technologies or new design methods, but due to lack of time, 
discussions among members had to be shortened and created unexpected results. 

This research will analyze the problems that group members encounter during the 
interaction workshop brainstorming, such as spending most of their time developing 
and discussing ideas. This research is to create a teaching method to help students 
achieve better results and be more efficient at brainstorming. 

2   Background 

2.1   Related Work 

There are several of researches, projects, and courses related to Interaction Design 
teaching method which are aimed to the students without former knowledge of  
Computer Science. 



46 C.-W. Chiang and K. Tomimatsu 

 

In an education-friendly construction platform for wearable computing project, 
Ngai et al. [1] presented a programmable platform TeeBoard for wearable computing. 
This TeeBoard is used for training students to integrate their knowledge with physical 
computing. 

Miyata et al.[2] have designed an education method for VR content creation for 
students. In this course, the education is aimed to students with the computer science 
background. They implied that cooperation is an indispensible element in designing 
contents in workshop. Concurrent thinking allows students to share their ideas 
through group discussion. 

Ariga et al.[3] designed the course for students who are majoring in art. A toolkit 
was designed for students in this course which consists of both the software and 
hardware. They attempted to introduce interaction design to art students by using this 
toolkit. They designed two different versions of toolkit for their course. The second 
version is an improved version of the first one. Using this version, it was much easier 
to use sensors for students to create original interaction arts and designs. 

In this course, Ariga et al. divided the toolkit’s hardware into four separate ele-
ments, i.e.: I/O modules, Inputs, Outputs, and Wires. Compared to the first version, 
the second version of the toolkit reduced some electronic parts of Input and Output 
elements. Furthermore, they mentioned that the simplification setting could also aid 
students to understand the input and output processes. 

Embodied and tangible interaction design teaching method has been discussed by 
Klemmer et. al.[4] and Kenneth[5]. Klemmer et. al. developed a Human-Computer 
Interaction Design Studio course, which is aimed to undergraduates students with 
HCI background, but with limited exposure to practice. The course was structured in 
four projects and each project is aimed to teach different aspect of embodied comput-
ing. By applying this diverse approach, the students will be able to incorporate their 
understanding and develop their interaction designing skills further. 

Furthermore, by the classification and taxonomy of embodied and tangible inter-
faces was discussed by Kenneth, providing a clear guideline for the taxonomy of 
tangible interfaces. By applying metaphors to embodied interfaces, embodied inter-
faces can be plotted visually for different tasks. This taxonomy would acts as a useful 
tool for educators to organize their concepts before put them into real practices. 

2.2   Previous Research 

In Computational Thinking[6], Jeannette Wing implied that computer science educa-
tion could be applied to different fields. Furthermore, Guzdial's[7] mentioned that 
educators need to make Computational Thinking (CT) to be accessible for everyone. 
Further considerations should be taken when we consider about how to introduce 
Interaction Design to students without computer science background. Furthermore, 
we also used the key questions identified by Guzdial as the considerations for our 
course design, i.e.: 

1. What do non-computing students understand about computing? 
2. What kind of challenges will they find? 
3. What kinds of tools can make them access CT easily? 
4. How should we, as educators organize and structure our courses to make  

computing accessible to the broad range of students? 
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Recent report in 2009[8] by Computer Science & Engineering (CISE) division of the 
National Science Foundation (NSF) mentioned the importance of CT. In fact, CT has 
been widely acknowledged not only in the field of Computer Science but also in other 
disciplines. The author proposed a CT based creative multi-media design educational 
course. The basic knowledge in multi-media education includes the knowledge of 
graphic, sound, and video. In this course designing, a new educating process is pro-
posed in multi-media education, which includes technical skills, physical computing, 
and concept generation. 

In this paper, we emphasize on physical computing education, i.e.: teaching the 
students on how to apply physical computing on their work. As for the final output for 
this education method, students will be able to integrate physical computing tech-
niques with their design. 

The definition of workshop 

In general, workshops are teaching methods that divide students in groups for a short 
period of time. The interaction design teaching method can help students with differ-
ent backgrounds develop new concepts in group discussions to create final projects. In 
this research we define an interaction workshop as a workshop that meets these three 
conditions below: 

1. Continuous four days workshop. 
2. Students must have computer science and media design background. 
3. Every group must have a final interaction design project finished upon comple-

tion of the workshop. 

The Methods of Past Interaction Design Workshops 

From analyzing the information, we can conclude some important aspects of interac-
tion design workshops and design the basic syllabus. This is to see if the syllabus can 
improve students at the first stage of the workshop, so they can be more efficient at 
developing concepts. From the documents of past workshops, we can conclude the 
aspects which are described below: 

1. Subject: We would use subjects from one or two different areas to integrate into 
interaction design. 

2. Analyzing students’ backgrounds: Students background and their professions 
were analyzed, we divided them into groups so that they can exchange their in-
formation to the members that have different backgrounds. 

3. Projects presentation: The end results of the workshops were functional  
prototypes. They were interaction design products or interaction science art in-
stallations. 

Based on these aspects, we will design the syllabus and set up the basic rules to the 
students in our experiments. 
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3   Workshop Course 

3.1   Workshop-1: Media Design and Physical Computing 

The Introduction to Workshop 
In this phase, we introduce basic physical computing tools to the workshop members. 
The goal is to combines physical computing technology with their professional com-
petence, in addition to improving their interaction design skills. 
 

Workshop Equipment Setting 
In our course, we decided to use Arduino as our physical computing tool. Arduino is 
an open source physical computing tool, thus we could access many source code and 
information about Arduino and applied it to the workshop with ease. The participants 
were not accustomed to physical computing because they are majoring in multi-media 
design. 
 

Tools and Equipment 
The tools that we used in this course were consists of a hardware and a software. We 
used arduino as the hardware and Max/Msp as the software. 

Arduino is a well-known open source tool for physical computing which means 
there are many references on internet. There are also many sensor modules that can be 
easily found on the internet. Otherwise, the students can develop it themselves by 
studying these references. Students can also learn it effectively in a short time, and 
apply those what they have learned into their works. 

Max/Msp is the graphical program software where people can edit program by 
moving and combing some blocks than make programs come true. For beginners, this 
software is good for understanding how the program working. After understand how 
the program working, they can make their ideas come true by using this tool easily. 
Let their concepts or prototypes to be much more completely. 

 

Prototyping 
We divided the participants into groups and each group consists of 4-5 members. We 
also decided the final expected outcome for the course. In this course, our members 
have to think about their original concepts and finally they should make a prototype 
based on their original concept. The participants were expected to finish the prototype 
at the end of the course. 

 

Fig. 1. (a) Wearable clothing combine with physical computing. (b) Animation controller com-
bine with physical computing. (c) Arduino group studying. 
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Conclusion 
Considering that the students were inexperienced in physical computing, teaching 
them to create a working prototype is more important than developing physical com-
puting skills. 

As the final outcome, most of the participants were able to make a working proto-
type based on their initial ideas. We conclude that they were able combine their con-
cepts successfully with physical computing. However, we found that our members 
were giving up good concepts during the brainstorming. They thought that because of 
their limited physical computing and program design they couldn’t realize their con-
cepts into working prototypes. 

3.2   Workshop-2: Choreography and Physical Computing 

The Introduction to Workshop 
In this course, we introduce Choreography of interaction to our workshop members. 
This concept is from Sietske Klooster et al. [9] as they designed movements and in-
troduced them to the design of interaction, developing both as the integrated parts. In 
our course, we tried to let our members can understand the elements of dance and 
apply these element into their works for improving their interaction concepts. These 
concepts must come from the elements of dance and body movements. 

  
Workshop Setting 
According to Sietske Klooster et al. [9], a professional dancer is required to introduce 
the basic elements of dance for our workshop members. From the dance course, we 
identified four main elements, i.e.: Body, Space, Time, and Effort. By utilizing these 
elements, we had our workshop members to consider their interaction works concepts. 

  
Equipment and Tools 
Similar to the first workshop, we still used Arduino and some simple switch for the 
participants as the main hardware. We assumed that we could be able to reduce the 
gap of physical computing between the participants who have no physical computing 
background or experiences in the past. 

  
Prototyping 
We divided the participants into groups and each group consists of 4-5 members. We 
also decided the final expected outcome for the course. In this course, our members 
have to think about their original concepts and finally they should make a prototype 
based on their original concept. The participants were expected to finish the prototype 
at the end of the course. 

Conclusion 
In this workshop, we focused on how well the participants apply the dancing  
elements to their interaction works. As the evaluation criteria, all of the four elements 
should be applied on their final works. At the final presentation, the participants could 
submit several original works which incorporates dancing elements into interaction 
design. 
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Fig. 2. (a) Dance course. (b) Work consider about space. (c) Work consider about effort. 

3.3   Workshop-3: Resonance and Computing 

The Introduction to Workshop 
The theme of this workshop is about resonating elements. We attempted to have the 
participants observing the structure of resonation, applying their resonation experi-
ences into interaction design works. In this workshop, the main objective is resonating 
and we defined three sub-objectives, i.e.: feeling, thinking and activating.  

  
Workshop Setting: 
In this section, the details of three sub-objective targets, i.e.: feeling, thinking and 
activating will be discussed in detail:  

1. Feeling: using physical computing to represent peoples feeling.  
2. Thinking: using wearable clothing to realize interaction design concepts. 

We consider wearable clothing is like human skin, thus we can repre-
sent humans feeling by using wearable clothing.  

3. Activating: social network is not only exists in human society, it also 
exists in resonating. We tried to introduce these communicating behav-
iors for our members. Trying to discover what we haven’t noticed so-
ciality behavior in resonating. 

In this course, we tried to let our workshop members compare resonating elements 
with technological elements. After the comparison, we tried to let our members to 
simulate the resonating elements by using technological elements and applying these 
elements into their interaction works. 

  
Equipment and Tools 
We used physical computing to simulate resonating environment. We used wearable 
clothing to represent humans feeling. As for the activating elements, we tried to have 
the participants simulate society behaviors. 

Prototyping 
We divided the participants into groups and each group consists of 4-5 members. We 
also decided the final expected outcome for the course in this course, our members 
have to think about their original concepts and finally they should make a prototype 
based on their original concept. The participants were expected to finish the prototype 
at the end of the course. 
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Fig. 3. (a) Traffic monitor tree. (b) Dance movement with clothing. (c) Body movement with 
ball. (d) Stick a post on someone’s back and get response. 

Conclusion 
In the final, we let our members to combine resonating elements with technology 
elements to create interaction works. In this workshop, we can understand, combining 
different fields into interaction design could create and help us to consider about that 
we haven’t think about. 

4   Lessons Learned 

4.1   The Method of Past Interaction Design Workshops 

During the concept development and brainstorming processes, we wrote down our 
ideas and discussions. In the discussion process, the main subjects changed drastically 
and diverge the main conversation into unrelated subjects. Sometimes group members 
would use post-it notes to write down ideas, but it still had the chance of making the 
main discussion unclear. Members would spend more time on discussions and read-
just their ideas and might have to redo the concept developing process. These made 
the workshops inefficient and subjects could not move to the next level of the sylla-
bus. This research will focus on improving discussion efficiency of effective group 
discussions. 

4.2   Consider a Method for Improving Interaction Design Workshops 

The training hours in a workshop usually are not long. Therefore, if we want to make 
workshop to be more effective, improving discussion effectiveness can be a helpful 
method for reducing time waste and let members have enough time for working and 
improve the quality of final presentation. 

5   Education Method Design for Workshop 

5.1   Education Method Design 

Because interaction design involves various areas of knowledge, we will need to use 
some special terms that are not easy to understand. As the discussion progresses, it 
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might become aimless and lower both the discussion efficiency and learning effec-
tiveness. We propose the following methods to improve the process of the interaction 
workshops so that students can discuss more efficiently, reach the goals quickly, and 
have better final projects. The methods are: 

1. Select keywords to analyze goal elements. For example, if the goal is to make 
an interaction design in a classroom environment, students would need to de-
scribe the space in words and record that information, such as: blackboards, 
chalks, chairs, desks, etc. 

2. Students should record the possible ways of interacting with those objects, such 
as: touch, press, push, etc. 

3. Analyze what computer technologies are suitable for the project and record that 
information, such as: light sensor, pressure sensor, temperature sensor, etc. 

4. Gather the term, randomly pick one from each group, combine the words, and 
discuss the feasibility, such as how chairs, push, and pressure sensor can be 
combined to affect interaction design. 

Following these steps to start discussions will help to shorten discussion time and 
improve the quality of final projects. 

5.2   Applying to Workshop 

 According this interaction design education method, we applied this method to a 
group work concept brainstorming. In the final, we got response from workshop 
members. The response as the following: 

1. This method for brainstorming is a very interesting method. It can help us to 
think about something we never think about. But, if we can have more informa-
tion about these keywords, it could be more helpful for us. 

2. This is an interesting thinking method for making concepts. It let me to think 
about what I never think about content, and I think this thinking method can 
help me to improve my creativity. 

3. I always think my thinking method is very hard to change, but after I learned 
this method, I can think something I have never think very easily. I think this 
method can help me reach my goal of design concept much more easily. It is a 
very important method for me. 

6   Conclusion 

 The process of discussion requires a lot of recording. In the future, this method can 
be applied as an iPad application for this research. The iPad can provide mobility to 
students, create and store databases easily for future references. Furthermore, This 
application can record the terms, then randomly select and combine terms for group 
discussions. 



 Interaction Design Teaching Method Design 53 

 

References 

1. Ngai, G., Chan, S.C.F., Cheung, J.C.Y., Lau, W.W.Y.: An Education-Friendly Construction 
Platform for Wearable Computing. In: CHI EA 2009: Proceedings of the 57th International 
Conference Extended, Abstracts on Human Factors in Computing Systems, Boston, USA, 
pp. 3235–3240 (2009) 

2. Miyata, K., Umemoto, K., Higuchi, T.: An Education Method for VR Content Creation us-
ing Groupwork. In: SIGGRAPH Asia 2009, Yokohama Japan (2009) 

3. Ariga, T., Mari, K.: Learning Course for Sensory Interaction. In: SIGGRAPH Asia 2009, 
Yokohama Japan (2009) 

4. Klemmer, S.R., Verplank, B., Ju, W.: Teaching Embodied Interaction Design Practice. 
Journal of Computing Sciences in Colleges 25 (2010) 

5. Fishkin, K.P.: A Taxonomy for and Analysis of Tangible Interfaces. Personal and Ubiqui-
tous Computing 8, 347–358 (2004) 

6. Wing, J.M.: Computational Thinking. Communications of The ACM 49(3) (2006) 
7. Guzdial, M.: Paving the Way for Computational Thinking. Communications of the 

ACM 51(8), 25–27 (2008) 
8. Dann, W., Cooper, S.: Alice 3: Concrete to Abstract. Communications of the ACM 52(8), 

27–29 (2009) 
9. Klooster, S., Overbeeke, C.J., Sharp, R.: Designing Products as An Integral Part of Chore-

ography of Interaction 2005: The Product’s Form As An Integral Part of Movement. In: 
Proceedings of Design and Semantics of Form and Movement, 1st International Workshop 
on Design and Semantics of Form and Movement, Newcastle UK, pp. 23–35 (2005) 



 

J.A. Jacko (Ed.): Human-Computer Interaction, Part I, HCII 2011, LNCS 6761, pp. 54–62, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Designing Interaction Concepts, Managing Customer 
Expectation and Mastering Agile Development in Rich 

Application Product Development 

Marcela Esteves and Vladimir Andrade 

Siemens Corporate Research 
755 College Road East, Princeton, NJ 08540, USA 

{marcela.esteves,vladimir.andrade.ext}@siemens.com 

Abstract. The emergence of rich application implementation frameworks, such 
as WPF and Silverlight, promoted a new collaboration paradigm between de-
velopers and designers where ownership of the user interface code is transferred 
to the user experience team. The implications of this new paradigm for the user 
centered design process impact its technical, collaborative, and business dimen-
sions. The traditional design prototype can now demonstrate most of the desired 
user experience and could be directly integrated with the back-end code, sig-
nificantly reducing the design revision costs. Creating the rich prototypes de-
mand enhanced technical skills from visual designers, who become a member 
of both the design and implementation teams. The implementation tools pro-
vided by the rich application frameworks aim to simplify the prototype creation 
task for the designer, but can potentially lead customers to expect a lower effort 
associated with the user centered design process. 

Keywords: user centered design process, WPF, Silverlight, visual design,  
interaction design, rich application. 

1   Introduction 

User Centered Design (UCD) describes a multidisciplinary user interface1 develop-
ment process that positions the user’s goals, workflows, and requirements as the main 
drivers of an application’s navigation, interaction, functionality, and behavior. UCD 
promotes early user involvement in requirements definition and user interface evalua-
tions, which should be performed in multiple iterations until a final solution is 
reached. The UCD process has been advocated and practiced by multiple members of 
the user experience community with successful measurable results for the past decade 
and is supported by an array of established methodologies [1,2,3]. The international 
standard ISO 13407 [4], “Human Centered Design Process for Interactive Systems”, 
identifies four activities that are part of a best practice process: specify the context of 
use, specify user and organizational requirements, produce design solutions, and 
evaluate designs against user requirements. 

                                                           
1 We focus the scope of “user interface” on software interfaces only. 
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The context of usage analysis involves understanding the users’ profiles, their 
goals, tasks, workflows, decision making patterns, and environments. This knowledge 
is consolidated in a user behavior model, which allows the user experience team 
members to build a solid framework that will later enable the definition of a user 
interface concept - including information architecture, navigation, and interaction - 
aligned with the users’ mental model. Contextual inquiry, focus groups, personas/user 
profiles are examples of methodologies used in context of usage analysis. 

Requirements define the functional scope of an application across multiple ver-
sions, focusing on what is needed by different stakeholders (“problem space”) but not 
on how those needs should be addressed in the user interface (“solution space”). 
While the context of usage and requirements specifications are sequential activities in 
the process, it is not uncommon within the industry for the requirements to be defined 
prior to or in parallel to context of usage analysis. In these cases, the user behavior 
modeling provides usage context for the requirements and helps define the focus of 
each application version based on the users’ priorities. Use Cases  have proved to be a 
useful tool to connect user requirements with user interface concept: Use Cases con-
tain a detailed task description, and tasks are connected to user needs which are then 
documented as requirements. 

The design solution and design evaluation steps of the UCD process are performed 
sequentially over multiple iterations where early user feedback guides the user inter-
face towards a useful, usable, and enjoyable application. Design solutions start as high 
level user interface concept alternatives (e.g., documented as wireframes) focusing on 
basic information architecture, navigation, and interaction models, and mature over 
multiple iterations to become the final complete solution that addresses all require-
ments (e.g., final design screens covering all steps for task completion). User  
feedback can be gathered through different validation techniques using low or high 
fidelity prototypes depending on the maturity level of the user interface solution. 

Among UCD’s strengths, its ability to provide a user interface solution that is vali-
dated by the user is of special interest for a fruitful collaboration between user experi-
ence and software development teams: when applied early in the product life-cycle, 
UCD process has the power to inform the implementation team and significantly 
decrease development effort [4]. Over the past years UCD has been combined with 
frequently used software development models, the V model and Agile development. 

The V model process organizes the deliverables that are part of software develop-
ment along product definition and product testing steps that correspond to specific 
validation and integration levels. Requirements, Functional, and Design Specs are 
sequentially created as part of product definition and serve as a roadmap for the Unit, 
Sub-system, and System tests that take place prior to commercialization. A smooth 
integration of the UCD and the V model relies on 1. the context of usage and re-
quirements definition activities taking place prior to the Requirement Specification 
milestone; and on 2. the design solution and evaluations to be completed for high 
level user interface concept and mostly complete for detailed requirement screen 
design before the Design Specs milestone, when implementation starts. 

Agile development [5] is a feature centric process where requirements are grouped 
in smaller sets that describe a user story. The implementation team aims to deliver 
those sets in quick iterations (“sprints”) that allow the customer to validate working 
software early and multiple times during the development process. Research on the 
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topic of combining UCD and Agile development [6, 7, 8] has indicated that the most 
successful approach is to allow sufficient time for UCD’s context of usage analysis, 
requirements definition, and high level design solution activities to take place prior to 
implementation. In this approach the high level user concept design is previously 
defined and screen design refinements needed to address specific user story points are 
included in the sprint planning activity of Agile development. 

During the aforementioned software development models, the prototypes that al-
low early validations with users are created using technology and tools that require 
lower implementation effort and can be confidently utilized by resources outside of 
the development team. Examples include Microsoft’s Power Point, Axure RP, and 
Adobe Flash platform. The “work in progress” nature of the iterative process prevents 
the prototypes from being integrated into the application’s code base, since early in 
the UCD process the user interface concept suffers dramatic changes with each itera-
tion2. As a result, once the application’s navigation, interaction, and behavior are 
stabilized, the prototype becomes a reference to the development team, who then has 
to re-implement the application user experience in a different code platform. 

However, a new paradigm has emerged where the difference between prototype 
and application code is blurred, with important implications for the UCD process as 
discussed below. 

2   Rich Applications and the Emergence of a New Software 
Development Paradigm 

A Rich Internet Application (RIA) is an application that normally runs on a web 
browser, while providing similar functionality to traditional desktop software without 
needing to be installed into the user’s computer. These are developed either using 
cross-browser and cross-platform technologies, such as HTML, JavaScript and CSS 
or using application frameworks and tools developed by third party companies, like 
Microsoft’s Expression Blend, Adobe’s Flash /Flex technologies and Sun’s Java. 

These technologies, when compared to regular, static web pages, enable a richer 
user experience by giving the software creators control over interactions, with custom 
and more engaging controls that improve overall user experience, system and network 
performance, with localized data refreshing that reduce server requests, content re-
loads and data transfers, while also providing opportunities to build a strong visual 
language. 

With the advent of Web 2.0, social media and user-generated content, RIAs can be 
found everywhere: webmail clients, content dashboards /start pages, blogs, social 
networks, video sharing websites -- they are an integral part of today’s internet cul-
ture. And, with the rising popularity of connected mobile devices, they are available 
virtually everywhere with little to no functionality loss in their mobile counterparts. 
Due to the broader appeal of the Internet, RIAs began setting the standard in terms of 

                                                           
2  While Agile development allows for code validation over multiple iterations/sprints, it 

doesn’t accommodate significant ongoing changes to the user interface concept due to its im-
pact on the software architecture. Therefore, the user validations that focus on the basic user 
interface concept are performed prior to implementation using prototypes. 
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visual design, its supporting elements and how the user interacts with the software. 
This, in turn, increased the user’s expectations towards traditional desktop applica-
tions. They expected lighter, more usable, better-looking and more interactive soft-
ware, similar to what they could easily find in their web-browser. 

While RIAs were wildly popular, they also facilitated the creation of a new devel-
opment paradigm. While the standard model, in which a designer sends design files 
with specifications to the development team, is effective, it is also very time consum-
ing: for every design file sent, rounds of validations and corrections are required to 
achieve acceptable implementation results. Because of the shorter turnaround times 
typically expected when developing for the Internet, it became important to develop 
ways of shortening the amount of time and effort spent on user interface implementa-
tion and validations. 

Within the new paradigm, the designer is also a part of the implementation team. 
He is the one responsible for turning his own design files into usable front-end code. 
This is made possible by tools, such as Microsoft Expression Blend and Adobe Flash 
Professional, which facilitate the generation of said code by providing a graphical 
user interface that is somewhat similar to the tools traditionally used by designers. 

While the front-end code, once integrated with the back-end, is an integral part of 
the project, it is also a completely independent entity works and run on its own as a 
high fidelity prototype, with static content and functionality. With regards to the UCD 
process, working on a high-fidelity prototype from the beginning of the project could 
be very time consuming. Therefore, low-effort prototyping for early user validations 
might be better suited for the early iterations in the project. Then, once the visual 
language is defined, assisted by design tools such as Adobe Photoshop and Illustrator, 
the designer can proceed to create a high fidelity prototype with the final design 
specifications. This, however, is a two-step process, as design tools are better suited 
for design tasks as discussed below. 

Following this process enables great savings in effort and time, since the develop-
ment team is freed from the task of translating design specifications into front-end, 
thus focusing more on the actual back-end coding. This also reduces the amount of 
rounds needed to refine the front-end implementation since this task is now in the 
hands of the designer. Now, the developers integrate, instead of implementing the 
front-end. 

3   UCD Process and the New Software Development Paradigm 

The new software development paradigm allows a more efficient collaboration be-
tween designers and developers, leading to an optimized implementation process with 
lower costs and decreased time to market. This optimization can only take place to its 
full extent if the user experience team, with special regards to visual designers,  
embraces the ownership not only of the user interface definition but also of its imple-
mentation. To successfully bridge UCD and the new development paradigm, the vis-
ual designer needs to acquire additional technical expertise, maintain a clear direction 
with regards to the application’s visual language, and understand the development 
team’s needs from an implementation perspective. Furthermore, the user experience 
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team should educate and manage customers’ expectations regarding the impact of the 
user new interface code activity on the standard UCD process. 

3.1   Visual Designers’ Skill Set 

Visual designers define the application’s visual language through a consistent graphic 
representation of all user interface elements that promotes the navigation and interac-
tion models. In performing this systematic and creative task, visual designers are 
concerned with hierarchy, relationship, and weight of visual widgets to harmonically 
combine them in a high fidelity screen design. Designers typically use dedicated tools 
that provide extensive functionality to create and manipulate widgets, with Adobe 
Illustrator and Adobe Photoshop being among the most prominent examples. 

By contrast, implementing a visual design requires a completely different mental 
model from defining visual design. The high fidelity screens provided by the visual 
designers are decomposed in connected, coded controls associated with pre-defined 
behaviors and states. While visual design definition is a conceptual task, visual design 
implementation is an execution task. In the new paradigm, the visual design imple-
mentation is owned by the user experience team, specifically the visual designer, 
which allows the front-end and back-end coding activities to take place in parallel and 
ensures the application’s user interface matches the design specs. 

While some rich application platforms offer dedicated tools that are designer 
friendly, such as Microsoft Expression Blend, those tools are not organized around a 
conceptual workflow but rather around an execution workflow. For instance, on de-
sign tools graphical shapes can be combined to create the visual properties of a UI 
element such as a menu, without the need to consider what type of control the menu 
may be when the screen design is implemented. Meanwhile implementation tools 
offer controls that have to be nested into a larger screen structure, so there has to be 
an a priori choice on the type of control to be used (e.g., a menu could be a grid or a 
stack panel) so its graphic properties can then be manipulated. Furthermore, despite 
the availability of implementation tools, full control over interaction behavior typi-
cally is only accessible through code writing.  Therefore, the benefits brought by the 
new paradigm depend on the visual designer’s ability to learn the implementation 
mental model and related technical skills. 

3.2   Collaboration 

The new development paradigm promotes intense collaboration between designers 
and developers during the implementation process. Whereas in traditional software 
development models designers hand over specifications to the development team and 
later provide input on design corrections needed on the implemented code, in the new 
paradigm designers deliver front-end code and are part of the development team. As 
designers and developers create a partnership over the same code case, the quality of 
the application’s user interface code dramatically improves since designers make sure 
that the front-end implementation is fully compliant with the user experience specifi-
cations they created. 

The collaboration process can be greatly improved if a developer in an “integrator” 
role is available to support the visual designer during implementation. The integrator 
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not only connects the front-end code delivered by the designer with the back-end 
code, but also supports the designer with implementing complex and/or non-standard 
user interface behaviors that require heavy code writing. 

3.3   Visual and Interaction Design Bias 

While not a direct consequence of the new development paradigm, it is worth noting 
that visual designers need to be attentive to avoid bias towards the look & feel (e.g., 
gradients, 3D effects) of standard controls provided by the implementation tools such 
as Expression Blend. 

The history of software development shows that visual languages established by 
large software vendors such as Microsoft and Apple for a given operating system 
release tend to influence the look & feel of applications developed during the re-
lease’s life cycle. Implementation tools reflect the current look & feel and as such will 
likely be updated when a new operating system is launched. Because consumer ori-
ented applications are typically enhanced through frequent releases, they can more 
easily adapt to changes in the industry’s look & feel status quo. However, visual de-
signers working on business to business industries should consider that the typically 
long life cycle of these industries’ applications requires their visual language to per-
sist through look & feel trends to avoid being outdated and alienating users. 

3.4   Customer Expectation 

The implementation tools available in some of the rich application platforms substan-
tially decrease the effort needed for a visual designer to create functional front-end 
code. Customers of user experience teams can be led to believe that the simplification 
provided by the designer friendly implementation tools will cause the design solution 
activity of the UCD process to require less effort since elements of the user experi-
ence are promptly available. In that case the user experience team should aim to con-
tinuously educate customers about the scope of the design solution activity which 
entails developing a user interface concept that defines navigation, interaction, and 
behavior in contrast with the widget level control provided by the implementation 
tools. Developing applications using rich platforms and their implementation tools 
provide for appealing widget behavior but doesn’t guarantee a useful, usable, and 
enjoyable application. 

4   Examples of Rich Application Product Definition in Agile 
Development 

Two previous and current product development projects of rich applications devel-
oped in Microsoft’s WPF and Silverlight provided a body of experience in successful 
execution of UCD process in the new paradigm within the agile development model.  

The first project concerned a platform development in WPF that took place be-
tween 2008 and 2009, included approximately 2,500 market requirements for the first 
product release, and involved 10 development teams distributed in 5 locations over 3 
continents. The UCD process was followed from project start and the basic user  
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interface concept containing navigation, interaction, and behavior definition was com-
pleted within the first 8 months of the project. During that period the platform’s visual 
language was also defined. Each application provided by the platform was divided 
into a module that was implemented during one or more sprints. While the basic user 
interface concept and visual language was defined, the design solution of each module 
had to be refined to account for interaction model to support detailed requirements 
and the visual design of specific UI elements. Those two activities were performed for 
each module as part of the project’s sprint schedule.  

Figure 1 shows how the interaction and visual design refinement for each module 
was included in the sprint schedule. The interaction and visual design refinement 
tasks for the first module to be implemented (“Module A”) and the interaction re-
finement for the second module (“Module B”) took place before sprint 1. During 
sprint 1 and subsequent sprints, front-end code, interaction refinement, and visual 
design refinement happened in parallel for different modules, to ensure that when the 
sprint for the implementation of a given module started, this module’s interaction and 
visual design were finalized and approved. 

 

Fig. 1. Sprint Schedule accounting for UCD process activities and front-end code delivery by 
user experience team 

During that period the Expression Blend tool provided by the WPF platform was in 
its infancy (e.g., during the project duration the visual designers worked with Blend’s 
beta version and release candidates). Given the high complexity of the software archi-
tecture, the fact that both user experience and development teams had to learn the new 
WPF platform, and the state of the Blend tool, the collaboration paradigm chosen was 
as follows: during the sprint the development team would deliver to the user experi-
ence team the module’s functional code, and the visual designer’s main role was to 
style it in the Blend tool/code with continuous support from the scrum team’s integra-
tor. In this project the visual designer didn’t create the front-end code from scratch. 

The second project is a product development based on an existing platform that is 
currently coded in WinForms. This project is developed in Silverlight, started on May 
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2010 with first product release by end of 2011, and involves 5 development teams 
distributed across 2 continents. The UCD process was also followed from project start 
with the design solution activity completed prior to sprint implementation. In the 
course of 6 months the user interface concept, interaction refinements to address all 
requirements, and visual design definition were completed in an iterative process 
involving user validations. The product is also divided in modules which are devel-
oped over one or more sprints. 

The visual designer’s role within development is to create the front-end code from 
scratch for each module and to create a Resources Dictionary (library of UI compo-
nents’ code supported by the xaml programming language that is behind the WPF and 
Silverlight platform) for the entire application. Because this project’s software archi-
tecture complexity is more easily managed and because the Silverlight platform and 
Blend tool have greatly improved over the past couple of years, the visual designer is 
able to create a module’s front-end code in Blend and deliver it to the development 
team who then integrates the module’s front-end and back-end. In addition the visual 
designer also saves all UI components (called “resources” within the Blend tool, pri-
marily composed of styles, templates, and brushes) into the Resource Library which is 
used to manage the look & feel of all modules. 

Because of the aforementioned difference between visual design definition being a 
conceptual task in contrast with visual design implementation being an execution 
task, the visual designer first created the module’s screen designs in Adobe Photoshop 
(which provides better control over visual properties than Adobe Illustrator) and then 
recreated the module in Blend to generate the front-end code. In this process the vis-
ual designer is supported by a senior developer who troubleshoots resolves front-end 
code behavior needed for given modules.  

5   Conclusion 

The new software development paradigm is a major step forward towards resolving 
the previously discussed inefficiencies caused by the hand-over of the user experience 
that happens between designers and developers in the traditional collaboration para-
digm. The main challenge for user experience practitioners, with special regards to 
visual designers, is learning a new, complex skill set that typically lies beyond the 
interest of visual design domain experts.  

Furthermore, most of the rich application platforms such as Adobe Flash learned 
by students during their academic interaction and visual design courses are not typi-
cally associated with product development. This creates a situation where visual de-
signers hired by companied that build desktop applications are typically not familiar 
with rich application platforms that are beneficial for product development, such as 
WPF and Silverlight. This causes the ramp-up phase and learning curve of visual 
designers to be time and effort consuming when they are first exposed to those plat-
forms. 

The currently available designer friendly development tools are widget centric and 
tend to require that visual designers first approach the front-end implementation and 
then define the visual design. However, the definition process often involves  
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experimentation with different approaches to the UI elements that may require revi-
sions to the interaction concept and to the types of controls used. 

Ultimately, the design definition and implementation processes are different in na-
ture and will likely continue to be performed as sequential steps, in the same way that 
an architecture plan is defined prior to construction. The ideal situation for visual 
designers would be a tool that allows the screen designs that emerge from the concep-
tual design definition task to be easily converted into front-end code. This approach 
would eliminate the need from visual designers to either perform the design task in a 
development tool or to recreate the design into a software development tool. 
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Abstract. In the process of software development, the ease with which the user 
can perform his/her tasks in the system - commonly called usability - is an im-
portant requirement. The prototyping of user interfaces is one of the most 
widely used techniques to specify this type of requirement. This paper presents 
the importance and need to improve and increase the agility of prototyping in-
terfaces in agile development processes. The authors propose a software that is 
able to build low-fidelity prototypes, document them and support user testing, 
to aid the process of interface building in the Scrum methodology. 

Keywords: Low-fidelity Prototype, Interaction Design, Agile Methods, Scrum. 

1   Introduction 

Traditional models of software development, such as Waterfall, are generally focused 
on following the plan, instead of satisfying the customer. So when changes are 
needed, either requirements or technology, this results in an increase in costs propor-
tional to the stage where the project is [6] - The more advanced the process, the 
greater the increase in costs. Even the unified processes of software development 
following the incremental-iterative1 model are not focused on customer satisfaction. 
Thus, agile methods have gained importance in software development, rather than 
traditional processes, since the former are better suited to dynamic environments and 
tight deadlines, [6]. This adaptability exists because the agile methodologies are fo-
cused on continued delivery of a functioning system, the reduction of the burden of 
documentation on the development and frequent contact with the client, resulting in 
improved response to changes [5]. Among the agile, Scrum stands out with its product 
management practice. 

For applications to stand out today, it is necessary that, for their development, a 
stance toward the user be adopted, with interfaces that are usable and easy to learn, 
because when they are not, more resources will have to be used in training and  

                                                           
1  According to Sommerville [17], the iterative-incremental models are those in which the 

system requirements are identified and prioritized, followed by a series of development 
stages, and each of these stages results in the delivery of a subset of system functionalities.  
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supporting the user, and this creates dissatisfaction with the tasks to be performed [1]. 
However, interaction design approaches are not clearly provided in software devel-
opment, either in traditional processes, or in agile methodologies; therefore, the sys-
tems do not give support to usable form tasks [3]. Thus, it is necessary that an attitude 
directed to the user and use be inserted during the procedure in order to add greater 
value to the final product. 

In the process of software interface design, prototypes are designed to facilitate 
communication between developers and stakeholders [12]. According to Ambler [2], 
the conceptual modeling in agile methodologies happens in draft form, drawn on 
white boards, sheets of paper or flip charts, as these sketches are enough for the ex-
planation of what should be modeled and then produced. Besides, Nielsen [10] be-
lieves that the performance of processes focused on system usability can be improved 
through computer support, stressing that it is desirable to develop an application that 
supports the creation of mock-ups of user interface and  user testing. Thus, this study 
proposes to develop software for a low-fidelity prototyping, agile practices aligned 
with the Scrum methodology, supporting documentation and usability testing. 

This work consists of five sections, the first of which presents the problems worked 
on here, as well as their motivations. Section number 2 presents concepts and theories 
about the design of user interfaces, followed by section 3, which presents concepts on 
software engineering and agile methods. The subsequent sections, 4 and 5, are related 
to the evolution of concepts and theories mentioned above, basing the development 
methodology used and details of the methodology concerning the design of the appli-
cation, together with the documentation of its development. Finally, the concluding 
remarks are presented. 

2   Human-Computer Interaction and Interface Prototype 

Once systems began to be marketed on a large scale and distributed to many users, 
also started the concern that users could interact with the system. It became necessary 
to adapt these systems to the needs and goals of users, facilitating the use and devel-
opment of their work and leisure activities. In literature, there are three main ap-
proaches for developing system interfaces, usability engineering, user-centered design 
and usage-centered design. The first is a process directed to the ease of learning and 
use of systems, providing them with a friendly interface. The second is to change the 
focus of development, leaving the focus on technology, moving to focus on the user, 
in which he/she is studied, included and takes part in testing. The last process focuses 
on the use of the system, in which activities it should be conducted and what the sys-
tem should cancel, leaving the figure of the user aside [14]. 

The User-Centered Design (UCD) is a philosophy that is based on the needs and 
interests of users, emphasizing the creation of usable and understandable products 
[11]. Thus, the UCD approach can be used to create various products, including soft-
ware. As Donald Norman introduced the concept of User-Centered Design, was also 
embedded the concept of Activity-Centered Design, in which tasks and user behavior 
were studied for framing systems. But later, Norman concluded that the model-driven 
tasks produced inadequate results [4]. Thus, Cooper, Reimann and Cronin [4]  
suggested that not only the profile, the activities and environment of users be  



 POLVO - Software for Prototyping of Low-Fidelity Interfaces in Agile Development 65 

investigated, but also their goals. The technology-focused organizations rarely have a 
proper UCD process, if ever presented [4]. Even if the Activity-Centered Design 
manages a system that can be modeled, this is just one increment, since it does not 
provide solutions to differentiate the product on the market and does not satisfy the 
user correctly. Thus, the Goal-Directed Design (GDD) is to be a link between the 
research user with design, using ethnographic techniques, interviews with stake-
holders, market research, detailed models of users, scenario-based design and a set 
principles and patterns of interaction, meeting the needs of users and organizations. 

2.1   Interface Prototype  

The prototyping of interfaces can be defined as a limited representation of a design 
that enables users to interact and explore it, and its main idea is to create something 
that resembles the final product and can be tested by end users, saving resources [10]. 
In this work, prototypes will be understood as limited representations and non-
executable user interfaces, which can be manipulated in order to validate the actual 
interfaces of the system under development. Prototypes can be classified into high-
fidelity prototypes and low-fidelity prototypes. The first type of prototype is one that 
closely resembles the final product, being developed under a programming language 
and sometimes executable. They are used to demonstrate a real image of the system 
and evaluate patterns and style guides [14]. The low-fidelity prototypes are those that 
have little resemblance to the final product, using simplistic means for their represen-
tation, instead of metal and electronic displays. These prototypes are useful, since 
they tend to be simple, cheap and rapidly produced. They can be quickly modified, 
supporting the exploration of alternative designs. They are useful for identifying mar-
ket requirements, assess multiple design concepts, deal with issues on layout of the 
screen [12], and, finally, are useful for exploring the possibilities of navigation [14].  

For Snyder [16], paper prototyping is a technique that involves the creation of low-
fidelity prototypes on paper that can be manipulated by a facilitator that simulates the 
behavior of the system to conduct usability tests. This technique provides benefits in 
terms of skill development, ease of communication between multidisciplinary teams 
and stakeholders, encourages creativity, does not require technical skills, which al-
lows end users to be involved in prototyping the interface, enhancing the quality of 
the final product [5], though users might find it strange at first [16]. 

3   Agile Software Development 

Software Engineering consists of a set of activities that aim to create software product 
- commonly called software process [17]. In the 90s, dozens of developers joined 
together, sharing the dissatisfaction with the prevailing process of software develop-
ment - UP2 - and wrote the so-called Agile Manifesto, initiating a series of agile 
methodologies. In the context of software engineering, agility reflects the capacity to 
accommodate the necessary changes that originate during the process of software 

                                                           
2  Unified Process is a methodology for developing iterative-incremental software, which is 

characterized by extensive documentation through UML diagrams [17]. 
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development [13]. Thus, agile methods present a great response to the changes, since 
following the plan and providing comprehensive documentation are items of low 
priority, indicating the absence of a rigid structure, which leads to creativity, self-
manageable processes and increasing returns. Besides agility, agile methodologies 
embody other values to their process, such as the creation of cohesive teams, commu-
nication between the implementation teams, engineers, managers and stakeholders, 
and the latter are considered part of the development team and add greater value to 
products that are potentially deliverable to the customer. 

Scrum is a framework for agile development of complex products, within which it 
is possible to employ various processes and techniques [15], one method to manage 
the development of a product of any technology, including software [7]. The devices 
available in Scrum are the Product Backlog, the Sprint Backlog, the Burndown Re-
lease Delivery and the Sprint Burndown. The Product Backlog is a list that prioritizes 
all that is needed in the product. The Sprint Backlog is a list of tasks to turn the Prod-
uct Backlog into a potentially shippable product. Both Burndown Release Delivery 
and Sprint Burndown charts measure how much effort and time are still needed. The 
former is directed to the Product Backlog and the second to Sprints. Moreover, in 
Scrum, there are time-boxes, ie, events of fixed duration, which are the Release  
Planning Meeting for Delivery and Sprint. 

4   The Project 

The purpose of the software presented here is to develop a system of low-fidelity 
prototyping, according to the story of the Scrum framework and tasks that require a 
user interface and supporting documentation and usability testing. The development 
was focused on construction of key features, with no effort at that time to implement 
non-functional requirements such as security and performance, because it is an early 
application in its evolutionary chain. However, the non-functional requirement known 
as usability has been strongly sought and tested. In order to obtain usability in the 
system, an approach that would integrate UCD and agile methods was chosen, but 
there is no formal model for this, which has led several authors to apply effort in the 
integration of UCD with models of software development with agile methodologies 
[8, 9, 18]. To make this integration difficult, there are still UCD activities that are not 
effective in practice [19], making specific case studies to be developed to test the 
compatibility of these UCD activities with agile methods [8]. 

A model for such integration is suggested by Sy [18], which is the focus of the ag-
ile team on a few features of the system at a time, which means that each feature re-
ceives a more careful work, and can capture design flaws earlier, provide changes and 
incorporate these adjustments. In addition, there must be different cycles of design 
and implementation, although they may occur in parallel, in which functionality is 
implemented with a basic interface as its design is made. So, the next iteration, the 
final design is implemented. There should also be the so-called Cycle Zero, which is 
the phase of gathering usability requirements. 
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4.1    Development Methodology 

Based on Sy's model [18], a similar methodology was used in this work, consisting of 
a mix between Goal-Directed Design process and Scrum agile methodology. The 
Zero Cycle is divided into three activities of requirement gathering system based on 
the users' goals, according to the initial stages of Goal-Directed Design. Subsequently, 
the Sprints take place in parallel with the design process and prototyping of the inter-
faces, resulting in an interface refining activity through usability testing and participa-
tory design sessions. Finally, the final interface can be implemented. The activities of 
the methodology are presented below and illustrated in picture 1. 

 

Fig. 1. Development Methodology: Mix between Goal-Directed Design and Scrum 

The activities consist of Research: it is the literature review of the areas of Soft-
ware Engineering and Human-Computer Interface, and is presented and cited 
throughout the text; Modeling: it is the creation of personas and goals based on in-
formation obtained during the research; Requirement Definition: it is the analysis of 
the personas and goals to generate the specification of the users' scenarios; Definition 
of the Product Backlog: from scenarios, The Product Backlog is built on the applica-
tion, together with the story definition, its importance, demonstration, initial estimates 
and essential UML diagrams; Definition of Sprint Backlog: The development loop 
occurs in activities 5, 6 and 7, starting with the activity known as Sprint Backlog 
Definition, when the stories are chosen and will compose the current Sprint, which 
leads to a potentially shippable product until the entire Product Backlog is imple-
mented; Defining the Framework: activity that occurs parallel with Execution of 
Sprint, in which occurs prototyping and creating the visual identity of the application 
according to the stories present in the current Sprint; Sprint's implementation: it is the 
implementation of selected stories in the activity known as Setting the Sprint Backlog, 
with the development of an intermediate interface that will be replaced later;  
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Refinement: it happens after the loop of activities 5, 6 and 7, consisting of performing 
usability testing, participatory design sessions with users of focus and redesign of user 
interfaces; Special Sprint: it consists of a Sprint in which end-user interfaces are im-
plemented, replacing the interfaces developed in the intermediate activity of Sprint 
Implementation. This activity takes place parallel with the activity Development Sup-
port. Development Support: it consists in monitoring the implementation of end-user 
interfaces if any development challenges are identified and lack some adjustment. 

4.2   POLVO and Its Agile Development Directed by Goals 

This is the breakdown of major activities conducted during the development of the 
system: 

 
System Models. The system was modeled after the creation of six personas, models 
that focus on users of the system focusing on characteristics and behavior [4], repre-
senting its primary users, secondary, additional, served and negative. The primary 
personas are those that are directly related to the functionality of the system, while the 
secondary personas are satisfied with the features presented, in spite of having special 
needs. The additional persona is one that is not primary or secondary, whose needs 
are a combination of the needs of primary and secondary users, and is completely 
satisfied with the functionality of the system. The served persona is the one who does 
not use the product, but is affected by its use, while the negative persona is one whose 
needs are not supported by the product [4]. The personas were described according to 
their context, and all the personas were, on some level, set in the context of software 
development with Scrum. They were also described as for the activities they carry 
out, their attitudes, skills, motivations and goals. Moreover, they were mapped as to 
their experiences and knowledge on technology, Human-Computer Interface, partici-
pation in the implementation of applications and interest in the prototyping process in 
order to show the level and the difference between the personas. 
 
Requirement Definition, Product Backlog and Sprints. Based on established perso-
nas, their scenarios were developed, which consist of how the persona uses the product 
in its day-to-day activities in order to achieve its goals [4], and these scenarios are the 
system requirements, added to the device Product Backlog as part of user stories. Thus, 
the stories are constructed based on user scenarios, divided into six categories: Scrum, 
Prototyping, Usability Testing, Security and Documentation, with the first three being 
the highest priorities. According to the device Product Backlog, the software must 
support an authentication system and different access control to "designer" and "user", 
and only the "user" can perform usability tests, preventing the "designer" from per-
forming tests and generating erroneous results, but the designer can still view the navi-
gation between the prototypes. The "User" can also create interface prototypes, but the 
user cannot view or modify prototypes that are not his property. Also, it should support 
product management, user stories, tasks and Sprints and construction of prototypes 
based on the tasks to be performed in parallel. Usability testing should be performed by 
Sprint since the prototypes are interconnected through links or actions, and must mark 
what prototype is the Sprint start screen. It is important to note that the prototypes are 
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built as interactive and non-executable, that is, are navigable, but do not process data, 
similar to the prototypes on paper. The present application versioning allows alterna-
tive prototypes to be created and stored, providing a documentation of the construction 
of interfaces, just like the notes come from the documentation generated by the de-
signer during the usability test. Finally, the user can add "designer" or "user" to his 
product in order to generate collaborative development processes, although the change 
control is left to the users. 

The Sprints were defined according to the importance of the user story in the Prod-
uct Backlog, followed by the duration of the stories already chosen. Thus, three 
sprints were defined, the first forming the core functionality of the application, con-
struction of prototypes, Products, Stories and Tasks and Sprints, the second consisting 
of Versioning features, Notes and Execution of Usability Testing, and finally the last 
Sprint is made up of the features of Result of Usability Testing, System Authentica-
tion and Access Control and Adding Designer / User. 

  
Prototyping, Usability Testing and Special Sprint. Alongside the implementation 
of Sprint, there was the process of low-fidelity prototyping on paper in the applica-
tion. Several alternative prototypes were built until one was chosen based on a Heu-
ristic Evaluation, out of which the most usable prototype would be built on interactive 
paper, to be used in usability testing with users on focus. Thus, the prototypes were 
built on paper according to the stories implemented in the Sprint, and the interactive 
prototype was finally built. In addition, the visual identity of the application was also 
designed, being partially embedded in the interactive paper prototype and fully incor-
porated into the final interface implemented. 

At the end of the loop in the activities of Sprint Definition, Framework Definition 
and Implementation of Sprint, the activity known as Refinement of the user interface 
started, through sessions of usability testing conducted with a small number of users 
on focus (from 1 to 5), who were invited to develop a product that consisted of a web-
site for lyrics, in which these were published collaboratively by its users. This product 
was named "Lyrics", with four user stories, four tasks, two Sprints and two interface 
prototypes. The tasks of the usability testing focused on product, user stories, tasks 
and Sprints management, prototype building, versioning, annotations and adding 
other users. Participants were free to create / prototype interface as they wished. Us-
ability testing consisted of an initial questionnaire of adherence to the focus group, the 
tasks to be performed on prototype interactive paper and a final questionnaire on the 
impressions of the software, as well as being invited to "think aloud". Based on the 
responses of the final questionnaire, participants were invited to a meeting of Partici-
patory Design in which they built their solutions and / or ideas on interactive proto-
type paper, using simple tools such as pen and scissors. The solution was built and 
tested if there were some related problem detected during testing, whereas the ideas, 
concepts and opinions about the visual identity were not incorporated into the proto-
type. The biggest problems were the creation of user stories and their allocation to 
Sprint and adding designer / user. 
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Fig. 2. Intermediate interface (a), interactive paper prototyping (b) and real final interface (c) 

After the sessions of Usability Testing and Participatory Design and redesign based 
on these sessions, the interactive paper prototype was implemented along with its 
previously designed visual identity, featuring Sprint Special. During the implementa-
tion of the final interface user, development challenges were not detected, not requir-
ing design review. 

5   Conclusions 

The prototyping of user interfaces is perceived in various software development 
methodologies, since it presents a better way to express the requirements of the user 
interface, instead of diagrams and textual descriptions [17]. There is also a need for 
these prototyped interfaces to be tested and documented. Because of that, the software 
"POLVO" was proposed, which brings such features. Possibly, the use of "POLVO" 
will bring benefits to software developers, such as increased agility in the develop-
ment of user interface prototypes, ease of usability testing application with interactive 
prototypes, carrying out participatory design sessions and documentation of proto-
types. 

Although the tool has been developed, it needs to be evolved, adding other non-
functional requirements such as enhanced security, performance, reliability and avail-
ability. Moreover, its functionalities can be expanded to include all of the Scrum 
management added to its current capabilities. The construction of such software has 
emerged from studies on agile development and prototyping of interfaces. For evalua-
tion of its features, the use of the software by a team of developers would be required. 
Thus, within the proposed evolution of the software "POLVO", there can also be case 
studies focusing on the integration of the agile process Goal-Directed Design and 
Scrum and adaptations to the current model used. 
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Abstract. In the current World Wide Web, useful information on web sites is 
often mixed with a lot of information that is not relevant to a user at a particular 
moment, or is presented in a format that is not optimal for a particular person 
using a specific artifact. In this paper we argue that to solve problems related to 
information relevance, presentation and flexibility of use, approaches are re-
quired that provide users with uniform ways of accessing and using information 
and services that are relevant to them at a particular moment in a way that suits 
their competences and needs. Informed by the Pragmatic Web and hence the 
questions of how and why people actually access information and services, this 
work proposes to set a basis for a conceptual framework to better understand, 
reason about, and design interaction in the Web. 

Keywords: Interaction Design, Pragmatic Web. 

1   Introduction 

In the World Wide Web (Web in the following) useful information on web sites is 
often mixed with a lot of information that is not relevant to a user at that particular 
moment. Furthermore, information may be presented in a format that is not optimal 
for a particular person. Approaches to alleviate these problems include: designing 
web sites adhering to accessibility and usability guidelines, placing links to frequently 
accessed content prominently on a page, offering customization options, and offering 
a search function or a site map. These approaches are all site-specific and may be 
implemented differently or not at all in different sites, which means that a user has 
first to try to find her way around when entering a new site. This is a problem that 
affects all users, but especially those with less experience in Web use and the users of 
less frequently requested services (e.g. requesting a new passport after a loss). 

User-specific strategies to alleviate the problem of retrieving relevant information 
include using browser bookmarks, memorizing URIs, or using site-external search 
engines. These strategies impose an additional cognitive load on the users, e.g. the 
organization of large bookmark collections or the localization of the desired result in 
the list presented by the search engine. Furthermore, in the case of search engines, 
users often have to phrase their queries using a vocabulary that is relatively similar to 
the one used on the desired site and potentially relatively different from their own. 
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Regarding the problem of information presentation, solution strategies often involve 
some form of end-user programming (e.g. user style sheets or web scraping [1]). 

We argue that, in order to solve problems related to information relevance, presen-
tation and flexibility of use, approaches are required that are independent of a specific 
web site or service provider insofar that mechanisms do not depend on a concrete 
implementation but provide users with uniform ways to access and use information 
and services that are relevant to them at a particular moment in a way that optimally 
suits their competences and needs. 

A prerequisite for a solution is that a web site needs to provide means to analyze 
and process its contents computationally. Furthermore, we need to understand how 
people access and use information and services, as well as how they interact with 
other people or electronic services. Moreover, this understanding has to inform meth-
ods and techniques that can be utilized to effectively design those solutions. 

Regarding the analysis and the processing of information in the Web, the HTML-
based Web of today, which we will call “Syntactic Web” from now on, offers limited 
possibilities like analyzing the structure of a document. This makes it difficult to 
computationally process documents, because code would have to be adapted each 
time the source document structure changes. In contrast to the document-centric Syn-
tactic Web, the Semantic Web [2] is centered on the meaning of and the relationship 
between data. 

As to the challenge of understanding how people access and use information in the 
Web and how they interact with each other, the notion of the “Semantic Web” is re-
quired, but not sufficient: among the main concerns of the Semantic Web are data 
integration, interoperability, and automated electronic agents. To date, research that is 
concerned with user interaction in the Semantic Web often describes only visualiza-
tion, navigation and search in semantically annotated data sets. The Pragmatic Web 
[3], on the other hand, permits to analyze the Semantic Web enabled interaction of 
people with each other or with services. The vision of the Pragmatic Web is “to aug-
ment human collaboration effectively by appropriate technologies”. Important topics 
are contextualized meaning, meaning negotiation, and the practices of virtual com-
munities [4]. 

We hypothesize that, when adopting a Pragmatic Web perspective, the process of 
interaction design results in information and services that may be more relevant to 
people, that may use presentations that better fit people's needs, and that may provide 
a flexibility of use that accommodates a larger variety of competencies. In order to 
better understand, reason about, and design interactions in the Pragmatic Web, in this 
work we propose the basis of a conceptual framework. The paper is organized as 
follows: the next section presents our view of interaction in the Pragmatic Web, illus-
trated by a usage scenario, and points out how interaction in the Pragmatic Web dif-
fers from interaction in today's Web. After that, we present related work that might 
provide a theoretical and practical underpinning for such a conceptual framework. 
The subsequent section provides arguments why the definition of a conceptual 
framework in fact might contribute to the solution of the problems described in the 
introduction of this paper. The last section concludes. 
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2   Interaction in the Pragmatic Web 

In order to illustrate how the perspective on interaction of people mediated by the 
Web shifts when introducing the notion of the Pragmatic Web, we describe a short 
scenario of interaction in the Pragmatic Web and provide a discussion of the differ-
ences to interaction in today's Web. While Syntactic Web scenarios are focused on 
users interacting with other users or with digital artifacts, Semantic Web scenarios 
often include electronic agents that assist users or execute tasks on behalf of users 
interacting with other electronic agents or users. As the Semantic Web often is seen as 
an enhancement and not a replacement of the Syntactic Web, our vision of the Prag-
matic Web is that of a Web that builds on the Syntactic and Semantic Web, i.e. uses 
the respective stacks of protocols, methods and tools. Consequently, Pragmatic Web 
scenarios include users and electronic agents, but introduce aspects like relevance, 
intention, or negotiation. 

2.1   A Scenario of Interaction in the Pragmatic Web 

Alice, an elementary school teacher, still remembers the time when she had to main-
tain various accounts at different social network, photo sharing or messaging services 
in order to keep in touch with her friends. Today, when she wants to send a short 
message to one of her friends, she does not have to worry which social network or 
messenger he is using. When she takes a photo with her camera or browses her own 
photo gallery, she can share a photo without having to switch to the client of the 
photo sharing service or enter their site. She does not have to worry that the principal 
sees potentially embarrassing pictures of her last birthday party because the fellow 
teachers that are within her circle of friends are aware that those pictures are not 
meant to be distributed at work. 

Last week, Alice received a reminder from her local government agency, informing 
that her passport is soon expiring. The reminder contained a list of necessary docu-
ments together with the new specifications for the passport photograph. When brows-
ing her photo gallery, Alice is now able to automatically verify if a photo is a valid 
passport photograph. 

Later in the afternoon, she has an online meeting, where she and other teachers 
discuss the learning process of students, exchange didactic material, review test re-
sults, etc. Until some time ago, Alice was forced to use the commonly agreed upon 
Content Management System to upload files or discuss cases in a forum. Now, she is 
able to use the same tools that she uses for e.g. sharing photos and videos or chatting 
with her friends. The files produced during the online meetings or other activities are 
organized in a manner that suits Alice's needs, while other teachers organize them 
according to their needs. Although Alice is using some tools she also uses for private 
purposes, she is always aware of the work context when engaged in activities with 
other teachers. 

2.2   Discussion of the Scenario 

The base concepts in the scenario presented above are people acting as users of ser-
vices and creating or manipulating content. In today's Web, the scenario described 
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above would not be possible for various reasons. Users are identified by accounts, i.e. 
they have to maintain and remember information about different user names, pass-
words, password recovery questions, etc. Services provide operations and can be 
accessed via different user interfaces. The content created by a user using a service 
usually stays within the realm of the service provider (of course, the content can be 
copied and uploaded to the space of a different service provider). The service provider 
usually defines the user interfaces and the representation of the content (e.g. if you 
upload a video to YouTube, the video will be converted to different formats with 
different resolutions that can be displayed by the player at youtube.com). This means, 
that Bob, a friend of Alice's, would not be able to view her photo using another ser-
vice than the one Alice used to upload her photo. In order to view her photo, either 
Bob has to have an account with Alice's service provider, or Alice's service provider 
has to accept a single-sign-on solution like OpenID (http://openid.net) and Bob has to 
be a user of this solution. Alice in turn may be able to access her photo via a different 
service, if all involved services support OAuth (http://oauth.net) or a similar protocol. 
If Alice would like to share a photo with Bob within the context of a working group at 
school, i.e. would not like him to share the photo with other friends, she would have 
to add a comment to the photo or notify Bob in a separate message. 

In order to put the scenario in practice, syntactic or semantic approaches (e.g. pro-
viding access to services via APIs or enabling data portability or interoperability by 
providing semantic data descriptions), although necessary, would not suffice. Addi-
tionally, methods and techniques are required that allow to put meanings into context 
and enable meaning negotiation and the analysis and design of practices of virtual 
communities. 

3   Related Work 

We see the “Pragmatic Web” in the intersection of the three major areas of Human-
Computer Interaction (HCI), Information Systems (IS), and Web Science. From our 
own perspective of interaction design, different topics from each area will influence 
and inform the proposed conceptual framework. In this section we will first explore 
contributions from HCI, IS and Web Science that are candidates for the theoretical 
foundation of the conceptual framework. 

HCI research has acknowledged a long time ago that humans are not simply com-
ponents of a system that can be studied in isolation in a laboratory environment [5]. 
This has led to what some researchers call “post-cognitivist theories”, theories that go 
beyond the study of cognitive abilities, and that have a substantial amount of quantita-
tive and significantly less qualitative elements than more traditional HCI theories 
rooted in cognitive psychology, human factors or ergonomics. Post-cognitive theories 
and models often start from the notion of language and the notion of action as a form 
of language use. Examples are activity theory, distributed cognition, actor-network 
theory, phenomenology (see [6] for a comparison of the four theories from the point 
of view of activity theory), or the language/action perspective [7]. Some of these 
theories are also employed in the field of information systems research [8]. 

“Information Systems are a multi-disciplinary subject, whose objects of study are 
information and its functions, information technology and its use in organizational 
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contexts” ([9], page xi). Understanding “organizational contexts” not only as relation-
ships between people in the formal work context, but as relationships between people 
interacting together towards some end, theories and methods from the field of infor-
mation systems research that are concerned with the use of IT artifacts are relevant to 
our proposal. One valuable contribution to our proposal is the fact that in information 
systems research social aspects that go beyond the direct interaction of people with IT 
artifacts have always been a concern. One of the theories and frameworks that con-
sider the use of IT artifacts from a technical as well as a social perspective is Organ-
izational Semiotics [10]. It focuses on understanding the different properties of signs 
on various levels to analyze and design information systems in terms of three human 
information functions: expressing meanings, communicating intentions and creating 
knowledge. 

Besides Organizational Semiotics, other approaches exist that consider how hu-
mans use IT artifacts in organizational contexts, and different efforts to compare, 
integrate or synthesize those approaches have been made (e.g. [11]). One notable 
example is socio-instrumental pragmatism [12], a proposal of an action oriented the-
ory for IS research that synthesizes different action theories and thus is better able to 
cover different demands from IS research than a single theory. [12] further describes 
different action themes and their theoretic roots, i.e. purposeful, social, interactive, 
mediated, creative or situational action. 

Web Science [13] is an emerging interdisciplinary field that sets out to understand 
the Web not only as a delivery vehicle for content, but as an object of study in its own 
right. Besides technical or engineering issues like the Semantic Web or web services, 
also the social aspects like Web use or governance are considered. Among Web Sci-
ence research questions that are also relevant to our proposal are those about signifi-
cance, relevance, reputation and trust. 

The Semantic Web has been proposed as an extension to the current Web with the 
intent to introduce meaning to Web pages, processable by human or machine agents 
[2]. However, the augmented semantic contents to a great extent remain inaccessible 
or unintelligible for human agents. Some authors claim that considering meanings is 
necessary, but not sufficient, and that the purpose and context of information also has 
to be considered (e.g. [14]). Singh thus states that the vision of the Semantic Web can 
be implemented via Pragmatics, a branch of Semiotics that deals with context-based 
meaning [15]. 

Building on the Semantic Web, the Pragmatic Web sets forth "to augment human 
collaboration effectively by appropriate technologies" [3]. Although there does not 
yet exist a commonly accepted definition for the term, research topics comprise con-
textualized meanings, meaning negotiation, and the practices of virtual communities. 
Hornung and Baranauskas describe the significance of the Pragmatic Web for interac-
tion design [16]. 

An important concept of Pragmatic Web research is related to intentions that lead to 
meaningful actions. Within cognitivist HCI theory, translating intentions into actions in 
order to realize goals using a tool is part of bridging the “Gulf of Execution” [17]. 
Among the post-cognitivist HCI theories that conceptualize humans as subjects acting 
intentionally mediated by tools are activity theory and phenomenology [6]. Regarding 
the analysis and the design of actual actions, the concepts of usability, affordances, and 
actability exist, whereas the term “affordance” has different significations in the HCI 
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and IS communities [18][19]. [16] comment on the different notions and their relevance 
for interaction design. 

After having given a brief overview of general related work in the three areas that 
influence and delimit a conceptual framework for interaction design in the Pragmatic 
Web, we will point out more specific topics that provide complementary approaches 
or pointers to answers for the question of how to implement solutions informed by a 
conceptual framework for interaction design in the Pragmatic Web. 

Semantic Web User Interaction is the name of a community that tries to foster the 
dialogue between the Semantic Web and the HCI communities. Recurring topics in 
literature are navigation and search in and visualization of structured datasets, seman-
tic annotation of web pages, creation of semantic data, as well as contextualizing and 
customizing user interaction [20]. Literature about the Social Semantic Web explores 
the question of how to apply Semantic Web technologies to the Social Web, combin-
ing “the best of the two worlds”, i.e. facilitating navigation and searching by semanti-
cally annotating content on the one hand and promoting the creation of structured 
content by using Social Web mechanisms on the other. Main topics in literature are 
questions of interoperability and integration [21][22]. The subject of both Social  
Semantic Web and Semantic Web User Interaction literature is the interaction of 
humans in a semantically enriched Web, whereas Social Semantic Web literature 
focuses on questions like interoperability and integration, while Semantic Web User 
Interaction literature focuses on interaction design. Both strands have the potential to 
bridge the gap between the often technically and computationally oriented Semantic 
Web community and the, at this stage, rather conceptually oriented Pragmatic Web 
community. 

4   The Pragmatic Web as Proposed 

In the scenario of Section 2, people have multifaceted identities and exhibit facets of 
their identities to other people. Depending on the context, two facets of a single per-
son might even contradict and thus give the impression of different identities. Ser-
vices enable different operations for different user interfaces. They are independent of 
content, which implies that users have more freedom to choose the user interface with 
which they access content and the content presentation that is most adequate. Terms 
of service and terms of use determine rights and obligations of service and content 
providers and consumers. A content item has an author and different presentations. 
The context determines under which conditions people may access content in which 
way. Customization determines which services are used to access which content pres-
entations in what way. The division into the five dimensions people, services, content, 
customization and context is depicted in Figure 1, which shows two fictitious ser-
vices, each with a different set of operations, user interfaces and terms of service. 
Depending on the facet of the accessing person's identity, the terms of service, the 
terms of content use, the service user interface and chosen operation, not all presenta-
tions of a content item might be available. 
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Fig. 1. People access content independent of services but sensitive to context 

The usage of digital artifacts is not necessarily a primary activity during work and 
users are not necessarily experts regarding the use of the respective digital artifacts. 
This point is important regarding our further approach. Breakdowns during artifact 
interaction of expert users often occur because of usability or accessibility problems 
of a specific artifact. When considering the interaction of users with a variety of  
artifacts, e.g. different web sites created by different authors, breakdowns can occur 
because of what a usability analysis of a single artifact would label “lack of consis-
tency” [23]. Only in this case, each artifact could pass a usability evaluation individu-
ally and even if the same or similar design principles had been used during the  
creation of each artifact, inconsistencies are likely to arise when considering a set of 
artifacts authored by different entities. 

When introducing the Pragmatic Web, the focus hence moves from isolated web 
pages in the Syntactic Web and semantically structured data in the Semantic Web to 
the question of how and why people actually access information and services. For 
example, while teachers create or upload video, audio, text or other documents in the 
Syntactic Web and semantically annotate those files in the Semantic Web, they now 
share and access materials such as interviews, test results, educational games, etc. 

We believe that this shift of perspective enables us to create artifacts that are more 
relevant and meaningful to a wider range of people. One might argue that, taking a 
user-centered or participatory design approach would already result in relevant and 
meaningful artifacts. This might be true for artifacts that are used by a limited or ho-
mogeneous set of people. However, even if many users achieve an acceptable per-
formance, often the created artifact is not optimal for most of them [24]. For example, 
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web sites of tax authorities have to accommodate for the whole set of requirements of 
a country's citizens, corporations and other entities, while usually only a small frac-
tion of the whole site is relevant for a single citizen [25]. 

In the Pragmatic Web, the interaction of people mediated by digital artifacts is sub-
stantially different from the interaction in the Syntactic or Semantic Web. In the Syn-
tactic Web, interaction is usually based on web sites (in the case of browser based 
interaction) or on service provider based interaction (in the case of e.g. instant mes-
saging services). In the Semantic Web, interaction is based on datasets. In our vision 
of the Pragmatic Web, interaction is based on the intentions of people which are mate-
rialized by actions (we do not yet want to enter the discussion whether to call the 
concept action, activity, act, etc.), i.e. interaction abstracts from a service provider 
who enables the actual action and gives people the control on how the results of their 
actions are presented and with whom and under which conditions they are shared. 

In order to understand and design interactions in the Pragmatic Web, we aim at de-
fining a conceptual framework, the construction of which will be informed by differ-
ent theories and models from the following areas: HCI, because we need to analyze 
and design the interaction of people with digital artifacts or with each other mediated 
by digital artifacts; IS, because we need to understand how people access and process 
information in an organizational context, whereas by organization we mean any rela-
tionship between two or more people; Web Science, because we need to understand 
the basic mechanisms and the still many open questions of the Web. The base  
elements of the conceptual framework will comprise people, services, and content. 
Context and customization are considered as orthogonal dimensions. Among other 
important concepts that might have to be considered in the conceptual framework are 
values like trust, privacy, and authority. 

6   Conclusion 

In this work we addressed the problems of information relevance and presentation as 
well as flexibility of access and use of services and information. We hypothesized that 
a Pragmatic Web perspective can contribute to the solution of these problems by pro-
viding means for understanding how people access and use information and services 
and how they interact with each other in the Web. We presented our vision of interac-
tion in the Pragmatic Web and proposed to develop a conceptual framework for inter-
action design for the Pragmatic Web informed by HCI, IS, and Web Science. The 
framework enables the design of interactions, in which people can collaborate while 
each participant is accessing services and content presentations that best fit his/her 
needs. 

Considering the implementation of solutions that follow the proposed framework, a 
number of challenges arises regarding the five dimensions: people, services, content, 
customization, and context. Those challenges range from technical (e.g. protocols or 
standards) to formal organizational (e.g. forms of meaning negotiation) and informal 
pragmatic and social challenges (materialize intentions into actions, awareness of 
effects of an action) and include questions related to interaction design. One of our 
next steps is to identify and analyze those challenges. 
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Future work includes a case study where the theoretical conceptualizations can be 
materialized into a proof-of-concept implementation. In order to be feasible, this 
proof-of-concept implementation will only implement a small fraction of the frame-
work. The actual part of the framework that will be implemented and the concrete 
implementation depend on the requirements of a research project in which the authors 
are currently involved. 
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Abstract. As green being a significant issue of these years, we want to discuss 
about how to combine green with technology through ambient design. Not only 
use intelligent methods but also interact with fun playing interaction. The rela-
tionship between people and the feedback of installation can make people help 
themselves to meet the needs of them. This paper provides an innovation con-
cept of ambient Intelligence. People can help themselves through a wind-blower 
installation by conventional power-generating method. 

Keywords: Ambient Intelligent, Green, Human Power, Wind-Blower, Light, 
Interactive installation.  

1   Introduction 

Human interaction is often starting by studying how human wants in a specific situa-
tion[1]. With technologies embedded in everyday’s objects, while more such objects 
are developed, the smarter materials and environment has become a reality around us. 
Ambient interaction in current computing approach creates a new paradigm in design 
as well as computing. On the other hand, with the global energy problems, the Green 
is an immediate issue that we need to address in our environment and that is often 
conflicted with the normal energy consumption nature of computing. 

The problem of combination between Green and technology (especially comput-
ing) becomes more and more significant. With the Ambient Intelligence, designers 
and scientists explore a vision of future daily life that can apply the Green and tech-
nology together. What we want to develop is how to make people help themselves 
with an installation that embedded to the environment (stair in the prototype in this 
research) by a conventional making fire gesture. 

In the beginning of this prototype, the concept was based on studying the human 
power activities for gaining energy that we found is making fire. Wind-blower or 
hand drilling are studied for understanding the gestural details of making fire. With 
human power, the activity of making fire will remind users the importance of energy 
and the consumption behind the lighting. Further, the interesting concept and tool 
design of this installation create a fun interaction that will achieve the concept of 
reuse, meaningful, and high feedback for the users. 
                                                           
* Corresponding author. 
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1.1   Ambient Intelligence as Interaction Theory 

In an ambient intelligence world, the everyday’s devices will support people in carrying 
out their daily routines, tasks and rituals in easy [2]. The natural reaction for using in-
formation and intelligence hidden in the network are the key to connect these devices. 
As these devices become smaller, connected and more integrated into our environment, 
the technology embedded in the devices and the surroundings will become transparent 
to the users[3]. In addition, ambient intelligence provides electronic environments that 
are sensitive and responsive to the presence of people. People are presented with the 
tools and the processes that are necessary in order to achieve relaxing interactions with 
this environment[4]. Therefore, ambient intelligence is suitable for defining the comput-
ing framework for building up our prototype, thus our interaction theory. 

1.2   Green Power as the Media 

Green Power is the power using non-energy-consumption source to generate energy 
[9]. Human power is often used as the primary source. As theory of a new media 
interface, human power should not only provide the energy needed for the installation 
but also interactive experience that comes along with personal evolvement. We want 
to discuss how to use green power as the media to implement the interaction theory 
we used, ambient intelligence.  

Logically speaking, green power has to be adapted as the major purpose of this 
project. Thus people should work this installation through their bodied exercise, they 
need to help themselves to meet what they need for reducing the waste of energy.  

1.3   The Problem of Our Interaction Design 

The problem of combining green with technology lies on the familiarity of relating 
human power with interactivity. How users experience with human power and relate 
it to the interaction will affect the interactive experience of human in our prototype. 
We will use several methods to overcome these problem and learning the bits and 
bells during the implementing our prototype. 

2   The Concept 

2.1   Motivation 

The major motivation for this prototype is how ambient interaction design can be 
integrated and triggered by human power as an experience. Interaction design cannot 
be fully realized and understood without the prototypes produced. Therefore, for test-
ing the green-based interaction design with human power-triggered, we developing a 
prototype called Blowing Light. 

2.2   Concept 

The Concept of our interaction design is to make people use a conventional power-
generating method, blowing for fire to turn on the light (As Fig. 1) is found after  
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testing several alternatives. Additionally, this design concept invokes a mode of inter-
action that make people aware a well-known saying, “No pay, No gain”. By doing so, 
people or our users will be more aware of Green issues implicitly in our interaction 
design. 

  

                                  (a)                                                  (b) 

Fig. 1. (a) Traditional method of blowing for fire (b) wind-blower 

2.3   How We Approach 

For implementing the prototype described above, we use three steps: (1) review-
ing/analyzing relevant technology and cases, (2) exploring the interaction activities 
and (3) implementing with a prototype: Blowing Light that are described as followed. 

1. At first, we analyze the design researches for green and study some relative pro-
jects about saving energy. Since there are only few that are implemented, most of 
relevant studies lie upon the cases they develop. Therefore, the case studies are the 
key method used in this step. By exploring those cases, we discovered they use 
human power and tools to reduce the waste of natural power like electric that 
achieve the combination of green and technology that was the problem we want to 
solve. 

2. Secondly, the basic model of design strategy is formed that was based on the prin-
ciples we gained from the analysis above: such like green, playing and human 
power. Besides, we investigate the intuitive reaction with testing from university 
level students.  

3. Finally we developed a special interactive method for our users (in this case, uni-
versity students) to turn on the light at night. This installation was built up with 
some green materials like bamboo wind blower and recycle plastic cup as light 
lampshade, reuse glass papers for decorating the lampshade. 

3   Case Studies 

Three cases are selected based on Green, playing and human power. They are (1) the 
Fun Theory—Piano staircase, (2) Water for people—Playpumps, and (3) Playmade 
energy—energee-Saw. Each will be described as followed: 
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3.1   Case 1: The Fun Theory—Piano Staircase[5] 

The funtheory.com of the Volkswagen has created a platform to attract a lot of inter-
esting projects with fun as their center motivation that is close to what we want to 
develop in Blowing Light. Piano Staircase video on Youtube has been the famous 
ambient interaction design since two years ago; it really makes people want to take 
the stairs instead of taking escalator through a fun refit piano staircase. (As Fig. 2) 
This project not only makes people take action but also have a lot of fun. 

  
                              (a)                                                        (b) 

Fig. 2. (a) The fun theory installed the piano staircase (b) People took the piano staircase in-
stead of escalator. (All images are courtesy of The Fun Theory http://www. 
thefuntheory.com/piano-staircase). 

3.2   Case 2: Water for People—PlayPumps [6] 

PlayPumps [6] is an interesting project implemented by Water For People. This 
simple system has the power to change whole communities, from health and 
education, to employment and economy. The same basic design can be adapted for all 
manner of situations. It’s all thanks to the power of children at play! The design of the 
PlayPumps (As Fig. 3) water system makes it highly effective, easy to operate and 
very economical, keeping costs and maintenance to an absolute minimum. 

As seen in Figure 3, while children have fun spinning on the PlayPump merry-go-
round (1) clean water is pumped (2) from underground (3) into a 2,500-liter tank (4) 
 

   
      (a)                            (b)                                     (c) 

Fig. 3. (a), (b) Children was playing the PlayPumps for providing the power to (c) push water 
into the tank. (All images are courtesy of PlayPumps International: http://www. 
waterforpeople.org). 
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standing seven meters above the ground. A tap (5) allows access to the stored water. 
Any excess water pumped up is diverted back down the borehole (6). The storage 
tank (7) provides a rare opportunity in rural villages to advertise – both as a 
commercial billboard, and also for health and educational messages. Revenue from 
the billboards is used to pay for pump maintenance. The system is capable of drawing 
1,400 liters of water per hour at 16rpm from a depth of 40 meters. 

3.3   Case 3: PlayMade Energy: The Energee-Saw[7] 

The Energee-Saw from PlayMade Energy (As Fig. 4) used the local materials to build 
the main structure of the see-saw. This greatly reduces logistical costs and the carbon 
footprint of transportation. It also engages the local community into building the 
product, fostering a pride of ownership and providing work. Energee-Saw will power 
low-drain electrical appliances such as LED based classroom lighting, radios and mp3 
devices, mobile phones and potentially low-wattage laptop computers. 

   
            (a)                                  (b)                                              (c) 

Fig. 4. (a) Designer Daniel Sheridan (b)(c) Children was playing the Energee-Saw for provid-
ing the power.(All images are courtesy of PlayMade Energy. http://www. 
playmadeenergy.com/) 

3.4   Analysis 

Basic on the cases upon, we can see that they redesign the interface and make people 
easier to understand how to use the installation through their experiences. The com-
parison of each case in terms of input/output/behavior/purpose/material is shown in 
Table 1. There are some principles gained from the case studies are shown as 
followed: 

Table 1. Interaction Analysis list of related cases above 

Interaction analysis 
Case Piano staircase PlayPumps Energee-Sew 
Input  Human step stress Human pushing power Human power 
Output  key tone Push water to tank Provide electric 
Behavior Playing piano stairs Playing merry-go-round Playing Energee-Sew 

Purpose Make people walk the stair 
instead of escalator 

Provide electric Provide electricity 

Material Design materials Design materials Native recycle or 
reuse materials 
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(1) Green: Conventional objects have physical characteristics; mechanical ones 
also have capabilities[8] so we tried to indicate the green to traditional but good 
method. However indicate technology to some techniques that need to build up with 
green materials such like LED light. (As Fig. 5) 

 

Fig. 5. LED light we used as green materials 

(2) Playing with Human power: We re-defined a behavior that was burning the 
woods for lighting darkness, however, the waste of wood was not that green for the 
earth now, therefore we kept the behavior that using wind-blower to blow the fire 
prior of time to be the interaction.(Table 1) 

(3) Recycle or reuse material: Those lights were made of recycle plastic cups 
which were used plenty in Taiwan, the skin of cups were decorated by reuse colorful 
glass papers for achieving the goal of combine green with technology. (As Fig. 6) 

 (a)  (b)  

Fig. 6. (a) The skin of lights is made of reuse glass papers. (b) The wind-blower used green 
materials, bamboo as materials. 

4   System Design 

People playing with generated power like using air-blower for providing electronics 
to make the light open that making a zero-energy high-tech playground. The behav-
iors analysis has conducted for finding the details and intuitiveness of gesture we 
need. 

4.1   Behavior Analysis (The Interactive Process) 

When people need lights, they will try to find out some light source or tools for light-
ing up the dark place. When they find out some light source, they will try to keep it 
lighting or make it stronger for lighting all of the space around. Base on this point, we 
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used a LED light as the light source in the dark and drew user’s attention to find out 
the wind-blower, if they took up the blower they would try to blow for keeping the 
light source, LED light. After blowing, all of lights would open for the user and let 
user pass safety. 

4.2   The Location  

We choose a dark and narrow place of school’s environment for testing the lighting 
effects (As Fig. 7) and creating a scenario for motivating people. The installation is 
set up on the stairs of college of design NYUST where it is very dark during the night 
and a lot of students stay late for working in the labs or office need to go passed this 
staircase. Consequently, most of students would take elevators instead. The purpose 
of Blowing Light not only concerns about the security of students but also makes 
students get used to take the stairs. 

 

Fig. 7. School’s environment where is testing the lighting effects 

4.3   The System Process 

Blowing light is comprised of three parts (a) user transforms human power into the 
input signals to sensor, the transformation process is through wind from wind-blower, 
(b) system computes collected signals and, (c) makes a feedback at LED lights. The 
light timing of LED is according to the time interval of channel circuit. This concept 
is that sensor detects the turning speed of fan. When the speed is over the value we 
set, control component will make the LED light start to shine. (Fig. 7) 

4.4   Interactive Process 

User passes by the installation and takes the wind-blower to blow the sensor, the con-
troller will accept computed signal from user’s energy. The time user blows will  
determine how long LED lights will light for user and make user pass safety. 
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Fig. 8. For turning LED lights on, we used circuit sensor to predicate when user will need and 
how long LED lights will need to keep on 

 

Fig. 9. User provides power to installation by playing the wind-blower 

5   Scenarios 

For understanding the usages of Blow-lighting system, one scenario is described as 
followed: blowing the darkness of path away. 

Molly is a 20 year-old girl, every time she goes back from school, she needs to 
pass through a narrow and dark stairs which make her scared on the way home. One 
day, she was going back home and walking to the stairs as usual, she was trying to run 
over but she fell down on the floor. Suddenly she found out a wind-blower and many 
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Fig. 10. User Molly was playing Blowing Light installation 

maple leaves which as red as fire shining on the handle of stairs, there were little 
weak lights shining behind the maple leaves so she took up the wind-blower and 
started to push. (As Fig. 9) 

Molly wanted to know if the light will be brighter after she was pushing stronger. 
When she tried her best to push the wind-blower, she thought that it was so funny to 
do this, but the colorful lights (As Fig. 9) suddenly bright at that moment, everything 
was so clear. Molly felt so happy that she didn’t need to worry about her security 
around this stairs anymore. Finally she got home with appreciate. (As Fig. 9) 

6   Conclusion 

We used conventional method of blowing light as initial concept and combined green 
and technology through ambient design. In the process of making prototype, we used 
recycle materials for decorating the skin of lights for achieved another concept, 
Green.  In other words, we used less cost to procure a zero-energy high-tech play-
ground.  

On the other hand, interactive interface design was based on most intuitive and 
natural thinking of user. Furthermore, we used fun interaction for user enjoying the 
time of playing installation even it cost human power to work on. Our prototype is not 
only artistic but also practical and provides a safety solution for user. 

In the future, we plan to research other movement of body as human power which 
provides the energy of installation. 
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Abstract. Rich internet and desktop application frameworks provide advanced 
features like direct object manipulation and advanced animations that can  
enhance the user experience. This paper traces the history and evolution of rich 
applications and in front of the background of the T.O.T.E. framework dis-
cusses the benefits that rich application capabilities provide for the  
human-system interaction. 
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1   Introduction 

When the first graphical user interfaces (GUIs) entered the market in the 1980s the 
use of pictorial and metaphoric user interface (UI) elements were revolutionary and 
significantly contributed to higher computer adoption rates. Direct manipulation of UI 
elements was realized through clicking and dragging and was performed on basically 
the same set of interactive UI elements that we still have today, such as push buttons 
and scrollbars. The behavior of these elements was mainly binary: on/off, show/hide, 
open/close.  

Today, the input methods (clicking, dragging) are still the same for mouse-based 
applications (obviously, we now have multi-touch capabilities on more and more 
systems), yet the output behavior that the user interface is capable of showing is much 
richer. Features like drag & drop, fading, sliding, and transitions allow for more nu-
anced system output. This can add to the user experience both from a pragmatic and a 
hedonic standpoint and will be explained in the sections below.  

It’s worth looking at the history of rich interactivity as it shows that two areas of 
software have been influencing and boosting each other: the desktop world and the 
browser world. Before web browsers were invented in the 1990s, personal computing 
has been done based on desktop applications such as the Microsoft Office suite. The 
first browser-based user interfaces were static web pages with hardly any option to 
directly manipulate UI elements other than entering ACII onto forms. Later Adobe 
Flash made it possible to provide multimedia content that could also be interacted 
with. It took about 15 years until the first browser-based applications were available 
that could match the interaction capabilities of desktops. These so-called Rich Internet 
Applications (RIAs) were realized through technologies such as Flash and Java and 
were driven by the need of optimizing the appeal of web-based content presentation 
(multimedia integration, sophisticated animations, etc.). The typical websites that 
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pushed this development forward were marketing and advertising sites. Since then, 
more technologies like Ajax, Adobe Air, Microsoft Silverlight were brought to the 
market and allowed an ever growing number of designers and developers to create 
RIAs whose interactivity went beyond the desktop world.  

With RIAs more and more becoming the gold standard for the way user interfaces 
should look and feel, the desktop world in recent years adopted the concept of rich 
interactivity under the name of rich desktop application (RDAs). 

As of today, desktop and web applications have converged and now are hardly dis-
tinguishable. Development platforms like Microsoft Silverlight allow running web 
applications outside of a browser like a desktop application. Because of this, for the 
rest of this paper the term “rich applications” is used instead of distinguishing be-
tween RIAs and RDAs.  

There is a fine line between boosting and wrecking the user experience of rich ap-
plications. Rich development platforms together with 3rd party controls enable pro-
gramming highly sophisticated interactive features with a minimum of effort. Yet, 
even if something is easy to program and rich in its presentation, is it really useful, 
usable and desirable?  

2   Benefits of Rich Interactivity 

2.1   Cognitive Psychology Background 

Human-system interaction can be considered as a sequence of problem-solving tasks. 
One of the earliest and most fundamental models is T.O.T.E. which stands for “Test – 
Operate – Test – Exit” (Miller, Galanter, Pribram, 1986). As a first step an assessment 
(test) about the current system state is made. If the system is not in the targeted state 
already, an operation (e.g. a user input) is executed to change the current state towards 
the desired state. Another test is made to see if the targeted state has been reached or 
not. More recurrences are performed until the test result is positive. Only then the 
sequence ends. 

Each T.O.T.E. unit can be decomposed into sub-processes: 

• Test: 

─ Perceive Status 
On GUIs, the status is typically perceived through the visual sense, i.e. something 
needs to be displayed on the screen. The more prominently this signal is shown 
against other UI elements, the faster it can be found and seen. Rich interaction fea-
tures such as animations can help make status elements more salient.  
─ Understand Status 
Once data has been perceived, the next step is to understand it. On a user interface, 
for example, a status message may be clearly visible, but its meaning may be am-
biguous to the user.  
─ Compare w/ Goal 

Once the meaning of a current status is understood, it has to be put in relation to 
the envisioned goal. How near or far am I away from that goal? 
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─ Plan Operation 
In order to bridge the gap between current and envisioned state a strategy has to be 
developed. 
─ Anticipate Outcome 
     An operation is selected based on the expectation that it will reduce the gap be-

tween current and envisioned state. So one way to select from several operations 
is to anticipate its outcome, i.e. its effectiveness. 

• Operate:  
─ Initiate Operation 

Even if the current state has been correctly assessed and an effective operation 
has been planned, it can be a challenge to start executing on that operation. In 
the area of user interfaces an example is a user who knows that s/he has to in-
crement a value on a virtual gauge, but doesn’t know how to do it.   

─ Monitor Operation 
For operations more complex than a single click, the actual execution has to be 
monitored. This can be viewed as a nested T.O.T.E. within the Operate T.O.T.E. 
unit. For instance, at the end of a drag & drop action the user has to monitor 
whether the dragged element is on the target drop zone, otherwise the action 
won’t be successful.  

• Test:  
- see above –  

• Exit:  
─ Re-Orient 

After successfully ending a T.O.T.E. sequence the attention has to be shifted to 
the next activity. On user interfaces this may involve scanning the screen for 
other information, other visual targets that allow initiating the next T.O.T.E. se-
quence. 

The drill-down into the sub-processes of T.O.T.E. units helps to understand the com-
plexity behind seemingly simple user activities within an application. It also helps 
understanding how rich interactivity can support the human-system interaction. This 
will be explained in the next sections. 

2.2   Nuanced Feedback 

For human-system interaction that includes direct manipulation of UI elements, the 
analysis of T.O.T.E. above showed that during longer interactions like for Drag & 
Drop the user needs to monitor the operation, i.e. making sure that the object to be 
relocated is dragged on to a valid target zone. De-composing a Drag & Drop action 
into more atomic events leads to what Bill Scott (Scott, 2009) calls “interesting  
moments”, incl.: 

• Mouse hover 
• Mouse down 
• Drag initiated 
• Drag leaves original location 
• Drag re-enters original location 
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• Drag enter valid target 
• Drag exits valid target 
• etc. 
 
Scott lists 15 events for Drag & Drop. With the user input being the same (mouse 
down – dragging of element to target zone – mouse up), rich interactivity provides 
several alternatives on how the system output during the Drag & Drop action can be 
presented (see Figure 1): 
 
• The appearance of the drop zone can be changed.  
• The appearance of the drag object itself can be changed. 
• The appearance of the mouse cursor can be changed. 
• Any combination of the above. 

 
The last bullet calls attention to the fact that combinations of rich behavior can be 
detrimental for the user experience as too many different stimuli have to be perceived 
and understood at the same time. 

 

Fig. 1. Rich system behavior for Drag & Drop: mouse cursor indicating that the target zone has 
not been reached yet 

Traditionally, in UI Specs standard mouse events have been documented, for ex-
ample what happens on Mouse hover, Mouse down, Mouse up, etc. With the capabili-
ties of designing Scott’s interesting moments, the documentation effort is significantly 
higher as with rich interactivity different system outputs can be defined for different 
interesting moments. Even when these are documented in a specification document, 
consumers of that specification may find it hard to envision what the rich interaction 
looks and feels like. Building mock-ups for demonstration conveys rich concepts 
better than static words and images, but the effort to create them is significantly 
higher as well.  



96 T. Komischke 

 

2.3   Keeping Users in the Same Screen Context 

One of the biggest challenges in user interface design is to shorten navigation paths 
and de-cluttering screens – both at the same time. Rich interaction concepts allow 
keeping users on the same screen longer by providing means that go beyond the tradi-
tional tabs, accordions and blinds that only have to states (on/off, expanded/collapsed, 
shown/hidden, etc.): 

• Microsoft uses a composition model in WPF and Silverlight that allows placing 
any UI element into any other UI element. For example, a rich tool tip on a grid 
cell displaying last year’s total sales in the U.S. can host a visualization of the re-
gional sales numbers that make up the total number – this contextual information is 
provided right where it is needed without requiring the user to navigate somewhere 
else in order to find it.  

• User experience patterns such as in-line editing or drill-down charts enable the user 
to keep working on an item without leaving the current screen context. Navigation 
steps are minimized and consequently the perceived complexity of an application 
is reduced. 

• Oftentimes, data objects and functional objects that are only infrequently needed 
are positioned in fly-out menus that can be brought into view on demand. Rich in-
teraction patterns can help reduce the effort in terms of user for accessing these 
“additional” spaces through more seamless ways of access (interesting moments, 
see above). 

2.4   Education  

Interaction concepts can be challenging for users to learn and understand. Rich inter-
activity can be used for educating users. For example, when a user clicks on a UI 
element which in turn is replaced by another object (e.g. drill-down charts, see above) 
animations showing how the new object superimposes on the initial object help com-
municating that switch that would otherwise be binary and instant. In that respect 
animations can support the concept of location consistency, i.e. that each object has 
its place on the UI, even though it may not be visible at all times.  

Another example of how a rich interaction feature contributes to a better under-
standing of a UI is the so-called UX pattern “Magnetism”. It specifically helps mak-
ing affordances explicit. Magnetism denominates the behavior of an interactive UI 
element when the mouse pointer comes close. Imagine a fly-out menu that is col-
lapsed with only few pixels sticking out of the side of the screen in order to maximize 
screen real estate. Once the mouse pointer gets close, the menu will move inward by a 
couple of pixels. By that, it is communicated that the element is interactive (since it 
reacts to the mouse pointer being close by). Furthermore, its intended behavior is 
indicated through the movement.  

An important aspect of user education is feedback. Especially on web sites the 
user oftentimes does not perceive and understand feedback, e.g. after input validation 
has returned an error on a form. This can be explained by change blindness (Simons, 
Ambinder, 2005). Through rich interactivity the feedback message or alert can be 
asynchronously loaded and be animated to draw attention.   
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2.5   Entertainment 

Entertainment is an integral part of many web sites to help attract and retain site visi-
tors. The convergence of desktop and web worlds has also brought with it the  
deployment of entertaining features into line-of-business applications. For these ap-
plications it feels counter-intuitive to incorporate entertainment, as productivity is one 
of the biggest goals. And still, entertainment serves its purpose and richness adds to 
its quality. Entertainment in line-of-business applications constitutes all those features 
of a front-end that serve the purpose of diverting the users and holding their attention. 
Entertainment features are not required for the accomplishment of user objectives. In 
most cases, the goal is to bridge waiting time for the user during the initial start-up of 
the application, during times when more data and content is loaded as part of using 
the application, and during processing times. In all these situations the user is put into 
a passive mode where he or she has to wait before relevant information is displayed or 
inputs can be made.  

The start-up of an application, for example, can be lengthy. During this time, so-
called splash screens are typically shown, initial screens containing information like 
product name, company logo, version information, etc. In recent years splash screens 
have become richer. Animations and multimedia see to it that the perceived waiting 
time is shortened. The richness also generates an expectation towards the interaction 
quality of the product once it has been loaded. 

3   Outlook 

User interface design is constantly evolving and advancing. New concepts and new 
technologies build the basis for novel interactive systems. The role of user experience 
design remains the same – to center the design of a software product on the needs, 
capabilities and limitations of the users. User-centered design processes and methods 
remain crucial in order to exploit the strengths and to mitigate the weaknesses of new 
technologies.  
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Abstract. Well-designed icons should be visually distinctive and appropriately 
represent their intended meanings. Through the axiomatic design method, 
potential design issues about the recognition of a set of biometric icons for a 
fingerprint capture device have been identified. Two possible solutions, icon 
redesign and provision of procedure instruction, were proposed. A 2x2 
ANOVA experiment was designed to test the main and interaction effects of the 
two solutions on eighty participants' icon recognition rate. Results showed that 
either redesigning the icons or providing the procedure instruction could 
significantly enhance the icon recognition rate. Furthermore, significant 
interaction effect indicated that the benefit of instruction was minor if 
redesigned icons were applied. From the perspective of human factors, icon 
redesign according to the axiomatic design principles may be a predominant 
solution. 

Keywords: Axiomatic Design, Icon, Biometric Device, Fingerprint Capture. 

1   Introduction 

Icon is one of the most important components of a Graphical User Interface (GUI) 
due to its aesthetic attractiveness, possibility of rapid recognition, and potential of 
internationalization. An icon is usually not designed alone but together with other 
icons as a set. The perceived similarity between two icons is increased by the number 
of common features and decreased by the number of distinctive features [1]. 
Confusion may occur when similar or common features shared among icons that 
represent different meanings [2]. Therefore, a well-designed icon should be visually 
distinctive and appropriately represents its intended meanings, that is, the 
discriminability and meaningfulness of icons [3]. In this study, these two key factors 
are achieved through the axiomatic design method [4, 5]. 

Axiomatic Design (AD) method is a tool for designers to construct and understand 
design problems, as well as to find possible solutions. AD has been widely applied in 
the designs of software applications, consumer products, manufacturing systems, and 
decision support systems [6]. AD views the design process as a series of mappings 
between four domains: the customer domain, functional domain, physical domain, 
and process domain. The objective of the AD is to establish a scientific foundation for 
design activities by two axioms [7]: 
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Axiom 1: The Independence Axiom: Maintain the independence of functional 
requirements. 

Axiom 2: The Information Axiom: Minimize the information content in design. 
 

The most applied mappings are the mappings between Functional Requirements 
(FRs) in the functional domain and Design Parameters (DPs) in the physical domain. 
The independence axiom claims that each FR should be satisfied by the mappings 
between FRs and DPs without affecting other FRs, that is, the independence of FRs. 
Relevant to the information theory [8], the information axiom indicates that the best 
design is the design with minimum information content. In statistical terms, the best 
design has a set of DPs to fulfil their associated FRs with the highest probability of 
success. The mappings between FRs and DPs can be defined as below: 

}{][}{ mnmn DPAFR •=  (1)

Where {FRn} is the n-vector of FRs in the functional domain, {DPm} is the m-vector 
of DPs in the physical domain, and [A]nm is called a design matrix of {FRn} and 
{DPm}. The binary values of elements in the design matrix represent the mapping 
relationship between {FRn} and {DPm}. While the value of 0 denotes no relationship 
between associated FR and DP, the value of 1 stands for the full relationship between 
them. 

The relationship between a set of FRs and a set of DPs is categorized into three 
types of design: uncouple design, decouple design, and coupled design. A 3×3 design 
matrix is used as an example to illustrate these three design types: 
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Where FR1, FR2, and FR3 are three FRs in the functional domain. DP1, DP2, and DP3 
are three DPs in the physical domain. aij (i, j = 1, 2, or 3) is the element of the design 
matrix. 

When aij = 1 for all i = j, and aij = 0 otherwise, the design is an uncoupled design 
illustrated as Eq. 3. 
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When aij = 1 for all i ≥ j, and aij = 0 otherwise, the design is a decoupled design 
illustrated as Eq. 4. 
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If a design is neither an uncoupled design nor a decoupled design, then it is a 
coupled design. An example of a coupled design is illustrated as Eq. 5. 
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Note that only the uncoupled design satisfies the Independence Axiom. That is, 
one-to-one mappings between FRs and DPs. 

In the Information Axiom, the information content is measured by its information 
amount. The information amount is defined as the probability of satisfying a certain 
FR. For example, if the probability of satisfying the FRi is Pi, then its information 
content, Ii, is defined as Eq. 6 as below: 

i
i

i P
P

I 22 log
1

log −==  (6)

From Eq. 6, if Pi = 1, then Ii = 0, which means the FRi is satisfied in one hundred 
percent. When the value of Pi approaches to 0, the value of Ii approaches to infinity, 
which means the FRi is almost impossible to be satisfied. 

These two design axioms can be applied to the new design of products, 
manufacturing processes, or systems, as well as to the evaluation and improvement of 
existed designs. The procedure is first to eliminate any decoupled or coupled design 
by applying the Independence Axiom. If there still have more than two alternatives 
remained, the second step is to select the design with minimum information content 
by applying the Information Axiom. 

As part of the National Institute of Standard and Technology (NIST) biometric 
usability research, a set of eleven icons designed for biometric systems was analyzed 
according to the axiomatic design method. As listed in Table 1, these icons represent 
user action indications and device feedback when users interact with the device, such 
as (1) ready state, (2) fingerprinting on the platen, (3) wait/hold, (4) press more/less, 
(5) acceptable/unacceptable capture(s), and (7) exit or see guard. 

Table 1. Eleven biometric icons and their twelve intended meanings 

Icon Intended 
Meanings 

Icon Intended 
Meanings 

Icon Intended 
Meanings 

(1) Ready state 
(2) Acceptable 

captures  
Scan right-
hand fingers  

 
Wait/Hold 

Unacceptable 
captures  

Scan left-
hand fingers 

 

Press 
more/less 

 

Acceptable 
scan 

 
Scan thumbs 

 

 
See guard 

 

Unacceptable 
scan  

Exit 
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2   Analysis 

The purpose or functional requirements (FRs) of the biometric user interface is to 
instruct users to interact with the device and provide necessary feedback. Types of 
feedback includes (1) ready state, (2) acceptable captures, (3) unacceptable captures, 
(4) acceptable scan, and (5) unacceptable scan. On the other hand, types of user action 
indication includes (1) scan right-hand fingers, (2) scan left-hand fingers, (3) scan 
thumbs, (4) see guard, (5) exit, (6) press more/less, and (7) wait/hold. The hierarchy 
of functional requirements (FRs) is presented in Figure 1. 

 

Fig. 1. Hierarchy of functional requirements (FRs) 

Based on the original icon design, design parameters (DPs) of the biometric user 
interface were first categorized into (1) symbol, (2) pictogram, and (3) color contrast. 
DPs in the symbol category were (1) OK in a green circle, and (2) OK in a red 
prohibitive circle. DPs in the pictogram category were (1) two light bulbs, (2) a light 
bulb, (3) right hand on the platen, (4) left hand on the platen, (5) thumbs on the platen, 
(6) human figure and a guard figure, (7) human figure and a gate with an arrow sign, 
(8) finger on the surface, and (9) digits and a clock. DPs in the color contrast category 
were (1) blue-on-white, and (2) white-on-blue. The hierarchy of original design 
parameters (DPs) is presented in Figure 2. 
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Fig. 2. Hierarchy of original design parameters (DPs) 

A design matrix of twelve second-level FRs and thirteen second-level DPs was 
established as Eq. 7. 

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎭

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎬

⎫

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎩

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎨

⎧

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎭

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎬

⎫

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎩

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎨

⎧

32

31

29

28

27

26

25

24

23

22

21

12

11

1010000000000

1001000000000

1000100000000

1000010000000

1000001000000

1000000100000

1000000010000

0100000001010

0100000001001

0100000000110

0100000000101

0100000000101

27

26

25

24

23

22

21

15

14

13

12

11

DP

DP

DP

DP

DP

DP

DP

DP

DP

DP

DP

DP

DP

FR

FR

FR

FR

FR

FR

FR

FR

FR

FR

FR

FR

 
(7)



 Axiomatic Design for Biometric Icons 103 

 

The values of elements in the design matrix showed that the device feedback (FR1) 
and user action indication (FR2), two first-level FRs, could be well distinguished by 
their color contrast (DP3). The second-level FRs in the user action indication category 
could be further distinguished by their corresponded pictograms (DP2). That is, they 
were uncoupled design. However, the second-level FRs in the device feedback 
category and their associated DPs were coupled designs as indicated in the dotted 
square in the design matrix. This may confuse users in recognizing these icons. 
Therefore, five new icons presented in Table 2 were designed according to the 
axiomatic design principles. 

Table 2. Original and new design of biometric icons 

Original New Intended Meanings 

 
 

 Ready state 

 
 

 Acceptable captures 

 
 

 
Unacceptable captures 

 

 
 Acceptable scan 

  
Unacceptable scan 

 
As shown in Eq. 8, the new three second-level DPs in the pictogram category 

(DP21, 22, and 23) grouped the possible device feedback into three stages: (1) before, 
(2) during, and (3) after the fingerprint captures, whereas the new three second-level 
DPs in the symbol category (DP11, 12, and 13) grouped the possible device feedback 
into three states: (1) ready, (2) acceptable, and (3) unacceptable. It was assumed that 
the new design would improve the icon discriminability and meaningfulness, and 
ultimately, the icon recognition. An experiment was designed to test the hypothesis. 
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3   Experiment 

In the experiment, two independent variables were the icon design with two levels of 
new versus original design and the provision of the procedure instruction with two 
levels of with versus without instruction. The dependent variable was the icon 
recognition rate. A questionnaire was designed to list the icons and their intended 
meanings parallel with them but in a random order. Participants were asked to match 
the best meanings with each icon. 

Eighty university students, fifty-six male and twenty-four female, were recruited 
as participants of the experiment. The mean value of their ages was twenty-four years 
old with the standard deviation of 1.3 years old. Participants were randomly divided 
into four groups for four experimental conditions to answer an icons-meanings 
matching questionnaire. Half participants answered the questionnaire with original 
icons, and the other half answered the questionnaire with new icons. Within each of 
these two groups, twenty participants were randomly selected to provide their 
fingerprint capture procedure instruction during answering the questionnaire. Figure 3 
illustrate the procedure instruction with original icons. The icon recognition rate was 
then calculated for each participant as the number of his/her correct matches divided 
by the total number of matches. 

 

Fig. 3. Fingerprint capture procedure instruction with original icons 
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4   Results 

Results showed that the mean value (M) and standard deviation (SD) of the icon 
recognition rate for each condition was: (1) M = 71.7%, SD = 14.9% for original 
icons without instruction, (2) M = 89.2%, SD = 11.5% for original icons with 
instruction, (3) M = 87.1%, SD = 13.4% for new icons without instruction, and (4) M 
= 90.8%, SD = 11.8% for new icons with instruction, respectively. 

A two-way ANOVA test was conducted for the main and interaction effects of the 
independent variables on the dependent variable. Results showed that the recognition 
rates of the two levels of the icon design (new vs. original) differed significantly, with 
F(1, 76) = 13.45, p <.001. A significant main effect of the provision of procedure 
instruction (with vs. without) was also found with F(1, 76) = 8.69, p =.004. That is, 
either redesigning the icons or providing the procedure instruction would significantly 
enhance the recognition rate. The interaction effect between the two independent 
variables was also significant, with F(1, 76) = 5.63, p =.02. Further post-hoc pair 
comparisons revealed that the improvement of recognition rate by applying both icon 
redesign and instruction was insignificant compared to the applications of either one 
solution. Figure 4 illustrates this interaction effect between the icon design and 
provision of procedure instruction. 

70%

80%

90%

100%

New design 87.1% 90.8%

Original design 71.7% 89.2%

Without instruction With instruction

 

Fig. 4. Interaction effect of design and instruction 

5   Conclusion 

The axiomatic design method applied in this study demonstrates that it is a systematic 
and effective tool for analyzing and evaluating the design of icons. Design potential 
issues can be identified and solutions can be derived through the design matrix 
between the functional requirements (FRs) and design parameters (DPs). 
Furthermore, it is more cost-effective compared to those user-based methods that 
require the involvement of users. It is also more objective compared to those 
inspection-based methods that rely on the subjective judgment of evaluators. 
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The findings of this study show that user recognition on those biometric icons 
could be improved by the icon redesign according to the axiomatic design principles, 
or by the provision of procedure instruction. However, from the perspective of human 
factors, we think the resign is a superior solution than the instruction since the design 
issues have not been amended in the latter. Besides, user recognition on the icons 
could be improved by one-time icon redesign rather than providing extra procedure 
instruction every time. The application of the axiomatic design method on icon design 
should be able to provide relevant and useful suggestions for the design of public 
icons or symbols about not only "what" well-design icons should be but also "how" to 
design them. 
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Abstract. Designers need rapid prototyping tools that are embeddable, easily 
configured and can control a large range of accessories. Current prototyping 
tools fall short on these requirements by requiring one or more of the following: 
a tether to a computer, textual programming, and/or limited accessory control. 
To overcome the limitations of current tools, we have developed Buttercup, a 
standalone embedded sensor/effector controller that provides a high degree of 
customization for rapid prototyping interactive devices. The keys to the 
implementation of Buttercup are its hardware and firmware architecture. By 
building a system focused on sensor and effector control, the hardware can be 
small and inexpensive. The firmware utilizes a unique mapping system that 
lends itself to robust control over its accessories while allowing intuitive 
configuration by the user through a graphical user interface. 

Keywords: Embedded controller, rapid prototyping, graphical programming, 
physical interactive system, effector controller, sensor controller. 

1   Introduction 

Designers are increasingly adding electronics and computers to products to increase 
their functionality and interactivity [1].  Rapid prototyping and the iterative design 
process are critical to the development of new products [2]. It is typically difficult or 
prohibitively expensive to incorporate form and function into a single prototype and, 
therefore, form and function are routinely divided during the development and 
prototyping of new devices.  This difficulty is compounded by the time and cost that 
it takes to add or change features of a functional prototype [3]. This leads to fewer 
functional prototypes during the prototyping phase and the design process suffers 
from fewer iterations. 

Tools that enable functional prototypes are of great value to the designer. From the 
designer’s perspective, the ideal prototyping tool would be embeddable and small, be 
easy to configure with no textual programming, and offer control over a large range of 
sensors and effectors (i.e. devices that modify the environment or provide stimulus to 
humans; examples include lights, sounds, vibrators, motors, and heaters). Embeddability 
and large range of accessories are important to make the tool as universal as possible. 
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Ease of configuration without programming is critical since designers generally do not 
have a programming background [3]. 

Other groups have identified these needs and have developed systems to aid the 
designer in the prototyping process. Despite these efforts, with the exception of the 
Buttercup platform presented here, no prototyping tool satisfies the three needs listed 
above (i.e., embeddable, simple configuration and control of large range of sensors 
and effectors). 

Many prototyping tools have focused on the information appliance [4-6] due to its 
popularity and ubiquity in today’s culture.  An information appliance is a computer 
designed to perform a specific function; examples include mobile phones, global 
positioning systems (GPS) devices and MP3 players [7]. Even though it is not 
explicitly stated in the definition of information appliances, these devices almost 
always interact with the user through a visual display, audio or both. Since both visual 
displays and audio require high bandwidth and fast computing power, almost all 
prototyping tools use a traditional PC to control these outputs and thereby tether, 
either wired or wirelessly, the prototyping tools to a computer. This tether usually 
prevents the device from being embedded or limits the range the device is functional. 
Some examples of these prototyping tools include d.tools [5], Thumbtacks [8], and 
DisplayObjects [6]. 

Phidgets [9] has the ability to control many types of sensors and effectors, but still 
requires a tether to a PC. The Arduino and iStuff Mobile [10] can work independent 
of a computer and lend themselves nicely to being embedded.  The Arduino can also 
control many sensor and effector types, but requires textual programming to operate 
and configure (a severe drawback to less program-savvy designers). iStuff Mobile 
suffers from lack of effector support and though it can be visually programmed, the 
type of visual programming is aimed towards programmers. 

To overcome the shortcomings of current rapid prototyping tools, we have 
developed the Buttercup platform, an embeddable sensor/effector controller that can 
be intuitively configured visually. 

2   Platform Overview 

The Buttercup is a standalone embedded sensor/effector controller that provides a high 
degree of customization for rapid prototyping interactive systems.  Fig. 1 shows the 
Buttercup controller along with some sensors and effectors that are compatible with the 
system. In its most basic operation, sensor data is read by the Buttercup controller which 
uses a user-defined response curve to generate control signals for an effector. 

The block diagram of a generic system setup in Fig. 2 shows the basic system 
components and typical data flow.  The four basic subsystems of this platform are: the 
Buttercup controller, a sensor, an effector and power. There is also an optional 
connection to a computer via USB that is used to configure the device using a 
graphical user interface (GUI) and to monitor its operating parameters in real-time.  
After the designer has configured the device, the parameters can be saved to non-
volatile memory and the Buttercup controller can be disconnected from the computer.  
When power is supplied to the Buttercup device (e.g. from batteries), the parameters 
that were saved are loaded and the system will operate independent of a computer. 
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Fig. 1. Common components used in the Buttercup platform. From left to right: accelerometer, 
flex sensor, potentiometer, pressure sensor, light sensor, Buttercup controller (center), LED, 
vibrator, fan, servo-motor. 

3   Platform Details 

3.1   Buttercup Controller 

The Buttercup controller is a 26 mm x 26 mm device that is used to read sensor data 
and control an effector. The main hardware components of the Buttercup controller 
are a PIC18F24J50 microcontroller, a 5 V to 3.3 V voltage regulator, two crystals 
(32.768 kHz and 12 MHz), a mini-USB connector and headers for a sensor and an 
effector. The interfaces to the sensor and actuator operate on 5 V power and the 
microcontroller and all the supporting components operate on 3.3 V power. The 
analog-to-digital converter (ADC) on the microcontroller is 8-bits and therefore can 
record 256 discrete sensor values. During duty cycle control, the pulse width 
modulated (PWM) output of the microcontroller operates at 40 kHz with a resolution 
of 8-bits, or 256 discrete duty cycles. This PWM frequency was selected to be above 
the upper threshold of human hearing (~20 kHz) and therefore limit any audible 
sound that might be generated when driving certain effectors. In servo mode, the 
PWM frequency is 50 Hz and the pulse width ranges from 1.2 ms to 1.8 ms (1.5 ms 
centered) at a resolution of 1 µs.  This control signal is typical of most servo-motors. 

3.2   Sensor 

The three pin sensor connector from the Buttercup controller provides ground, 5 V 
power and analog signal in. The analog input signal should range between 0 and 5 V. 
The sensor response is not required to be linear since the designer can correct for 
nonlinear sensors in the configuration of the Buttercup controller, but the sensor 
should have an impedance of 10 kOhms or less to provide sufficient current to the 
ADC of the microcontroller. 
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Fig. 2. Block diagram of a generic interactive system utilizing the Buttercup controller 

3.3   Effector 

The effector can be any device that is controllable by a PWM signal. This includes 
motors, LEDs, vibrators and speakers. The effector can also be controllable by pulse 
width duration, such as a servo-motor, instead of the typical duty cycle controlled 
devices mentioned above. The three pin effector connector from the Buttercup 
controller provides ground, 5 V power and PWM signal out.  

3.4   Power 

The operating supply power can range from 4.5 V to 5.5 V. Power is provided to the 
Buttercup controller through the USB connector from either the 5 V USB bus power 
or from batteries during standalone operation. Power to the effector and the sensor are 
provided by their respective connectors on the Buttercup module.  

4   Platform Architecture 

There are three main elements to Buttercup’s architecture that enable its functionality 
and versatility as shown in Fig. 3. The entire system update period is 1 ms, which is  
 

 

Fig. 3. Diagram of Buttercup architecture: Sensor data is processed from left to right to 
determine the proper effector control signal 
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fast enough for any human interface device since the discrete steps are not perceivable 
and the system latency is not noticeable. 

The first element, the signal processing step, reduces the noise of the analog sensor 
signal by oversampling the sensor data at 1 kHz. The data sampled is averaged over 
the system update period of 1 ms, thereby averaging 10 readings for each update 
period. This signal processing reduces the noise from the sensor and eliminates most 
high frequency signals without affecting the response of the system. 

The second element, sensor-to-effector mapping, enables the designer to arbitrarily 
control the effector’s response to the sensor signal. By providing complete control 
over the sensor-to-effector responsive curve, the designer has the ability to fine-tune 
every aspect of the effector’s response throughout the entire sensor range. This 
includes simple adjustments such as limiting the maximum or minimum effector 
output to more complex responses such as linearizing the sensor output or even 
reversing the effector response as the sensor signal increases (i.e., the effector goes 
from 0% to 100% back to 0% when the sensor signal goes from 0% to 100%). This 
sensor-to-effector response is the same curve that is labeled C in Fig. 4. 

In the firmware this response curve is stored as a 256 element lookup table, with the 
array index being the raw sensor value as determined by the signal processing step. A 
lookup table was selected over interpolation for several reasons. First, since the sensor 
data is only 8-bits and the PWM output resolution is 8-bits, a lookup is not prohibitively 
large, even for a microcontroller. Second, computation time is much smaller than other 
methods, such as interpolation, since the microcontroller does not have a floating point 
coprocessor. Finally, the lookup table gives designers complete control over the 
response curve and does not limit them to finite control of just a few points. 

The third element, output PWM conversion, adjusts the output PWM signal to the 
effector based on the desired effector output. Depending on the effector, different 
PWM signals are needed to control it throughout its full range. For example, to turn 
an LED from 0% (fully off) to (100%) fully on, the PWM signal must be adjusted 
from 0% duty cycle to 100% duty cycle. In contrast, to move a common servomotor 
over its full range, the PWM signal must be adjusted from a 1.2 ms pulse width (6% 
duty cycle) to a 1.8 ms pulse width (9% duty cycle). The output PWM conversion 
element of the Buttercup provides the flexibility to control a large number of different 
effectors. 

5   User Interface 

Although the Buttercup platform can operate independently of a PC, a PC is required 
to configure the device. The user interface for configuring the Buttercup platform is 
shown in Fig. 4. The graphical display, labeled C, gives the designer complete control 
over the sensor-to-effector response curve (black lines). In this figure, the preset 
cosine curve has been loaded. Each point on this curve can be dragged and dropped, 
allowing fine control over the system’s response. Within this same display, the blue 
crosshairs provide the real-time operating point of the system. This feedback allows 
the user to quickly see how the system is responding and where adjustments need to 
be made.  This real-time response is especially useful for determining the operating 
parameters of a sensor since the designer can see the real-time sensor output. 
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Fig. 4. Screenshot of the user interface: The large red letters are not part of the actual interface 
and are used only to highlight important aspects of the interface. A: Buttons used to load and 
save data to the Buttercup. B: Common curves can be loaded with these buttons. C: Graphical 
display of the sensor-to-effector response curve. Blue crosshairs provides real-time data of the 
current operating mode. D: Text boxes show numerical values of sensor-to-effector response 
curve. E: Real-time data of the sensor input signal and the effector output control signal. 

The meter bars on the bottom, labeled E, provide real-time values of the sensor 
reading and the desired effector output. The Servo Mode On checkbox near label A 
allows the designer to select a PWM output that is compatible with a servo, or when 
unselected, typical PWM duty cycle control is used. 

The Load Parameters button near label A loads the current response curve in 
volatile memory of the Buttercup controller. The Save Parameters button puts the 
response curve into non-volatile memory which is loaded on startup and allows 
independent operation.  

This user interface and the low level USB communication was written in C# with 
the exception of the response curve and meters bars, which were written in Flash. 

6   Conclusion 

Reducing the time between design iterations is critical to speeding up the prototyping 
process. Currently, there is no other embeddable system that provides a convenient 
method for rapidly prototyping interactive systems with a large range of accessories. 
Buttercup fills this need by providing an effective platform for prototyping devices 
that utilize sensors and effectors. The Buttercup platform gives designers complete 
control over their system’s response. The parameters of the Buttercup platform are 
controlled with an intuitive user interface that allows the designer to adjust critical 
parameters of the interactive system. This enables the designer to quickly and 
effectively test new design concepts.  Future work includes expanding on the types of 
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sensors and effectors that Buttercup supports, adding support for multiple sensors and 
effectors, and increasing the functionality to include different types of control 
schemes. 
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Abstract. To improve the integration between Software Engineering (SE) and 
Usability Engineering (UE) this paper identifies areas of overlap and develops 
proposals for their integration. The focus is on key requirements that were 
derived using semi-structured interviews and questionnaires. The principles and 
activities in the standards ISO 13407 and ISO/PAS 18152 were concretized to 
establish specific quality aspects. The identified requirements provide a 
foundation for systematic modification of existing development processes with 
established best practices from both disciplines. 
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1   Introduction 

Software development processes aim to produce products with a guaranteed quality 
level, where quality can refer to a variety of aspects including reliability and 
maintainability from a technical perspective as well as usability and adequateness 
from a usage perspective. Software Engineering (SE) has developed SE models as 
systematic approaches to address technical quality goals during development. SE 
models define detailed activities, the sequence in which these activities have to be 
performed, and the resulting deliverables and are meant to unify working processes 
[13]. To address the quality goals from the usage perspective the domain of Usability 
Engineering (UE) has also developed a variety of methods and processes. The 
development of high quality software requires to combine the goals and methods of 
SE and UE in a way that allows systematic implementation while considering all 
quality factors as well as costs and time. A key question is how this integration can be 
realized in practice. The introduction of novel development processes that address all 
quality requirements and integrate methods from both disciplines is problematic. In 
most development contexts a modification of existing SE processes is desired. The 
challenge is to provide systematic support for the assessment of existing SE processes 
and guidelines for their extension with usability oriented activities.  

In the study described here the first aim was to identify an appropriate level of 
abstraction at which such guidance can be provided that is neither restricted to a specific 
process but concrete enough to add value to the integration process. The second goal 
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was to provide concrete guidance through an assessment process at this level of 
abstraction.  

Therefore the authors first analyzed various types of different integration 
approaches in order to identify the most promising level of abstraction for further 
integration strategies. The level of software engineering and usability standards is 
selected for closer inspections, i.e. in terms of assessment approaches. Previous work 
is summarized and the proceedings of an expert evaluation (interviews) are presented. 
The resulting requirements can be used first, as a basis for the definition of software 
development processes aiming at usable solutions; and second, as an enhancement to 
existing assessment standards. Then, first steps towards validation and application of 
these requirements are discussed. 

2   Integration Approaches 

In theory and praxis, a considerable number of integration approaches exist [15] 
(detailed analysis can be found at [10]). Some of these approaches tend to define 
common activities and artifacts for both SE and UE and to integrate these specific 
activities into the process of development. They aim at a ’soft integration‘ of UE 
aspects on a mutual basis, e.g. at interlinking relative results. Most approaches focus 
on a minimal organizational and structural transformation and/or change. For 
example, Schaffer [14] presents a method for the integration of UE activities, which is 
based on the evaluation of a concrete existing process.  

Other integration approaches address the level of process definitions and process 
models. These aim to define pre-settings for the development and contain both a more 
concrete approach (focusing on the integration of UE activities in an already existing 
SE Models), and more fundamental aspects of process models (independently of any 
concrete SE Model). An example for approaches that integrate UE activities with 
existing SE Models is Pelka [12] who build on the V-Model as a base for the 
integration of UE activities. 

A third group of integration approaches focuses at an even higher level of 
abstraction and describe organizational measures, principles, paradigms or meta-
models. Those approaches are independent from any specific process model or 
activities but rather describe organizational measures, principles, paradigms or meta-
models. As an example, Pawar [11] analyzed several activities of SE and UE in order 
to identify principal similarities as the basis for a framework for integration. 

These approaches can be structured into three levels of abstraction [6]: The abstract 
level of standards, the level of process models and the operational process level. 
These are related in a hierarchy: standards define the overarching framework, process 
models describe systematic and traceable approaches within such a framework, and at 
the operational level the models are tailored to fit the specifics of an organization [6]. 

3   Process Assessments 

This hierarchy exists in both disciplines software engineering and usability 
engineering and can be exploited for integration. At the level of standards general 
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integration strategies can be defined that are applicable to a large number of existing 
development processes. For the purpose of integration we have focused on the SE 
standard ISO/IEC 12207 [2] and the UE standard ISO 13407 [1] . ISO/IEC 12207 
defines a process framework for the development and management of software 
systems and identifies required processes and activities for the development-lifecycle. 
ISO 13407 defines four activities of human-centered design that should take place 
during system development. 

An analysis [6, 7] shows that while some guidance can be derived from matching 
these standards, in practice more detailed and adequate criteria for the assessment are 
necessary to make objective statements about the ability of process models to create 
usable software and to derive actions for process improvement. We have therefore 
followed a process assessment approach that aims at the evaluation and optimization 
of existing processes in order to ensure technical quality and usability. Separate 
assessment approaches exist in SE and UE. ISO/IEC 15504 [3] describes a 
methodology and structure for assessing software development processes and defines 
requirements for the assessment, an assessment model and a reference model. For the 
domain of UE a similar approach exists with ISO/PAS 18152 [4]. To ensure usability 
within the development process there is a need for specific quality criteria for the 
assessment that integrates usability criteria. 

The authors believe that there is such thing as a ‘common understanding’ in terms 
of what experts think of when they talk about UE and this is certainly represented by 
the definition of the human-centred-design process in the DIN EN ISO 13407. 
Although the definitions of base practices defined in the ISO/PAS 18152 are not 
considered as invalid they leave leeway for interpretation [9]. 

However, while this ‘common understanding’ seems true on a very abstract level, 
strong differences in how to implement these in practice can be expected. The key 
question therefore is not only what should be done, but rather how it can be assured 
that everything needed is being performed (or guaranteed) in order to gain a certain 
quality of a result, an activity or the process itself. In addition, the completeness and 
correctness of the base practices and human-centred design activities as defined in the 
ISO/PAS 18152 itself needed to be verified. 

To establish such criteria based on current best practice the authors performed 
semi-structured interviews and questionnaires with six experts in the field of UE [10]. 
The experts were volunteers from an expert working-group on the integration of 
software engineering and usability engineering, the ISO committee TC 159 
Ergonomics/SC4 as well as industry experts. A substantial part of the interviews 
referred explicitly to quality characteristics/aspects of the human-centered design 
activities of ISO 13407: ‘context of use’, ‘user requirements’, ‘produce design 
solutions’ and ‘evaluation of use’. The goal was to identify what constitutes the 
quality of a certain activity from the experts’ point of view and what kind of 
(potentially measurable) success and quality criteria exist that are relevant on a 
process level and subsequently for the implementation in practice. 

As a result, overarching process- and quality characteristics were derived that led 
to statements about the relevance, the application and need of usability activities, 
methods and artifacts to be implemented in SE. 

In summary, it can be said that the quality of the four activities essentially depends 
on the production and subsequent treatment of the result generated by each activity. 
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From the quality perspective it is less important how something is accomplished, but 
rather to guarantee the quality of the results. In order to answer the question what 
constitutes this quality, the analyzed statements of the experts regarding each activity 
have been analyzed and documented. In [9] the core characteristic (essence) of each 
activity is described, followed by requirements regarding the generation and treatment 
of content, a summary of (measurable) quality criteria and success characteristics, as 
well as a list of operational measures that can be used for the implementation in 
practice. 

After this, the authors categorized and structured each single statement (473 
altogether) by: an unique id; its origin (question concerning one activity: ‘context of 
use’, ‘user requirements’, ‘produce design solutions’ or ‘evaluation of use’); and the 
references to ISO 13407 and/or ISO/PAS 18152 (questions aimed on the goals and base 
practices of the two standards). After that, the statements have been categorized whether 
they addresses quality aspects regarding the process, an activity, or deliverable. All 
those parameters have been used to perform several iterations of analysis. By doing this 
each statement of each single interview partner has been compared with the statements 
of the others in order to count the number of similarities in terms of the content. Those 
statements that reflect a similar issue have been combined to a general requirement. As 
a result, the more statements refer to one requirement the more relevant it has been 
rated. By doing this, the statements have been fused and formalized into 107 
‘requirements for development processes or process models’ that define the demands of 
UE (see Table 1 for an excerpt, complete list will be online for publication shortly). At 
last, the requirements have been categorized according to their focus on: quality aspects, 
the process, activities or deliverables. 

As a result the authors distinguish two distinct types of requirements: Compliancy 
and key requirements. Compliancy requirements represent the goals and base 
practices defined in the standards and refine them with the input of the experts from 
the interviews. Key requirements define core characteristics of the overall frameworks 
usability activities focusing on the quality of activities and results. 

The beneficial use of the requirements is two-sided: First, as a basis for the definition 
of software development processes aiming at usable solutions; and second, as an 
enhancement to the assessment standard ISO/PAS 18152 and its assessment criteria. 

4   Steps towards Validation and Application 

Validation of process changes in complex processes like software development is 
difficult because the cost and complexity of real world development projects makes 
controlled experiments impossible. To validate the compliancy and key requirements 
we used two approaches.  

In the first step we distributed a questionnaire to 13 usability experts (again 
involving experts from industry, academia and ISO standardization committees) in 
which they were asked to rate the requirements from their practical experience with 
regards to correctness (is this requirement correct) and relevance (how important is 
the requirement with regards to the overall goal of ensuring usability). Table 1 shows 
these rating for exemplary requirements. As a result, compliancy and key 
requirements were established that represent an evaluated knowledge basis for the 
development of usable products [8, 10].  
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Table 1. Examples of the requirements for the UE-activites ‘context of use’ (CoU), ‘user 
requirements’ (UR), ‘produce design solutions’ (PDS) and ‘evaluation of use’ (EoU) and the 
experts’ rating in terms of correctness and relevance (in practice) 

Nr Activity Requirement Correctness Relevance 
2 CoU Context-analysis is an integral part of the 

process. 
Correct Very high 

17 CoU The outcomes of the context analysis serve as 
the input for the next process step and the 
activity itself is anchored within the process 
model accordingly. 

Correct High 

27 CoU The characteristics of the intended users and 
their tasks, including user interaction with 
other users  
and other systems, are documented. 

Correct Very 
High 

24 CoU The analysis is focused on the original 
context of the users (their goals, tasks, 
characteristics of the tasks and the 
environment, etc.). The analysis is 
independent of any existing 
solution/implementation. 

Correct High 

33 CoU The context-information is based on facts and 
not an interpretation of any situation. 

Sufficient Medium 

46 UR A sufficient amount of user requirements are 
the basis for the next process step (PDS). 

Correct Very 
High 

71 PDS The development of solutions is carried out in 
collaboration with the development team. 

Correct Very 
High 

 
In a second step we examined in how far the requirements are suitable to identify 

problems with existing processes as documented in literature. While a notable scarcity 
of such documented experiences exists there are some useful exceptions. In particular 
Jokela [5] has conducted and documented eleven process assessments within the last 
years and identified a number of common usability problems in industrial practice, 
e.g. Missing or Only Partial Usability Engineering Activities, Results of Usability 
Activities Not Considered, Quality Problems, Knowledge and Skills Problems, etc. 
By matching these problems identified by Jokela in 11 assessment projects with the 
compliancy and key requirements, we established that the majority of the reported 
problems are addressed by the key requirements. This indicates that common 
problems of UE in development practice could be avoided if the compliance and key 
requirements were considered during the definition of development processes. 

The requirements could also be used as detailed criteria for assessing processes (or 
process models) leading to more specific results about weaknesses. In addition, more 
specific measures for improvement could be derived than in common assessment 
approaches (i.e. the ISO/PAS 18152).  

The compliancy and key requirements therewith not only reflect basic demands to 
be applied on development processes they also address common problems of 
integrating SE and UE. By fulfilling these requirements a substantial contribution to 
the development of usable solutions could be made. 
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Altogether the requirements lead to the integration of SE and UE on all three levels 
of abstraction. They define goals and characteristics of activities, quality and success 
criteria as well as results that lead to the systematic development of usable products. 
This is reflected through the overarching framework and therewith on the level of 
standards, by the requirements’ ability to be applied on the level of process models 
and the operational level in which the models are tailored to fit the specifics of an 
organization. 

5   Conclusion and Outlook 

This paper identifies compliancy and key requirements for the integration of usability 
engineering activities into software engineering processes. The 107 requirements 
define objectives and characteristics of activities as well as quality and success 
criteria for execution and were ranked and rated by usability engineering experts to 
provide an indication of their validity and relevance. The requirements are abstract 
enough to serve as assessment criteria for a wide range of processes but their 
application in an assessment process provides more specific guidance than generic 
guidelines. The requirements can be used to refine to the ISO/PAS 18152, a public 
available specification for a process assessment of human-system issues.  

Currently the authors are analyzing the changes in the new version of the standard 
ISO 9241-210 (which replaced the ISO 13407) and are going to adapt the 
requirements where necessary. In addition the ISO/IEC 12207 is being 
operationalized in more detail (activities, tasks, artifacts and their relations) and are 
mapped to the compliancy and key requirements. The results will end in a new 
reference model for integrating software engineering and usability engineering 
likewise. The model can be used for process definition and assessments as well. A 
first expert based evaluation of the model is going to be finished very soon. 

In future work the authors aim to apply the optimized assessment approach to 
additional process models, such as agile approaches, to establish their suitability 
beyond traditional SE processes. 
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Abstract. Wizard of Oz (WOZ) systems and WOZ experiments are an
important tool for basic and applied research in HCI. We report about
using SEMAINE as a flexible component based middleware with a loose
coupling of components as software infrastructure for WOZ experiments
in human companion interaction. We focus on our experimental WOZ
designs, their realisation within the SEMAINE framework and lessons
learned from deploying the implemented solutions as the basis for ongo-
ing controlled experiments with 120 subjects.

Keywords: Wizard of Oz, Companion Systems, Emotion, Multimodal,
Message Oriented Middleware, SEMAINE.

1 Introduction

A Companion System (CS) can be described as ”an agent or ’presence’ that stays
with the user for long periods of time, developing a relationship and ’knowing’
its owners preferences and wishes. The Companion communicates with the user
primarily through speech, but also using other technologies such as touch screens
and sensors.” [3]. Companion systems will assist their users in managing their
daily life. An elderly person that may still live on his own with such a technical
support is more likely envisaged as a companion user than a young professional.
So support in mundane activities rather than in specialised business applications
is of high relevance.

In order to explore companion systems, Wizard of Oz (WOZ) experiments
are a usual approach [5,6,11]. The WOZ concept has a common usage in the
fields of experimental psychology, human factors, ergonomics, linguistics, and
usability engineering to describe a testing design methodology where an experi-
menter (”Wizard”) simulates the behaviour of a theoretical intelligent computer
application.

Different software components communicate with each other, thus the system
needs an infrastructure that supports flexibility and reusability. Message Ori-
ented Middleware (MOM) is a software infrastructure with the focus on sending
and receiving messages between different systems [2]. In general MOM supplies a
base for application interoperability in heterogenous and complex environments.
Application Programming Interfaces (APIs) which are distributed across diverse
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platforms and networks are typically provided by a MOM. This facilitates easy
integration of components running on different operating systems and written in
different programming languages. The SEMAINE API provides an abstraction
layer over a MOM and provides the needed functionality for modular systems
dealing with emotions [9].

In this paper we suggest a framework, with which WOZ experiments can be
provided in flexible way.

This paper is organized as follows. We first introduce the Wizard of Oz
paradigm in section 2. Section 3 describes our experimental design. In section 4
we present the architecture of the framework followed by an description of the
implemented interface components in Section 5. Section 6 concludes the paper
and provides some insights on our future work.

2 Wizard of Oz

Wizard of Oz (WOZ) systems are an important tool for basic and applied re-
search in Human-Computer Interaction (HCI) and thus likewise for companion
systems. This is especially true when WOZ experiments are interleaved with
the development and implementation of additional system functionality, e. g. de-
velopment and/or integration of autonomous and automatic components that
replace functionality formerly provided by the wizard.

A WOZ system allows the observation of a user operating an apparently fully
functioning system whose missing services are supplemented by a hidden wizard.
The user is not aware of the presence of the wizard and is led to believe that
the computer system is fully operational. The wizard observes the user through
a dedicated computer system connected to the observed system over a network.
When the user invokes a task that is not available in this observed system,
the wizard simulates the effect of the task. Through the observation of users
behavior, designers can identify users needs when accomplishing a particular set
of relevant functions and evaluate the particular interface used to accomplish the
functions. During a WOZ experiment, the exchanged data between the observed
user and the wizard is recorded for further analysis [8].

3 Experimental WOZ Design

By definition a companion is with his user for a long period of time. So certain
aspects of the human companion interaction will only be adequately dealt with in
long term investigations with developed companion systems that users can carry
with them and make use of in their daily life. For our experimental design we had
to take into account that such developed systems do not yet exist. Even more
some aspects of the interaction with a companion have to be investigated before
such systems can be designed and implemented. In our experiment we investigate
intentions ascribed to the companion system by users. Further description of this
paradigm can be found in [7].
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3.1 The Cover Story

Our cover story that is told to the subjects in the wizard of oz experiments takes
these constraints into account: The subjects are told that they will run through
the personalisation phase of a companion system – a phase that is a prerequisite
for the system to be later adapted to the individual user characteristics and
preferences – and that they therefore both have to answer a number of questions
as well as to succesfully complete some tasks. Another aspect of this cover story is
the resulting personal involvement of the subjects that is additionally supported
by addressing the subject with his name and displaying the name as running
head in various screens.

Fig. 1. Design of the WOZ experiment

The overall design of our WOZ experiment comprises an experimental and
a reflection phase. The experimental phase was divided into different modules
(c. f. Fig. 1). Each module stands for a part in the experimental phase and can
employ different software components.

The module named ’last minute’ was designed to investigate how users interact
with a companion system in a mundane situation with the need for planning,
replanning and strategy change. The subject interacts only vocally with the
system.

3.2 Last Minute

The user is asked to imagine a situation in summer with most of his friends
already in holidays when s/he as a surprise gets informed to have won a two
weeks vacation. The prize includes as well the opportunity to select all necessary
items for the travel from an online catalogue organized in a number of categories
(e. g. coats, trousers and skirts, hats, underwear, sports equipment, etc.). For this
selection fifteen minutes are available, because then the taxi to the airport will
arrive and the packed suitcase will be available at check in.
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4 Architecture of the Framework

The aim of our research was the development of an instrument for the realization
of WOZ experiments, which fulfills the following requirements:

1. simple, easy and efficient development as well as integration of modules,
software components

2. and distributed WOZ experiments across different locations.

The software for theWOZexperiments is componentbasedandthusmodular struc-
tured. The components communicate using a MOM which is specifically designed
to integrate different applications or processes through messages being routed from
publishers to subscribers. The aim of this ”glue technology” is to glue together
applications both within and across organizations, without having to reengineer
individual components. An important advantage of a generic Message Oriented
Middleware lies in its flexibility. The system architecture can be rearranged very
easily – adding or removing a component consuming or creating a specific message
type does not require any changes elsewhere in the architecture [2].

In the first implementation OAA (Open Agent Architecture) [4] was used as
MOM but this platform was replaced by the SEMAINE API [9]. The SEMAINE
API provides an abstraction layer over a MOM that allows the components
to deal with messages in a type-specific way. The MOM currently used in the
SEMAINE API is ActiveMQ1 from the Apache project.

Our approach uses the SEMAINE API, which is an open source framework
for building emotion-oriented systems and provides Java and C++ wrappers
around a MOM. This framework allows the communication between components
running on different operating systems via XML and other standardized formats.
Different components can run on physically distinct hardware as long as they
are connected within a network.

5 Implementation

The interface components of the module ’last minute’ are shown in Fig. 2. This
’last minute’ module uses a control interface for the wizard (”wizard interface”),
an visual user interface for the subject and a text-to-speech system for the speech
synthesis (”subject interface”). The experiment is controlled by the Wizard via
the control interface. From here the Wizard can select text blocks for the speech
synthesis and control the visual operational sequence on the monitor of the test
person [5].

An example interaction:
1. The subject says he would like to pack items (e. g. ”I want to pack two

t-shirts”).
2. The Wizard understands the utterance, selects the equivalent term on the

monitor and thus confirms the selection.
1 http://activemq.apache.org/
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Fig. 2. Interfaces of the ’last minute’ module

3. The SEMAINE API sends this information to the visual user interface and
to the speech synthesis component.

4. The visual user interface displays the new information and the speech synthe-
sis component generates the respective language output (e. g. ”two t-shirts
were added”).

The WOZ system used is based on three major components integrated using the
SEMAINE API. These are the control interface component of the Wizard and
the visual user interface and speech output component of the test person. In
the following we will describe these implemented software components in more
detail.

5.1 Wizard Control Interface

The wizard control component and its interface is shown in Fig. 3. It provides
typical features like a configuration menu and a log window. The frames for the
different tasks are arranged as follows.

The dialog control frame contains the selection of modules of the WOZ exper-
iment (1), predefined text patterns (2), the item selection (3) and at the bottom
a text field for free text input. For each module of the WOZ experiment selected
all predefined text patterns are loaded and displayed. Some text patterns need
additional information (e. g. which item should be packed or which catalogue sec-
tion to load). After selecting a text pattern and – optional – an item the sentence
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Fig. 3. Wizard Control Component

can be send to the other components by pressing ’enter’ or with a double-click.
If a sentence is needed but can not be found fast enough or is not available in
the text pattern list, it can be typed into the free text field (providing auto com-
pletion) and sent. The Article information frame (4) provides an overview of all
items already in the suitcase and their actual weight. It can also be used to pack
items. The Information frame (5) provides the subjects personal information and
is used in the personalization stage of the experiment. The Fast-Erase frame (6)
shows all packed items in alphabetical order and is used to unpack items or
change their amount quickly. The Log frame (7) shows a log of all events and
sent messages to support the observation of the subjects screen. The Frames 1 -
6 support fast handling and provide easy sending functionality and hotkeys.

5.2 Visual User Interface

The visual user interface is started seperately but is controlled by messages
sent from the wizard control component. It visualizes information about the
experiment and the selection menus during interaction (c. f. Fig 4) as well as
the subjects name on top and additional information about the session state.
With this component the subject is able to observe his actions on the screen.
The visual user interface is written in JavaFX2.

5.3 Speech Component

The Speech Component receives messages send from the wizard control com-
ponent and sends the messages to a MARY TTS3 server to synthesise these
2 http://javafx.com/
3 http://mary.dfki.de/

http://javafx.com/
http://mary.dfki.de/
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Fig. 4. Visual User Interface: a selection menu

Fig. 5. The experimental hardware setting. C=High resolution camera, H=Heart beat
clip, M=Microphone, R=Respiration belt, S=Skin conductance clip, T=Stereo camera,
W=Observation webcam. Not in the picture: Headwear microphone.
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messages. The MARY TTS platform is an open source and modular architec-
ture for building text-to-speech systems [10]. It supports various pronounciation
features of synthesised speech and will be employed to simulate emotionally
sounding voice (e. g. friendly, sad, angry, . . . ) in the ongoing improvement of the
system.

5.4 Experimental Setting

The environment for the subjects (c. f. Fig. 5) is as follows: The subjects sit
comfortable on a chair at a desk. They are told to lean back and are instructed
not to move the left hand because the skin conductance and heart beat are
measured at the left fingers. For respiration recording the subjects get an elastic
belt around the chest. Sound is recorded with two microphones next to the screen
and one headwear microphone. Video is recorded with one observation webcam,
four high resolution cameras and one stereo camera. Illumination comes from two
light panels next to the desk and three light panels at the ceiling. The window
of the room is shut, so no daylight (constant illumination) and no noise comes
in.

6 Conclusions and Future Work

In this paper we have proposed a software design for Wizard of Oz experiments
that uses the SEMAINE API as the platform for the components’ communica-
tion. This design allows flexibility for adding new components and exchange and
reuse of components. The implemented software is used to perform experiments
with 120 subjects and will be used – with different component constellations –
for further experiments.

Automating parts of the WOZ experiment is work in progress. The architec-
ture for automating the spoken dialogue between system and user is designed as
follows. The software is divided into four SEMAINE components.

– One component connects a commercial speech recognizer (ASR) and text to
speech (TTS) software4 to the SEMAINE system. This component will from
now on be referred to as the connector component.

– The container component acts as a storage for items which the user has
packed into his luggage.

– A third component is called the control component and its task is to send
commands concerning the insertion or removal of luggage items into the
container, as well as keeping track of the active category for selection and
notifying other components of which items are currently available for pack-
ing/removal.

– The last component is the grammar component based on Grammatical Fram-
work (GF) [1], which has two tasks. The first task is parsing utterances based
on GF recognized by the ASR and transforming them into commands related

4 http://www.nuance.com/

http://www.nuance.com/
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to packing/removing items from the luggage. These commands are then sent
to the control component for further processing and, if applicable, to the con-
tainer component, too. The second task of the grammar component is the
reception and processing of status updates of the container. These status up-
dates reflect successful operations inside the container. After such a status
update the grammar component transforms the confirmation message into a
natural language sentence, and sends this linearization to the text to speech
component.

In addition to automating functionality of the wizard, future work includes the
development of a formal description for the software components and experimen-
tal modules, e. g. by XML. Using this description several experimental settings
(e. g. with more and different experimental modules, interfaces and components)
can be created easily and with high flexibility.
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Abstract. With the advent of rich application frameworks like Flash and 
Silverlight as well as the increased exposure to interaction models they make 
possible (does anyone want a mobile device that doesn’t have an iPhone-like 
interface?) it isn’t difficult to imagine that usability and design professionals may 
be feeling a little vulnerable. After all, until recently, usability and design 
professionals were the last, best hope in the face of early web design, business 
systems left over from the 80s and clunky mobile phone menus. We helped create 
an environment in which users expected more (at least on the web). Today, 
however, developers have at their disposal an arsenal of tools designed to provide 
users with experiences that take advantage of asynchronous server calls, high-
definition multimedia and slick, natural-feeling interactions. Have we been 
relegated to the role of usability testing? Surely, our profession has more to offer. 
The good news is that our role is the same as it has ever been. Like any platform 
or technology, rich application frameworks are the medium through which design 
is expressed. As such, they are no different from any previous platform that was 
ready to revolutionize the manner in which people interact with information, the 
world or each other. They are the tools through which researchers, designers and 
technologists enable users to complete tasks and make decisions. They are the 
paint and canvas, the clay and plastic molds, with which we bring our designs to 
life. A well-designed system is the result of a well-defined design process. That 
process includes the expertise of an interdisciplinary team with individual 
backgrounds in graphic design, fine art, architecture, cognitive psychology, 
anthropology, human-computer interaction, and other fields. This kind of design 
team has the training and experience to bridge the gap between business, 
technology and human requirements. They (we!) practice a design process that is 
mindful of the features, functions and legacy systems that must be somehow 
united, implemented and maintained. They are equally mindful of who will be 
using these systems (from motorcycle enthusiasts to financial analysts, from 
students to CEOs), their experiences and mental models, where the systems will 
be used (from hospital emergency rooms to living rooms and executive 
boardrooms) and what they need from technology to improve rather than impede 
outcomes. If, at any point, the user must wrestle with the interface, then research 
and design have failed. Our job, therefore, remains one of understanding the ways 
in which users need to have information presented to them, the ways in which 
they need to interact with it and the decisions they must make. The capabilities 
made available via rich internet applications provide a larger toolset from which 
to choose in order to meet these requirements. 

Keywords: design, design process, research, usability. 
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1   The Design Process 

From the very conception of an interactive digital tool, everyone involved in the 
design and development process must understand the audience for whom they are 
designing. They must establish methods to gain that understanding. Researchers, 
designers, and developers must collaborate openly and freely to evaluate all decisions 
in terms of their understanding of the user. This is design, and it is precisely this kind 
of product design methodology that can be overlooked in the desire to create the type 
of interaction models made possible by rich application frameworks. Industry is too 
often led by technological innovation rather than by an understanding of human 
beings, their behaviors, their needs or their requirements.  

The design process is ultimately research-based and highly iterative. It consists of 
gathering requirements from end users and stakeholders (both business and 
technology). The focus must be on creating exploratory models of how the user and 
system interact and on quickly testing the form of the design. Through incremental 
cycles of evaluation and refinement, the system is ensured to have been shaped 
accurately—not solely on the opinions of design professionals, but also on the needs, 
expectations and desires of the end-user audience. With the end user as a participant 
in the design effort, stakeholders are assured that the design is accurate and lasting.  

Many companies think that by including richly interactive components to the user 
experience that they are somehow supporting users and following a creative design 
process. This may not be the case. I hope to demonstrate here why the design process 
is a prerequisite to the successful implementation of any designed experience. 

1.1   Inform 

Every effort begins with a thorough understanding of the user. The designers, with 
backgrounds and training in the fields of traditional design, psychology, 
anthropology, and human-computer interaction (among others) answer the following 
questions: 

• Who will use this software? Is it an Electronic Medical Records (EMR) system 
with multiple physician specialties? A trade security application used by highly 
trained analysts? A public facing website used by the general public?  

• What tasks are users trying to perform? Expectations of how tasks should be 
completed will not change to suit ill-designed software. A successful system allows 
users to perform tasks in natural and intuitive ways. Failed systems require users to 
adapt and change their behavior to meet the system demands. You can be certain 
that a sudden, increased need for “training” means that the system has failed the 
users.  

• In what context will the system be used? A poorly designed system requires users 
to dedicate a (large) portion of their attention to understanding and navigating the 
interface rather than to their task. In critical situations, the amount of attention (and 
tolerance) available for deciphering the software decreases exponentially.  

• What expectations and experiences will users bring with them? Users bring with 
them many expectations, experiences and preconceived notions of how things 
should work. It is important to keep in mind that the goals users have for any new 
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system are likely to be quite different from the goals of those responsible for 
purchasing, installing and maintaining it. 

• What actions do users need to take as a result of this interaction? What decisions 
need to be made? Note that these questions, above all others, are what enable a 
design to be both useful and innovative. The form of the design is still a long way 
off at this point and it's still too early to tell whether users need the type of richly 
interactive models afforded by Flash or Silverlight. 

• The quality of this analysis directly affects the outcome of the design process. 
Collectively, the information gained in this phase is vital to the design of any 
system destined to address the varied goals, strategies and requirements of users. 

1.2   Discover 

The design team next works with users and stakeholders to conceptualize the system, 
examining what will best meet both user needs and business goals. Research 
professionals on the design team seek to validate and discover the characteristics that 
best suit the new system, its audiences and their experience. Within a framework of 
existing systems, artifacts, business and technical requirements, the team considers 
limitations and defines the expectations against which a successful design will be 
measured. 

1.3   Design 

The Design phase is characterized as the iterative portion of the design process. 
Through collaboration during this phase, all participants (design team members, users, 
and stakeholders) are able to provide input and feedback that can influence design 
decisions. Using this information, designers can create novel and enduring designs 
that push the boundaries of existing systems while still enabling users to interact with 
information in natural and intuitive ways. And because these design prototypes can be 
produced and tested with users quickly with little to no impact on development, the 
design team has the freedom to explore innovative solutions. It is only now that 
specific interaction models (and their inherent technical requirements) can be 
considered. In outline form, the steps are simple: 
1. What do users need to accomplish? 
2. What form of data visualization/presentation best allows users to focus on 

information rather than translating data into information? 
3. What tools, models and technology support the required interaction and data 

visualization model? 

2   Isn’t Usability Enough? 

Traditional usability firms (or usability groups within large companies) tend to focus 
on evaluation, and their design process typically ends at the Discover phase with 
workflows and application screens created by researchers. For companies that tout 
themselves as “Human Factors” or “Usability,” the goal is to have research and data 
dictate design. After all, isn’t a research-based interface what we’re after? In this 
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environment, the role of design is often an afterthought and always under-used. While 
traditional usability firms (and the software development industry in general) have 
recognized the need for designers, it has typically been either to create nice looking 
marketing materials or to make the designs created by researchers “look pretty.” 

The reader can be forgiven if he or she has imagined me to be a (disgruntled) 
designer looking for a little respect. Not so. As a researcher with a classical 
background in experimental psychology (Ph.D. in Cognitive Psychology, 1991, The 
State University of New York at Buffalo) I have seen the field of ergonomics/human 
factors engineering/usability/design research develop and mature. However, in the 20 
years I’ve being doing usability research, I’ve seen (and been party to) a great many 
applications that, while usable, were not innovative, inspiring, beautiful, or lasting 
regardless of the interaction models made possible by the technology du jour. Why? 
Because we were following a research process (or, dare I say, a technology-driven 
process) rather than a design process.  

3   Design for Industry 

Traditionally, the field of software development has looked to the contributions of 
two types of individuals to ensure that applications meet the needs of users. These 
individuals are the Business Analyst and the Subject Matter Expert. Many industries 
continue to rely on these job roles to gather, develop and coordinate application 
requirements. Indeed, the claims made by industry that their applications are 
guaranteed to be usable because they have business analysts (collecting 
business/functional requirements) and experts (representing users) on their staff are 
both commonplace and misleading.  

Unfortunately, the fact is that no matter how well intentioned, these individuals are 
neither trained nor qualified to design a system that is usable, innovative and 
supportive. In order to understand what is missing from this process, you need only 
look at what these two job roles are expected to bring to the development process. 

3.1   Business Analysts 

The role of the Business Analyst (BA) is to gather functional requirements for the 
application from the point of the view of the business. In order to provide structure 
and guidance for the development team, these requirements are incorporated into “use 
cases.” A use case is a detailed description of what the application needs to present to 
the user and what data the user needs to provide in order to accomplish a task. These 
use cases represent a view from the system’s point of view—what does the system 
need to do for a task to be accomplished. For example, one might define the process 
of collecting patient information in terms of the fields on a screen that must be 
completed. However, this view of design ignores completely the needs of the user and 
the demands of the situation. It isn’t difficult to see how this task might require 
differing designs to account for the different contexts of a clinician’s office, an a 
trading floor, or a boardroom.  

This is not to minimize the role of Business Analysts—it is extremely important to 
understand the needs of the business. However, accurate documentation of business 
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requirements counts for little if users thumb their noses at the resulting application. 
Millions of dollars, years of development and crowds of dissatisfied users at 
companies all over the world are an unfortunate testament to this method of 
traditional software “design.” 

3.2   Subject Matter Experts 

As a way of addressing the problem of users and their stubborn refusal to use systems 
that do not support them, industry has inserted the role of Subject Matter Expert 
(SME) into the mix. 

In the medical industry, for example, this means making sure that software 
development firms employ clinicians (MD, RN, etc.) whose role is to describe what 
the application needs to do, what data is required and how it should be presented. 
While this might certainly be a step in the right direction, these individuals are 
fundamentally like any other user group—they are not skilled design professionals 
and their appointment to this role in the design process is completely flawed.  

It is flawed because the job of the SME is specifically to act in place of users. 
Experts are, at best, providing what they believe to be user requirements or, at worst, 
their own requirements. The point is that they are not providing user requirements. In 
addition, Subject Matter Experts are also asked to make decisions regarding design. 
We should be clear on this point; experts are not qualified to design any more than 
designers are qualified to be subject matter experts. My apologies to the experts put in 
this role. With this in mind, users (and purchasers of new applications) should be 
wary of the marketing phrase, "Designed by Expert X for Experts Y." Perhaps, as an 
industry, we should start insisting on “Designed by Designers for Experts!” 

4   What All This Means 

Good design doesn’t just happen. It is not a checklist of requirements, though it must 
certainly support the tasks that users need to accomplish. It is not a passing grade on a 
usability test; all the functionality in the world is meaningless if users can’t or won’t 
use the application. It is not a slick, natural-feeling interaction model. Most of all, 
good design is not “making it look pretty,” though a well-designed application should 
certainly be expected to look the part. And neither business analysts nor Subject 
Matter Experts can guarantee good design. 

So what is good design? Design is a research-based, highly iterative process with a 
focus on exploring different models of the user-system interaction. It consists of 
gathering requirements from end users and business and technology stakeholders 
coupled with fast, early and iterative usability testing to determine the ultimate form 
of the design.  Perhaps this design incorporates highly interactive models of the sort 
made possible by today's rich application frameworks. Perhaps not. Whatever the 
form, it must support a user's requirement to get something done. This ensures that the 
system is shaped not only by the opinions of design professionals, but also on the 
needs, expectations and requirements of users.  
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Abstract. The methodology of "personas" is a well-known procedure and very 
often used for characterizing target users in user-centered design projects. Very 
often, personas are represented by a picture. This paper introduces a different 
approach to present the results of a user analysis study with the goal to increase 
assimilation and comprehension of a project’s personas. We believe that 
creating and developing a new concept enhancing “personas” with their context, 
giving less importance to the image of the person with a silhouette and adding 
an image of their main scenarios can make more impact in our organizations. 
To verify our idea we conducted a study to evaluate which format - "personas" 
with a picture and "personas" with their contexts – worked better. 

Keywords: Personas, Persona usage, Context, Scenarios, User research, Design 
methods. 

1   Introduction 

There are many user-centered design methodologies with an important focus on 
communication and on how to convey information about target users to everyone with 
an impact on a product design. Among these methods is the technique of creating 
personas; introduced by Cooper [1]. 

Although practitioners find personas beneficial for communicating with 
stakeholders, guiding design decisions and evaluating design ideas [2], it is also true 
that “personas have unfortunately become more of a check-off item than a useful tool, 
and many personas get put on the shelf once they are written”, as stated by Olsen [3]. 

Our own experience shows that user-centered design experts and even the 
Marketing department are very familiar with the personas (Jordi and Martina) that 
represent our main user archetypes. Nevertheless, this information has not yet downed 
on other team members. By creating a playful output of these personas and switching 
the weight into their context, we wanted to evaluate if the information is better 
conveyed and lasts longer.  

2   Common Representations of Personas  

Cooper [1] defines Personas as hypothetical archetypes, or "stand-ins" for actual users 
that drive the decision making for interface design projects. Personas are not real 
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people, but they represent real people throughout the design process. They are not 
"made up"; they are discovered as a by-product of the investigative process. Although 
personas are imaginary, they are defined with significant rigor and precision. Names 
and personal details are made up for personas to make them more realistic. Personas 
are defined by their goals. Interfaces are built to satisfy the personas' needs and goals.  

Using the personas in user-centered design processes has huge benefits: 

• They help team members share a specific, consistent understanding of various 
audience groups. Data about the groups can be placed in a proper context and can 
be understood and remembered in coherent stories. 

• Proposed solutions can be guided by how well they meet the needs of individual 
user personas. Features can be prioritized based on how well they address the 
needs of one or more personas. 

• Provide a human "face" so as to focus empathy on the persons represented by 
demographics. 

However, in order to get these benefits, personas need to be presented and introduced 
to the design teams in effective ways. As a result, ideally, communicating personas 
should be a multifaceted, multimodal, and ongoing task that progressively discloses 
more and more information about them [4]. 

Posters, flyers, handouts, squeeze toys, beer glasses, mouse pads and even actors 
[5] have been used to introduce personas to the rest of the team and stakeholders. 
John Pruitt and Tamara Adlin [6] talk about three basic categories that describe the 
goals of the materials support: buzz generators, comparison facilitators and enriches. 
Despite all these different outputs, there is, however, consistency over the idea that a 
persona is originally composed of text and a picture representing the user [2]. 

3   A Different Approach to Present Personas  

Our rationale behind designing and creating a new artifact and a new way of showing 
the personas information is:  

1. Although a picture is worth more than a thousand words, we wanted to avoid the 
usage of a face. Images of people introduce biased notions that are often unstated 
and mostly unconscious. They rely too much on stereotypes and might shadow all 
the other information related to that persona.  

2. Combining the concepts of personas and scenarios: we want to provide these user 
archetypes with a "real life" by means of an object and an image that would 
introduce them and give more importance to the context of their daily lives. The 
idea is not to provide and detailed scenario but deepen the information on each 
persona. The situations are the same for the two personas and present them at 
home, at work and commuting. 

3. Foster understanding of our users by showing their main contexts. With the 
increase of mobile devices, we have seen a diversity of new environments from 
which our users interact with our product. 

4. Create a playful and more permanent artifact to hold all this information. 
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4   Our Distance Learners’ Personas 

Over the years, especially since 2006, several studies have been conducted at the 
Universitat Oberta de Catalunya (Open University of Catalonia, UOC) – a completely 
online university - in order to know its students. These studies have taken into account 
the average UOC student types (mostly workers aged between 30 and 40 years) as 
well as users with accessibility issues, students in their commuting moments or 
extreme users (younger than 25 and older than 65). Several user-centered 
methodologies both qualitative and quantitative have been used in these studies: in-
depth interviews, user tests, surveys, focus groups, contextual inquiries.  

After analyzing all this information, we concluded that the UOC had two main 
personas: one persona that studies for pleasure, as a hobby; and another that pursues a 
degree to improve his career. We decided to call the two people Martina (the Hobby) 
and Jordi (the Executive). 

With the two personas defined, we produced two different outputs in order to 
compare which worked better in terms of persona comprehension and persona 
information retention.  

One output was a more common presentation of a persona, with its picture and a 
description on a sheet of paper. The other artifact – a cube that introduced the scenario-
based persona - showed the same text but instead of the picture of a persona, there were 
photos of 3 daily situations for each. The personas were represented by silhouettes. 

5   Personas vs. Scenario-Based Personas 

The two artifacts – paper and cube - were presented to 20 people that work at the 
Office of Learning Technologies; the department in charge of designing, developing 
and maintaining the virtual campus at the UOC. 

Ten people had the sheet of paper with the explanation of the individual scenarios 
together with the image of the persona (a more typical way to present the persona). 
The other 10 had the two cubes with the scenario-based personas. 

After having some time to read the artifacts, each participant had to answer an 
online questionnaire with questions about the two personas, Jordi and Martina. 
 
 
 
 
 
 

 

Fig. 1. Paper and cube artifacts 

5.1   First Test 

Persona: Martina (the Hobby) 
From the 11 questions of the questionnaire: 5 questions had the same result with the 
cube and paper and 6 questions had better results with the cube. 



 Enhancing Personas with Their Main Scenarios 139 

 

Persona: Jordi (the Executive) 
From the 11 questions that comprised the questionnaire: 4 questions had the same 
result with the paper and the cube and 6 questions had better results with the cube; 1 
question was better answered with the paper. 

 

 

Fig. 2. First test results 

 

 

Fig. 3. Second test results 
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5.2   Second Test 

After a month, and in order to check out which of the two artifacts was better retained 
and therefore which one was more useful to ensure that team members remember the 
two personas, the same users were asked to answer the same questionnaire. 

The results of the second test were: 

Persona: Martina (the Hobby) 
From the 11 questions: 4 questions had the same result with the paper and cube and 6 
questions had better results with the cube; 1 question was best with the paper. 

Persona: Jordi (the Executive) 
From the 11 questions that comprised the questionnaire: 3 questions had the same 
result with the paper and the cube and 7 questions had better results with the cube; 1 
question was best with the paper. 

6    Conclusion 

Overall and given the fact that between the two tests a month had passed, we can say 
that in general both artifacts had a good retention result. However, in the case of the 
test with the paper, the results were lower in the second test. The results obtained by 
the cube are more stable, as we can see in figure 4.  

A part from the retention results, the participants that did the test with the cube 
showed greater enjoyment. The feedback from the users also confirmed that the 
images (paper format) transmitted more information than the one explicitly stated and 
which can introduce biases in the idea people have of the personas: “Jordi is posh and 
rich because it is what the picture shows”. 

 
 
                 

Fig. 4. Results obtained from the cube 
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Taking into consideration the test results and the feedback from the users, we can 
conclude that with the scenario-based persona we: 1) reduced the bias that a face can 
generate using the silhouettes instead; 2) combined the concepts of personas and 
scenarios; and 4) created a playful and more permanent artifact to hold all this 
information. 

However, we believe that we should further explore if the scenario based-persona 
fosters understanding of our users thanks to showing their main contexts. We have 
tested that it improves the retention of the information but we would like to evaluate 
as well if it helps improve the design work in order to make it more user-oriented. 

In sum, our goal is to keep working on finding ways to ensure that everyone with 
an impact on the product design knows the personas and uses them as a guide to make 
design decisions. Besides this new persona format, we also developed a user-centered 
design game [7] and periodically have sessions to approximate UCD to the team. At 
the same time that we keep on running user studies to get to know our students 
from different perspectives. 
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Abstract.  The adoption of Rich Application Technologies (RATs), such as 
Windows Presentation Foundation (WPF) or Adobe Flex, not only significantly 
enriches the user interface (UI) technology, but also can boost the 
collaborations among user experience (UX) specialists, designers and 
developers. Many books and plenty of online resources have described and 
discussed the technical capability and details of various RATs. However, how 
to effectively incorporate RATs into the process of UX design and development 
has not been systematically addressed. In this paper, we report our experience 
of applying RATs to develop several complex enterprise software systems. A 
new role, integrator, is introduced to support the communications among UX 
specialists, designers, and developers. We discuss the responsibilities and task 
assignments for each role, and propose a new workflow to streamline the design 
and development. We also discuss the challenges and the lessons learned from 
applying different RATs.  

Keywords: User experience, UI design, development, rich application 
technology, WPF/Silverlight, Flex. 

1   Introduction 

One major challenge of delivering successful user experience (UX) is "what you 
design is not what you will get". During implementation, developers often fall short 
of reaching the desired design quality defined by UX specialists or created by 
designers. The reasons can be attributed to the limitations of traditional user interface 
(UI) technologies, but also to the unidirectional workflow among UX specialists, 
designers and developers. The introduction and adoption of rich application 
technologies (RATs), such as Microsoft Windows Presentation Foundation 
(WPF)/Sliverlight, Adobe Flex, Java FX, not only significantly enrich the UI 
development technology, but also can boost the collaborations among UX specialists, 
designers and developers.  

Many books and plenty of online resources have described and discussed the 
technical capability and details of these technologies. However, how to effectively 
incorporate RATs into the process of user experience (UX) design and development 
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has not been systematically addressed. In this paper, we report our experience of 
applying RATs to develop several complex enterprise software systems. A new role, 
integrator, is introduced to support the communications among UX specialists, 
designers, and developers. We discuss the responsibilities and task assignments for 
each role, and propose a new workflow to streamline the design and development. We 
also discuss the challenges and the lessons learned from applying different RATs.  

1.1   Waterfall Process of Software Development  

Traditionally, software design and development follow a waterfall process (e.g, 
Cusumano & Selby, 1997; Royce, 1970). Figure 1 shows a simple example of this 
process.  Based on the analysis of user needs and requirements, UX specialists create 
sketches or wireframes to define the system layout and also the interactions among 
different components. Designers will work on the visual design or “look & feel”, 
adding visual style and drawing necessary icons. These “static designs” or mock-ups, 
often in the format of JPG, PNG, or BMP, will be delivered to developers, who will 
program business logic and behaviors to make the UIs functional. Custom or 
nonstandard UI controls, even though they can be an integral part of novel user 
experience, are often dropped out or changed during development because it is too 
difficult or requires too much effort to implement using complex technologies, such 
as graphics device interface (GDI+). Furthermore, because the whole workflow is 
unidirectional or one-way, it is rather time and budget consuming if the design needs 
to be changed at the end of development cycle.  

 

Fig. 1. An illustration of the traditional, one-way workflow for design and development 
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1.2   Model/View/Controller (MVC) Pattern 

To support the concurrent design and development, the ideal process is to decouple 
presentation and user interaction from business logic and data access following the 
Model/View/Controller (MVC) pattern. Under MVC, the view manages the 
presentation or visual feedback to the user; the controller interprets the input or events 
from the user, such as mouse clicking or keyboard pressing, and manages the model 
information or updates the view, the model manages the data, responds to requests for 
information about its state from the view, and responds to instructions to change state 
from the controller (e.g., Krasner & Pope, 1988). 

MVC pattern has been successfully applied in the web application development 
(e.g., Leff & Rayfield, 2001), where the view is the look of a HTML page, and the 
controller is the code that collects and generates dynamic data, and model is 
represented by the content, which is often stored in a database or XML files.  

Several rich application technologies, such as WPF, Flex, Java FX, provide 
implementation support that leverages the MVC pattern. Two most representative 
examples are WPF and Flex, and both of them have mature and optimized tool 
support, which plays an important role in their successful adoption by the developer 
community. 

2    Rich Application Technologies  

2.1   Windows Presentation Foundation (WPF) 

WPF, introduced in the Microsoft .NET Framework 3.0, features a new programming 
paradigm as an alternative to the traditional Windows Forms programming (e.g., 
Nathan, 2006; Petzold, 2006). WPF effectively permits the separation of UI from the 
underlying business logic using a new declarative language: Extensible Application 
Markup Language (XAML), which is based on XML. The creation of XAML intends 
to facilitate the communication and collaboration between designers and developers. 
For instance, detailed designs can be specified in XAML by the designer, and directly 
used by the developer in implementing the system. The development process can also 
start from the developer, who first creates components using default styles, then 
delivers these styles in XAML form to the designer, who then can style it and can 
completely redesign its appearance.  

In WPF, styles define the appearance and interactive behaviors of the elements in 
an application. A resource is defined for re-use purpose. The external resource 
dictionary files allow designer and developers to re-use the same asset across multiple 
applications, providing a consistent user experience for different applications in a 
suite. Another unique capability of WPF is that similar code base can be used to 
produce stand-alone desktop application and browser application. This feature can 
dramatically reduce the efforts and costs for maintaining two different code bases for 
stand-alone or web-based deployments.  

In addition, Microsoft also introduced the Expression Studio, including tools like 
Design and Blend. The idea is that designers will be using Expression Design, which 
supports vector based graphics. All the graphics and design generated by designers 
can be stored using the XAML format, and referenced from both the XAML GUI 
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specification, and from underlying implementation code. Several implementation 
languages, including C# and Visual Basic .NET typically provide the business logic 
implementation, whereas XAML delivers specification of the presentation layer. In 
the case of more advanced visual customizations, the programming languages can be 
used to explicitely manipulate the styles of visual elements, but even in these 
situations, the XAML based styles are often reused and dynamically associated with 
the control elements. Developers can use both Blend and Visual Studio to code 
XAML and C#.  

Blend is an important tool of Expression Studio not only because it has 
comprehensive functionalities, but also because it has a full span of features in the 
product development. Starting from Blend 3, a new project type, SketchFlow, has 
been introduced into both WPF and Silverlight. SketchFlow enables UX specialists to 
visually define the UI architecture and navigation of the whole system. It also 
provides the low-fidelity theme for controls. The deliverable of SketchFlow is an 
application embedded in a navigation panel with notation and commenting tools for 
other people, such as stakeholders, to provide feedback. Blend can also generate a 
Word document template embedded with the design. This can also be used to 
facilitate the communications and discussions of the design details and specifications 
among team members.  

2.2   Adobe Flex  

Flex is a SDK (Software Development Kit) created by Adobe company for building 
highly interactive applications that can be deployed on Internet browsers installed 
with Flash Player plug-in or desktops installed with Adobe AIR. The UI layout and 
graphical appearance are described by MXML, a declarative XML-based language. 
The programming language used to define business logic is ActionScript which is an 
object-oriented language. Flex has included a rich library of basic UI components, 
such as buttons, list box etc., as well as some advanced UI component, such as data 
grid, data graph etc. Flex framework has its advantage in flexibility. For instance, 
Flex at its core is event-driven and has many mechanisms to incorporate MXML and 
ActionScript to implement complex behaviors. This flexibility makes it easy for 
developers to quickly build prototypes.   

Flash Builder (formerly called Flex Builder) is an Eclipse-based IDE (integrated 
development environment) for rich internet applications (RIAs) and cross-platform 
desktop applications development with the Flex framework embedded in. Its main 
features include intelligent coding, interactive step-through debugging, and a 
WYSIWYG editor for the user interface layout and appearance design.     

Another tool, Flash Catalyst, has been introduced in 2010, which aims to rapidly 
create expressive interfaces and interactive content. As an interaction design 
application, Flash Catalyst intends to be a bridge that can bring UX specialists, 
designers, and developers together. The tool is fully incorporated in the Adobe design 
suite and can import graphic assets created in Adobe Photoshop and Illustrator. It also 
can export a skeleton Flex/AIR project to Flash Builder, allowing developers to 
implement the business logic using Flex framework.  However, the primary usage of 
Flash Catalyst is to create wireframes and interactive projects without writing code. 
For instance, it does not even support code editing, nor does it support two-way 



146 X.S. Zheng et al. 

 

workflow with Flash Builder. It does, however, support the two-way workflow with 
Illustrator and Photoshop. This allows designers continue working in Illustrator or 
Photoshop to refine design and their art work, which later can be imported into the 
wireframes in Flash Catalyst. We view Flash Catalyst as a tool primarily for UX 
specialists and partially for designers. Although it is a tool with limited functionalities 
and targeting at specific set of users, Flash Catalyst is easy to learn and used, 
especially suitable for people with less technical background.  

3   Roles, Tasks and Workflow  

In the past several years, we have applied both WPF and Flex to develop several 
complex enterprise software systems across various domains, such as building 
management, healthcare IT, and energy services. RATs were chosen as the major 
front-end development technology for a couple of reasons. First is due to their flexible 
deployment model to either desktop or web browser. Second, the separation between 
UI presentation and functionality is suitable for the collaboration among different 
teams at different locations and time zones. Lastly, many new UI features offered by 
both WPF and Flex, such as animation, customer control, and data visualization, 
empower the designer to create a new and improved user experience.  

Because of the large scope of the projects, multiple teams with different expertise, 
including UX specialists, designers, developers, were involved in the development. A 
new role, integrator, was introduced to support the communications among designers 
and developers. We first discuss the tasks and responsibilities for each role, as 
summarized in Table 1. We also discuss the workflow for the design and 
development, which is illustrated in Figure 2.     

3.1   Different Roles 

UX Specialist. The primary responsibility for UX specialists is to define and ensure 
product or system user experience. The tasks include 1) understanding and analyzing 
end-user’s requirements, such as their needs, capabilities, and behaviors in their real-
world environments; 2) then translating the analysis results of users’ tasks, use cases, 
and workflow into UI layout and interaction models. The deliverables are wireframes, 
sketches, and storyboards. The typical tools UX specialists used are PowerPoint, 
Visio, etc, which are independent to any RATs. However, both SketchFlow and Flash 
Catalyst can be useful tools for UX specialists to create wireframes, storyboards, and 
some quick prototypes. Based on our experience, Flash Catalyst seems to be easier to 
learn, but provides limited tool support for collecting user feedback.   

Designer. The main responsibility for designers is to design “look & feel” based on 
the specifications defined by the UX specialist. Designers are used to create static 
screens, mockups, and icons using primarily Adobe design tools, such as Photoshop 
or Illustrator. The introduction of RATs can have significant impact on designer’s 
tasks. For instance, with WPF, designers no longer work on mockups or screens but 
the actual XAML code (even though Expression Design allows designers to produce 
assets like they do with Illustrator or Photoshop and then deliver them in XAML, the 
functionality for design is quite limited). The deliverables are XAML assets, 
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including icons, brushes, animations, appearance/skin, shape, color, and resources. 
Designers would mainly use Expression Design and Blend tools, which allow them to 
actually execute the implemented functional systems, and then to directly manipulate 
the visual resources and styles. The main benefit is that designers can have full 
control of their design, removing the need for a roundtrip communication and 
verification of the changes made by the developers. However, because both 
Expression Design and Blend are new to designers, some training for the tools is 
necessary. In fact, based on our experience, designers, especially those who don’t 
have programming background, will have a steep learning curve for the Blend tool.   

With Adobe Flex, the change for designers is minimal because designers are still 
using the same design tools, such as Photoshop or Illustrator. The main difference is 
that their deliverables are files in FXG format (Flash XML Graphics), which are 
XML graphics files, can be imported directly into Flash Catalyst or later into Flash 
Builder.    
 

Developer. The primary responsibility for developers is to develop functionality. 
Their tasks include, 1) understanding and realizing the UI implementation architecture 
that supports the required user interaction patterns; 2) leveraging the existing reusable 
assets and the development team expertise toward a full functional implementation; 
and 3) building connections to the data source. They create a functional UI according 
to the specifications defined by UX specialist and integrator, but without spending 
extra time on customizing the look and feel. They implement interactive functionality, 
bind the UI elements to the corresponding data source, and implement event handlers 
triggered by the user inputs and actions. The deliverables for developers include 
skinless UI controls and data binding. In WPF, they use primarily Visual Studio tool 
and the programming language is .NET programming languages such as C# and 
VB.NET. Whereas, in Adobe Flex, they use Flash Builder and the programming 
language is ActionScript.     
 

Integrator. The integrator is a new role, who should have extensive training in 
programming and also a good sensibility to design. In the early design phases, the 
integrator needs to inform the UX specialists and designers of the specific constraints 
inherent in the selected implementation technology (e.g., WPF or Flex) that they 
should be aware of. This type of interaction continues throughout the life of the 
project, with the adoption of additional architectural decisions and implementation 
constraints being discovered. His/her responsibility is to assign tasks (functionality 
implementation or skin design) to developers or designers. Finally, the integrator is 
heavily involved in the production of a complete system, including the designers' 
declaration of visual artifacts, and the functionality and behavior implementation of 
the UI, coded by the developer. In WPF, the major tool used by the integrator include 
is Expression Blend. In Flex, the integrator will be mainly using Flash Builder and 
Flash Catalyst.  

3.2   Workflow 

RATs support concurrent design and development, and the integrator works on 
synchronizing the concurrent specialized teams. Consequently, a new workflow is 
proposed to streamline the UX design and development as illustrated in Figure 1.  
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Table 1. A summary of different user roles and tasks, tools for WPF (rows with white 
background) and Flex (rows with light gray background) 

Roles Tasks RATs Language Tools 
UX 
Specialist  

Define UI concept, 
create wireframes & 
sketches 

WPF  PowerPoint, Visio, 
SketchFlow 

  Flex  PowerPoint, Visio, 
Flash Catalyst 

     
Designer Design visual “look & 

feel” 
WPF XAML, styles & 

resources 
Expression Design, 
Blend 

  Flex MXML, graphic assets Adobe Illustrator, 
Photoshop 

     
Developer Implement 

functionalities & 
interactive behaviors 

WPF C#, VB.Net, XAML 
components 

Visual Studio 

  Flex MXML/ActionScript Flash Builder 
     
Integrator Define UI architecture, 

coordinate and integrate 
the activities of UX 
specialist, designer, and 
developer  

WPF XAML/C# Expression Blend 

  Flex MXML/ActionScript Flash Builder 

 
UX specialists, designers, and developers no longer work in a waterfall or one- 

way workflow. In fact, defining, designing and developing can happen concurrently, 
and there are a lot of two-ways communications between UX specialists and 
designers, UX specialists and developers, and also designers and developers. 
However, these communication and collaboration need to be coordinated by the 
integrator, who will sometimes work closely with UX specialists to understand and 
implement the UI architecture (e.g., screen layout), sometimes work closely with 
designers to provide technical support to generate XAML or MXML code, and often 
work closely with developers to make sure functionality implementation can be 
seamlessly integrated with the design.           

Note that both UX specialists and integrators are responsible for the UI quality, 
with UX specialists focusing on the design while integrators focus on the realization 
and implementation. Both UX specialist and integrator are talking to designers and UI 
developers; but the UX specialist has more influences on designers than the 
integrator; conversely, the integrator has more influence on the UI developers. The 
integrator is also responsible for the communications between the backend and the 
frontend development. Sometime, there are overlaps between designers and 
developers, especially for the UI control interaction and animation. Designers can 
directly create some animations using XAML or MXML; but for special animations, 
it is much easier to implement in C# or ActionScript by the developer. The integrator 
needs to anticipate these issues, and make decisions accordingly.  
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This new workflow, on the one hand, encourages the communication and 
collaborations for different team members with different expertise, on the other hand, 
ensures that the efforts from different team members, such as UX specialists, 
designers, and developers, can be integrated together to deliver the desired design 
quality. As the result, it can achieve the outcome of “what you design is what you 
get”.  

 

Fig. 2. An illustration of the new workflow for UX design & development 

4   Lessons Learned and Discussions 

Overall, RATs and their associated tools offer significant support for concurrent 
software development with multiple teams with different expertise. Our experience 
shows that with clearly defined roles and task assignment, as well as a new workflow, 
we can utilize the power of RATs to streamline the UX design and development. 
Nonetheless, there will still be significant challenges in developing advanced 
interactive system, even when fully leveraging the capabilities of RATs.  

4.1   Non Technical Lessons 

First, even though new technology is in place, it takes time for developers and 
designers to adopt the new process and development model. For instance, in WPF, 
instead of delivering static graphics or screen that they used to do, designer should 
deliver production artifacts, preferably in XAML format as a resource dictionary that 
can readily be used by the controls used in the implemented application. Developers 
should only focus on the functionality, and should pay no attention to the "look" of 
the UI, only to using the right controls that will use the proper visual skin from the 
resource definition.  Secondly, the integration between designers and developers 
needs to be planned ahead rather than ad-hoc. Namely, the integrator should work 
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closely with UX specialist to lay down the UI architecture, and define the UI controls. 
Based on the analysis, the integrator shall decide whether a control template or data 
template is needed. Thirdly, the learning curve of WPF can be steep, especially for 
designers who have no programming training or experience. 

4.2   Technical Lessons 

Data binding. Both WPF and Flex generally create a good framework for separation 
of concerns between the UI designers and application developers, and allows the two 
groups to develop their artifacts independently, with or without tight integration of 
changes. This decoupling tends to break when the UI design tries to push the limit of 
the dynamic visual controls, where the controls need to be tightly coupled to the data 
bound objects for some aspects of graphical definition. In these situations, the data 
binding mechanism becomes a glue technology for the implementation of the 
appropriate object structures, and their mapping to the dynamically controlled 
interactive controls. For integrators, Blend provides more powerful tools for data 
binding to generate sample data of common types (e.g. name, address, email, phone 
number). In Flash Catalyst, the integrator would have to manually input the sample 
data.  

 
Style (reuse control group). WPF and Flex provide a structured resource 
management framework in Expression Blend and Flash Builder, allowing the UI 
designers to create and replicate visual styles in resource dictionaries. While these 
capabilities enable the quick initial creation of visual resources, their effective 
maintenance becomes very time consuming if the stylistic dependencies are not 
managed by reusing shared aspects of the design elements. In general, the definition 
and maintenance of the shared and reused resource structures is the type of task that 
fits better with the software developers than with the UI designers’ skillset, but it still 
requires a keen understanding of the visual dependencies as well. This aspect of style 
and resource management should be handled or overseen by the integrator who needs 
to have the knowledge of both the visual and structural aspects of the application 
architecture, as well as the planned or potential changes.  

 
Non-standard behavior. Many components in WPF and Flex provide a standard 
behavior and allow wide customizations, both in their visual presentation and 
interactive behavior, as do a multitude of external component libraries. The 
customization capability often tempts UX specialists to try to define optimized 
interaction and behavior capabilities which provide a marginal benefit to the 
application user over the standard behavior. Unfortunately, changes in one aspect of 
behavior for complex user controls may require extensive rework and impact many 
other aspects due to the implementation dependencies. The actual cost and effort for 
such customizations in many cases may make them non-cost effective, particularly if 
the expected benefit is small. In addition, once a control is extensively customized 
and modified, it often needs to be maintained to preserve the customization with new 
releases of the base components. In general, only if a major competitive advantage of 
a system depends on modifying the standard control containers, can such a decision 
be justified.  
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5   Conclusion 

The emerging technologies, RATs, are making it easier for UX specialists, designers, 
and developers to work collaboratively on developing new applications, by 
concentrating on their respective specialties and having a well defined integration 
interface. This interface is standardized on the technology level and does not map to 
the domain specifics of any application, so there is still much left to interpretation of 
the assets that are coupled over the interface, and to the common interface 
understanding between designers and UI developers. The management of this 
communication interface, which is both complex and project critical becomes the 
primary responsibility of the integrator that collaborates with the designers and 
developers in making sure the shared resources are defined and used in accordance 
with a common interpretation of the design and behavior requirements. 
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Abstract. Model-based design of user interfaces mostly starts with task and 
domain modeling. The resulting models are an important input to subsequent 
development steps. Thus, a thorough evaluation of these specifications is of 
great importance, e.g. to avoid the implementation of bad or even error prone 
solutions. Executable task models are in use for several years to evaluate the 
design time specifications. They are also used at runtime by now as part of the 
final application. In this paper we propose an executable task model that is 
configured using the design time model. Kernel concept of this work is a task 
state machine describing a generic task life cycle assigned to each task. 
Developers may extend it at design time to describe application dependent 
behavior. The extensions are automatically transferred to the runtime system. A 
further focus of the paper is on the specification of temporal relations and their 
extensibility in terms of model description and execution. 

Keywords: task modeling, executable task model, runtime support, temporal 
relations. 

1   Introduction 

In model-based design of user interfaces it is well established to distinguish different 
modeling layers [1]: Starting with a model of the tasks formulated from the users’ 
perspective (task model) and a model of entities involved in task execution (domain 
model) a model of the abstract user interface (dialog and presentation model) is 
developed. This model is transformed into one or more concrete UI models taking 
into account context information such as availability of media, modes and devices. 
All in all, results of task modeling are an important input to the subsequent 
development steps. A task model, however, may be very complex. It describes not 
only the tasks users should perform to reach their goals by means of a system under 
consideration, but also their hierarchical decomposition into subtasks, information on 
task sequencing and conditions of task execution. . Executable task models are in use 
for several years to evaluate such specification [2], [3], [4], [5]. They are also used at 
runtime by now as a component of the final application [6], [7], [8], [9], [10].  

Executable task models at runtime are based on generic task life cycles in the 
works mentioned above. They are represented by means of state machines showing a 
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lot of similarities with respect to states and transitions. In our work, in contrast to the 
other approaches, the state machine is not only part of the runtime system but 
additionally used as an explicit modeling concept at design time [11]. Specifications 
by the developers extend the generic state machine of a task and are systematically 
adopted by the runtime system. Basically, similar to [8] and to [9], we follow the 
approach of model interpretation at runtime. The design time models are used to 
configure the executable task model. This work aims at supporting the transition from 
design time to runtime. Its main ideas are presented in the following. In section 2 
basic modeling concepts including the generic state machine are introduced. In the 
subsequent section 3 the generic state machine as used at runtime and steps of the 
configuration process are presented. Remarks concerning the state of the work are 
given in section 4. 

2   Modeling Concepts 

The kernel modeling concepts of the approach presented here are Task, Condition, 
Temporal Relation, Behavior and Domain Object that are linked to each other via 
different, predefined relations. The concepts are shortly introduced below except 
Domain Object, which is used to specify objects that are involved in task execution. 
The object model is not further described here since in our current work we focus on 
tasks and temporal relations. Basically an object-oriented approach is used that could 
be described by means of UML. Examples of linking objects with other concepts are 
given within the following introduction of the concepts Behavior and Condition. 

2.1   Task Specification 

Task structures, as in general, are defined by means of hierarchical decomposition of 
tasks (CompositeTask) into their subtasks. A task not subdivided into further tasks is 
called an elementary task (ElementaryTask). These bottom tasks of a task hierarchy 
are the “points” where the intended actions affecting the domain are performed. 
Composite tasks are high level tasks structuring a task space.  

The time period within which a task is executed is used as an explicit concept to 
describe temporal dependencies. A task defines a frame (task frame) of its execution 
and thus for the actions performed to fulfill it. In the case of a composite task each 
subtask possesses a frame of its own while the superior task’s frame includes all of 
them. Overall, temporal dependencies are based on time periods (as in the work by 
Allen [12]), e.g. constraints on task duration (temporal constraints), but also on 
temporal relations (as often used in task modeling, e.g. in MAD [5] and CTT [3]). 

Temporal Constraints. Temporal constraints, defined as task attributes in the meta-
model, specify delays before (StartOffset) and after (EndOffset) a task run. In 
addition, the duration of task execution can be constrained in terms of a minimum and 
a maximum period of time. For example, a user might move the icon of a text 
document into a workspace by means of a defined touch-based gesture. The user can 
repeat this several times but the system should take care of a clear separation of the 



 Configurable Executable Task Models 157 

different repetitions. Fig. 1 (a) shows a solution: The required behavior is modeled by 
a Loop of the interaction task move icon into workspace together with a value 
specification for its EndOffset defining a delay between two executions. MinDuration 
and MaxDuration might be set to specify the period of time within which the gesture 
is to be performed.  

 

Fig. 1. Loop of a task with a time interval of 2 seconds after each performance 

Generic Task Life Cycle at Design Time. Tasks undergo different state changes 
while being performed. These states are also significant to users since in their 
planning of follow-up activities they take into account current task situations. It is 
important to a user, for example, whether he can start to work on a task or not 
(because of unfulfilled conditions), or if he is already performing a task and thus its 
subtasks. The states and possible state changes are described by means of a generic 
state machine. It and the description of its states are shown in Fig. 2. The transitions 
between the task states are labeled with the events triggering them.  
 

Fig. 2. Generic task state machine used at design time [11] 

Developers may extend each transition at design time, e.g., to denote that 
completing a task logout triggers the abortion of a task check out. In this example, the 
transition from running to completed of the logout task state machine may be 
extended by the generation of an Abort event that is sent to check out and its task state 
machine, respectively. Further actions may be added to transitions, e.g., to specify 
modifications of values of domain objects or to alter the Boolean values of constraints 
[11]. In addition to these effects resulting from task state changes the intended effect 
of a regular task execution is described by a so-called Behavior. 

 

State Meaning 

initiated if all preconditions are fulfilled the task 

can be started 

skipped the task is omitted  

running denotes the actual performance of the 

task and of its subtasks, if applicable 

completed marks a successful task execution  

suspended the task is interrupted  

terminated indicates an abort terminated

initiated 

completed 

skipped 

suspended running 
Suspend 

Start 

End 

Resume 

Abort 
Abort

Restart 

Restart 

Skip 
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2.2   Behaviors and Conditions 

Behaviors specify the effects of task execution, i.e. the intended actions affecting the 
domain. They can be assigned only to elementary tasks (performed while the task is in 
the state running). Thus, a composite task doesn’t possess any behavior. Its effect is 
given by the combination of its subtasks, which themselves may be elementary or 
composite tasks. 

The meta-model contains different specializations of the concept Behavior, e.g. 
ObjectManipulationBehavior by which manipulations of domain objects are 
specified. Developers may extend the set of behaviors as needed. All in all, our way 
of connecting specific manipulations to task execution is similar to the use of 
userAction and taskItem (object of an action) described in [13, page 62]. Currently we 
also follow an object-oriented approach, thus an ObjectManipulationBehavior 
contains a field referencing an object’s method. In the case the behavior is assigned to 
a task, the method is invoked if the task is performed. A further example of a behavior 
type is the RequestTaskStateChangeBehavior by which impacts on other tasks 
performance may be specified. Such a behavior is used in the example below that is 
given by showing the XML description internally used. If the AbortCheckOut 
behavior is executed an Abort event is sent to the task with the identification 46… 
(line 3 to 5).  

1 <Behaviours> 

2 <RequestTaskStateChangeBehaviour global:Id="22…" 
global:Name="AbortCheckOut"> 

3     <TaskInstanceReference Reference="46…"/> 

4     <RequestedTaskState>Abort</RequestedTaskState> 

5   </RequestTaskStateChangeBehaviour> 

6  </Behaviours> 

Conditions constrain task performance, e.g. a task can be started only if its pre-
conditions hold true, while it can be finalized only if its post-conditions are fulfilled. 
The concept Condition enables to cope with such constraints. Similarly to behaviors 
predefined types exist, for example, an ObjectValueCondition is true if an attribute of 
a domain object holds a given value, otherwise the condition is false. By means of a 
TaskHasStateCondition it is evaluated whether or not a task is in a given state. In the 
example below checkout is performed is a TaskHasStateCondition. It is true if the 
task with the ID 4D… is in its Running state. 

1 <Conditions> 

2 <TaskHasStateCondition global:Id="30… " global:Name="checkout is 
performed" …> 

3     <TaskInstanceReference Reference="4D…"/> 

4     <TaskState>Running</TaskState> 

5   </TaskHasStateCondition> 

6  </Conditions> 
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The following description exemplifies how behaviors and conditions are assigned to 
tasks by means of references. The condition checkout is performed is assigned as a 
pre-condition to the task empty shopping cart (line 2 to 4). The effect of this task is 
given by the behavior AbortCheckOut (line 6). Generally, usage of a condition as a 
pre- or post-condition depends on whether it is referenced in the PreConditions or in 
the PostConditions section. 

1 <ElementaryTask global:Id="55…" global:Name="empty shopping cart" 
Type="Interaction"> 

2 <PreConditions> 

3    <ConditionReference Reference="30…"/> 

4  </PreConditions> 

5  <PostConditions/> 

6  <BehaviourReference Reference="22…"/> 

7 </ElementaryTask> 

2.3   Temporal Relationships 

A TemporalRelationship characterizes task sequencing and hereby the initial use of a 
set of modalities over time. A set of predefined relationships exists, such as Sequence 
(sequential task execution), Parallel (timely overlapping of task execution), Loop 
(repeated task execution). Further patterns, however, can be specified and added to 
the set. Temporal relationships are used within so-called temporal relationship 
structures to model the order of subtask execution.  

A temporal relationship structure is described by means of a hierarchy within 
which a temporal relationship may include further ones, i.e. temporal relationships, 
similar to tasks, are structured hierarchically. Inner nodes represent tasks or further 
temporal relationships, but a leaf node must be a task. Hereby complex temporal 
dependencies can be specified - without introducing additional tasks only for the 
purpose of defining temporal ordering as it is required by, e.g., MAD [5] and in our 
former approach WTM [11].  

In a multimodal interface for example, the user may gaze at a text document icon 
while repeatedly moving a picture causing the picture to be inserted at the beginning 
of the text document. In this example (see Fig. 3 (a)) the task insert picture exists that 
is composed of the elementary subtasks gaze at icon (possessing the ID 71…) and 
move picture (ID 5E…). Subtasks are listed within the CompositeTask TAG (line 3 
and 4) while their execution order is given by means of the TemporalRelationships 
Tag (line 6 to 13).  

If the user, however, holds the picture over the icon for more than two seconds the 
document should be opened. Now the user may specify an exact position by moving 
the picture over the opened document and dropping it once the desired position is 
reached. Fig. 3 right hand shows the corresponding temporal structure. This time a 
tree notation depicting the temporal hierarchy instead of XML specification is used. It 
shows in terms of the example how a hierarchical temporal relationship structure is 
composed of subtasks and temporal relationships (rectangles with dotted lines).   
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Generally, to each composite task a temporal relation structure is assigned. The 
occurrence of each subtask within the tree is restricted to exactly one: The temporal 
relation structure is defined for all subtasks the superior task is composed of, but each 
subtask can be referenced only one time.  

1 <CompositeTask … global:Name="insert picture"…>
2 …
3 <ElementaryTaskInstance Id="5E..." …/> 
4 <ElementaryTaskInstance Id="71…" …/>
5 …
6 <TemporalRelationships>
7 <Parallel>
8 <Loop>
9 <TaskReference Reference="5E…"/>
10 </Loop >
11 <TaskReference Reference="71…"/>
12 </Parallel>
13 </TemporalRelationships>
14 </CompositeTask>

(a) a temporal structure given by means of                       (b) a temporal structure visualized by

    XML specification hierarchical tree notation  

Fig. 3. Temporal structures of inserting a picture 

3   Executable Task Model 

The executable task model is part of a runtime environment that is configured based 
on the static model specified at design time. The environment contains a Task-
Manager, a DomainManager, a BehaviorManager, a ConditionManager, and a 
TemporalRelationManager that interact which each other to realize the behavior as 
given by the static model. The managers responsible for behaviors, conditions and 
temporal relations are extended with the implementation of specific behaviors (such 
as ObjectManipulationBehavior and RequestTaskStateChangeBehavior), conditions 
(e.g. ObjectValueCondition and TaskHasStateCondition) and temporal relations 
(Sequence, Parallel, Loop, etc.), respectively. Adding, for example, a further temporal 
relation to our modeling approach requires two steps: First of all, the meta-model, i.e. 
its XML schema has to be extended with an according Tag so that the additional 
temporal relation can be used at design time. Secondly, the relation must be coded 
and added to the runtime environment. 

3.1   Generic Task Life Cycle at Runtime 

The kernel concept of the executable task model is a generic task lifecycle to handle 
and control task performance. It means that the approach presented in this paper 
makes use of a generic task lifecycle not only at design time (design task state 
machine, in short d-TSM) but also at runtime (referred to as r-TSM). 
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Fig. 4. Generic task state machine used at runtime 

The generic task state machine of the runtime environment (see Fig. 4) is an 
extended version of the one introduced in Fig. 2 since additional runtime control 
information is required to handle task execution. All in all, the d-TSM describes the 
task life cycle from the user’s point of view while the r-TSM describes it from the 
system’s point of view. (Please note that the skip possibility is handled by the 
TemporalRelationManager and thus not modeled explicitly in the runtime task state 
machine.) The meanings of the states are as follows: 

inactive: The task is part of the task space but not “accessible”, i.e. the software object 
representing the task exists but is not initialized. 

start impossible: Beginning the task is not possible because at least one of its pre-
conditions is not fulfilled. Conditions are checked permanently. In the case a 
condition changed its Boolean value the task manager is informed, so that for all 
transitions depending on that condition it is evaluated whether they are to be 
triggered. A task remains in the state start impossible as long as at least one pre-
condition is unfulfilled (false) and the state start possible is adopted as soon as all 
pre-conditions are true. 

start possible: All pre-conditions of the task are fulfilled. The task state is set to start 
impossible again once one of the pre-conditions evaluates to false. However, if the 
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Start event is received the task begins to be performed. This event may result from 
a user action and thus be generated by the UI.   

performing StartOffset: The task is started and a defined time interval is waited before 
it actually runs. As soon as the StartOffset elapses the state running is adopted. If 
no StartOffset is defined (i.e. its value is zero), the state running immediately 
becomes the current state.   

running: This state denotes the actual performance of a task and it’s subtasks, if 
applicable. 

suspended: The task is interrupted because of the application logic, i.e. the events 
Suspend and Resume are triggered by the application.  

end impossible: The task run cannot be ended because at least one of its post-
conditions is not fulfilled.  

end possible: All post-conditions of the task are fulfilled. However, ending the task 
may depend on further dependencies. Therefore, only the End event denotes the 
end of task execution. Again, the event may result from UI interactions. 

performing EndOffset: The task is ended and a defined time interval is waited before 
it is completed. If the value of the EndOffset is zero, end possible immediately 
becomes the current state.  

completed: This state marks a successful task execution.  
aborted: This state indicates an abort that is triggered by the application logic. 
failed: The task performance fails because an exception is thrown.  

3.2   Configuration 

A state machine exists for each task in both the design model and the executable task 
model. Extensions of a d-TSM are transferred systematically to the r-TSM within the 
configuration process. Each transition extension of a task’s generic d-TSM is added to 
the respective transition of its generic r-TSM. Hence, if the TaskManager performs a 
state transition all actions assigned to it are invoked. For example, in the case a 
transition is extended with a RequestTaskStateChangeBehavior a state-change event 
according to the given state in the behavior specification is sent to the task referenced 
in the behavior specification.  

Conditions are introduced into r-TSM according to their specified usage in the 
design model: Pre-conditions of a task are assigned to its transitions between start 
impossible and start possible as (additional) requirements for performing these 
transitions. Post-conditions, in the same way, extend the transitions between end 
impossible and end possible. 

StartOffset and EndOffset are represented by means of the states performing 
StartOffset and performing EndOffset, respectively. As described by the generic r-
TSM, the specified time has to elapse before the subsequent state is adopted. 
Fulfillment of durations constraining task execution (MinDuration and MaxDuration) 
is not realized by an explicit state but controlled by the TaskManager while the task is 
in running. Additionally, in the case of a composite task the r-TSM of its subtasks are 
considered by the execution process according to the defined temporal structure.  

Temporal relations are systematically transferred to the executable model as well. 
Here the hierarchies of both the tasks and the temporal structures are regarded. Thus, 
temporal relations are fulfilled in close cooperation between the TaskManager and the 
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TemporalRalationManager. A composite task, as mentioned above, possesses a list of 
all its subtasks and a hierarchical temporal structure. The last one is composed of 
temporal relations (inner nodes) and task references (leaf nodes). Loading the XML 
specification of a temporal structure results first of all in the internal representation of 
its hierarchy. Fig. 5 (a) shows the temporal hierarchy resulting from the example 
depicted in Fig. 3 (a). The TemporalRalationManager instantiates for each relation an 
according control object. However, this is only possible if the runtime environment 
contains an extension implementing the relation’s semantics. In the case of a temporal 
relation Tag without corresponding implementation a warning is generated and the 
relation is ignored by substituting it with the initial NoOrder relation. The task 
references given in the model specification remain but are replaced at runtime by the 
software objects representing the referenced tasks (see Fig. 5 (b)). Furthermore, the 
software objects realizing behaviors are analogously linked to tasks. Fig. 6 (b) shows 
the order of task execution for the simple example insert picture, in which the 
behaviors of move picture and of gaze at icon are given by behaviorMP and 
behaviorGI, respectively.  

(a) 

 

 

 

 

 

 

 

 
(b)  

 
 

 
 
 
 
 
 

 

Fig. 5. Temporal Structure after (a) Loading and (b) at Runtime 

4   State of Work  

The meta-model is formally described by means of XML Schema. First versions of a 
task editor, a runtime system executing the models and a simulator based on it are 
developed. Both the editor and the simulation tool are in the state of proof of concept 
tools. The focus was on extensibility and on temporal dependencies. Easy extensibility 
was reached by separating the concerns of the concepts Task, Condition, Temporal 
Relation, Behavior and Domain Object that are linked to each other by means of 
references, processed by dedicated runtime managers. The focus on temporal 
dependencies is motivated by multimodal user interfaces, in which complex relations 
may exists. At task layer we abstract from specific usage of interaction modalities as far 
as possible and describe the impact of their use on task performance over time. Task 
frames define the time intervals that are structured by means of hierarchical ordering of 
temporal relationships and sub-tasks. The editor and the simulation tool mentioned 
above make use of nearly the same diagrams. The representations and view concepts, 
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however, are to be investigated in follow-up work. A step in this direction is our current 
work on improving the task state machine editor. 
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Abstract. Model-based universal interaction devices are already capable to 
react on contextual changes by automatically adapting the user interface, but 
without considering the usefulness of the resulting user interface. Often tasks 
cannot be executed any more or execution orders will result in dead locks 
caused by unavailable functionality. We present our approach of investigating 
this property of adapted models based on the example of the SmartMote in our 
living lab the SmartFactoryKL. Given the task description of the user interaction 
we determine a dialog model in terms of a state machine – which is necessary in 
our process of user interface generation – to determine possible execution 
orders leading to the accept state of this state machine. Using these execution 
orders the initial task model can be adapted, all misleading tasks can be 
removed and the resulting user interface will only offer valid user interactions. 

Keywords: Adaptive User Interfaces, Usage Context, Task Fulfillment, 
SmartFactory, SmartMote, Model-based User Interface Development. 

1   Introduction 

Modern production environments comprise numerous devices demanding for direct 
human interaction – e.g. to execute, monitor, or maintain the production process. 
While each of this devices confront the user with different user interfaces – providing 
different user experience – future facilities will be equipped with universal control 
devices such as the SmartMote (see Figure 1, right) that are capable of providing 
control over intra-device functionality in a homogeneous manner, enabling for a 
homogeneous user interaction concept. This can be ensured by the separation of the 
content (i.e. task/workflow model) and its representation (i.e. presentation model). 
Due to the flexible nature of future ambient production environments, production 
lines can be (automatically) rearranged e.g. in order to compensate for device errors. 
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Thus, devices and their services will not be available anymore which needs to be 
reflected by the user interface in order to prevent usage errors. Therefore, the 
underlying model will be tailored to the new configuration. This paper discusses one 
approach based on the adapted model to determine if the user is still able to achieve 
her goal.  

 

Fig. 1. Left: the room-based use model and its components. Right: the SmartMote running on a 
TabletPC used to access devices of the SmartFactoryKL.  

2   SmartFactoryKL and SmartMote 

Located in Kaiserslautern, the SmartFactoryKL serves as a living lab for future 
ambient production environments [15]. It is characterized by a vast amount of field 
devices from various vendors. Basically, these devices build up a production process 
with the aim to produce colored soap filled up in dispenser bottles. According to the 
vendor, physical constraints, and device type these field devices offer diverse ways of 
human interaction – ranging from simple digit numbers to complex industrial 
workstations. Many of these devices possess their own user interfaces which – 
according to the vendor or physical device restrictions – provide different interaction 
concepts and can result in a bad user experience. The user has to adapt herself to 
different concepts, cooperate designs or modalities. Being confronted by this diversity 
during the execution of workflows this will result in operating errors [3].  

Future production environments will consist of flexible entities which are 
replaceable and reconfigurable, but also aware of the entire process. In case of a 
device error during the production these lines will be able to reconfigure themselves 
in order to still be able to complete the production process. According to the current 
configuration the user has to adapt her mental model of the entire production flow in 
order to be able to locate the interface she has to access. For maintenance personnel 
this can be a challenging task. 

Furthermore, the SmartFactoryKL implements the paradigm of new ambient-
intelligent production environments all of the field devices are interconnected and can 
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provide their information at any time, which is a necessary requirement to develop 
universal interaction concepts. Given the combinatorial explosion of possibilities, 
traditional software development approaches are insufficient to develop such flexible 
user interfaces. Therefore, our universal interaction concept – the SmartMote – is 
based on various formal descriptions that can be altered and interpreted during 
runtime to produce a user interface giving access to the desired functionality of the 
field devices.  

Core model of our approach is the room-based use model (RUM) which is built on 
the Useware Markup Language (useML) [5]. Figure 1 (left) depicts the RUM as it is 
used in our approach. It consists of a topological model of the entire environments 
comprising physical/organizational spaces (rooms) that can include devices. These 
devices are equipped with interaction zones describing the concrete restrictions on 
human-machine-interaction with respect to the current usage situation. Use model 
objects (UO) describe the tasks and workflows that can be executed by the user by a 
hierarchy down to elementary use objects (eUO) that stand for the individual user 
interaction such as change, trigger, select, enter and inform. Because the RUM only 
provides information about the content to be displayed there are many other aspects it 
does not cover. To interface to concrete application services the functional model is 
used [4]. We made use of the concept of usability patterns [2] to assign the elements 
to be displayed to concrete user interface elements in a presentation model.  

In the following we will focus on the RUM – especially the contained task model – 
to show how the current usage situation has an influence on the content to be 
displayed and the effect on a user of the SmartMote. 

3   Context in Ambient Intelligent Production Environments 

Knowledge about the current usage situation can be used to improve the usability and 
perceived experience in various ways. During the interaction with the system the 
intention of the user can be predicted and the system can prepare itself to support 
future task executions. If the user will be within the operating range (e.g. during 
maintenance) of a robot arm while activating it this will lead to a hazardous situation. 
In case the system is able to detect the users’ current position all functionality leading 
to this problem can be deactivated in advance and feedback can be provided to inform 
the user. 

Context is a very broad term of which many definitions exist [12]. In general it 
summarizes all surrounding circumstances of a certain user interaction or activity. It 
contains every piece of information that can be used to characterize the environment 
in which the interaction takes place, attributes of the user as well of the devices the 
user is interacting with which additionally is relevant to this particular interaction 
[14]. Collecting this data in a formal model will create a knowledge base that can be 
used in order to derive facts about the current usage situation based on which the user 
interface can be adapted (e.g. deactivation of hazardous tasks). Thus, the information 
which is being provided to the user can be adapted to the current usage situation and 
the complexity of functionality offered to the user can be reduced to the functionality 
that is relevant in this situation and therefore usage errors can be prevented. 
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By the application of a set of rules on the contextual information will result in the 
generation of transformations as well as filters that will be applied to the RUM – 
certain tasks will not be available any more to the user. Therefore, the system needs to 
perform task reachability analysis in order to determine if the user can still reach her 
goal: completing the workflow. This aspect will be covered in section 5. 

RFID UbiSense

RFID-ID X, Y, Z

RFID-Tag-
Coordinates

Interaction Zone 
Geometry

Active Zones Reasoning

Task Model incl. 
Interaction Zones

Filtered
Task Model

Static Context

Dynamic Context

Derived Context

Write access
Read access

 

Fig. 2. Processing contextual information within the SmartMote – matching static and dynamic 
context factors to filter the RUM 

In the following we will elaborate this idea based on the example of the SmartMote 
localized within the SmartFactoryKL. As mentioned above the RUM comprises the 
specification of interaction zones, a concept initially developed for interaction in 
working environments [13]. According to the zone in which the user is currently 
located in, a different use model will be instantiated. 

Figure 2 shows an overview of the context concept of the SmartMote. In the 
concrete scenario the indoor positioning system (UbiSense) as well as the RFID floor 
grid of the SmartFactoryKL will be used to determine the exact position of the user. 
Locations of the tags and geometric dimensions of the interaction zones are defined in 
the RUM. After receiving data from the positioning system and after contact to a 
RFID tag was established this information will be added to the RUM. This will result 
in firing a rule inside the reasoner component: given the information about the 
position of the user the SmartMote is able to match it to the dimensions of the single 
interaction zones as described in the RUM. In case a change of the active interaction 
zones was detected, a filter set can be generated in order to adjust the RUM, which 
will be interpreted and the displayed interface will be adapted accordingly to only 
show the functionality that was defined for the particular interaction zone. [1] 

At this point the reasoner is only able to adjust the RUM in accordance to the 
contextual information derived from sensorial input. So far it was not possible to 
determine if the displayed user interface is still sufficient for the user to achieve her 
goals, which we will address with this contribution.  
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4   State of the Art 

Before we elaborate our approach to check adapted user tasks, we want to give an 
overview about previous work on which our approach is built on. On the one hand 
this work involves task aspects as well as quality facets to check and modify task 
models. Therefore, in the following we will first briefly discuss task models before we 
introduce conceptual work on graceful degradation which is usually used in the 
domain of embedded systems. 

4.1   User Task Models 

Tasks that are required to be accomplished by the user in order to achieve her goal 
can be described in a hierarchical manner. Often this supports the stepwise refinement 
of the goal into abstract tasks down to atomic actions that will be executed during the 
interaction with the user interface. One of the earliest approaches to describe user 
tasks is the ConcurrTaskTrees (CTT) notation [8, 10]. Based on the ISO standard 
LOTOS (Language Of Temporal Ordering Specification) it leverages eight temporal 
operators to set the single tasks into relation with each other. CTT has constantly been 
improved but it shares one major drawback with other task models: scalability. Larger 
models can be created but confuse maintainers which can result in mistakes. Another 
disadvantage is the degree of refinement of basic tasks because the concrete type and 
nature of interaction is left open [9]. 

Based on the Useware Markup Language (useML), the RUM also structures tasks 
in a hierarchical manner [5]. An advantage of the RUM is the final refinement step 
towards leaf nodes in the graph structure – the elementary use objects (eUO). These 
describe the concrete atomic actions which are executed by the user. This makes the 
interpretation during runtime much easier. 

4.2   Graceful Degradation 

Graceful degradation is used in the domain of embedded systems to avoid failures in 
safety critical systems. The idea behind this concept is that a system consisting of 
diverse components is able to react to malfunctions of single devices and will 
compensate for the loss of e.g. actuators or sensors. Usually the system will be set 
into a different state in which it doesn’t offer the full functionality anymore but it still 
is running the basic functionality. Graceful degradation describes the “smooth change 
of some distinct system feature to a lower state as response to errors” [11]. 

An example out of the automotive domain is the vitality of a car remaining 
functional even if subcomponents are not available anymore. In case of a failure of 
the brake booster the system will switch into a state were the car will only accelerate 
to a lower speed (than the vehicle’s possible maximum). This concept can be 
transferred to the context of graphical user interfaces, where a failure within the 3D 
component could result in less graphical effects while still offering the basic 
functionality [11]. 
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In model-based user interface development graceful degradation has been 
integrated in order to support the portability [6]. Since the user interface descriptions 
are available on different levels of abstraction, the portability between different 
platforms can be ensured much easier than in traditional development processes. 
Nevertheless, various platforms also provide their individual attributes and are e.g. 
restricted in terms of display size or resolution, which results in the natural question 
how to display the same content on a different resolution even if the modality remains 
the same. For example if the size of an interaction object is restricted graphical user 
interfaces can be implemented with different widgets that provide the same 
functionality (but with a loss of comfort, precision, etc.). In case the display space is 
limited the user interface can offer two buttons for selecting a value within a range 
(increase and decrease), but if the display space is more ample this function can be 
displayed as a slider. In the latter case the user can not only specify the value but she 
is also faster in giving her input by estimating the value on the scale before specifying 
the precise value. Thus, the concept of graceful degradation was used in this context 
by Florins [6] to address this problem in model-based user interface development by 
developing an algorithm, deriving a user interface according to certain platform 
constraints using a set of graceful degradation rules. 

This inspired our work to apply the idea of graceful degradation directly to task 
models. Because dynamic aspects of ambient intelligent production environments will 
first have an effect on the tasks the user is allowed to perform it is a consequence to 
determine the new task sets and to exclude tasks which e.g. will lead into dead locks. 

 

Fig. 3. A sample task model as contained by an RUM 

5   Checking for Task Fulfillment by Graceful Degradation 

Depending on the derived context, the resulting task model needs to be adapted 
accordingly. In the following we will introduce our approach based on a dialog model 
analysis in order to check for task fulfillment. First the underlying dialog model – 
which is generated out of the task model – will be introduced briefly. This serves as 
the input for the graceful degradation algorithm checking for task fulfillment and 
deriving an adapted task model. 
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Fig. 4. Dialog model generated out of the task model shown in Figure 3 

5.1   Task and Dialog Models 

Based on a user task analysis, task models have been proven to be an effective way to 
formalize tasks that can be conducted by a user on a particular user interface in a 
hierarchical refined manner. User interfaces consist of dialogs which lead to the 
integration of a dialog model within our generation process to effectively generate user 
interfaces [7]. Starting with a task model as depicted in Figure 3, we automatically 
derive a dialog model in a two-phase process. Staring with a binary priority tree of the 
task model all possible execution orders need to be stored into a deterministic finite 
automaton. Enabled task sets (ETS) will be extracted from this binary priority tree by 
stepwise execution (after which the tree will be updated again) and determining the next 
ETS. Result will be an automaton (state machine) as required.  

 

Fig. 5. Dialog model after eUO 2.1 becomes unavailable, removed transitions and marked 
transitions leading to the accept state 

5.2   Task Fulfillment 

After the dialog model has been generated it is possible to check if a user can still 
achieve her goal while using the adapted user interface (generated based on the new 
model). Figure 4 shows the resulting dialog graph of the task model shown in Figure 3. 
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Now, in case a service – and the corresponding elementary use object – becomes 
unavailable, all execution sequences within the model that are in any relation to the 
unavailable objects will be deleted. 

In the given example the elementary use object 2.1 becomes unavailable. Therefore 
all transitions that are associated to the object will be removed in the automaton as 
depicted in Figure 5.  

Checking all possible paths within this graph than can lead to the accept state the 
algorithm can determine if this state is reachable. As shown in figure 5, the algorithm 
will find two possible paths within this model that fulfill this requirement (red and 
green paths) and as a result declare the users goal as achievable. Four valid execution 
orders can be found in the example:  

• eUO 1.1, eUO 3.1, eUO 3.3 
• eUO 1.1, eUO 3.1, eUO 3.2, eUO 3.3 
• eUO 1.2, eUO 3.1, eUO 3.3 
• eUO 1.2, eUO 3.1, eUO 3.2, eUO 3.3 

This is a necessary precondition in order to continue processing with the adaptation 
because if this check would be omitted the resulting user interface could be – with 
respect to its functionality – not useable anymore and therefore directly lead to 
operating errors. 

All the elements of the initial task model will be set into the state not reachable to 
be processed by the graceful degradation approach. Starting with the leaf nodes – 
always elementary use objects – all these elements which are included in the valid 
execution orders determined from the dialog model analysis will be set to the state 
reachable. In case an object only contains children that are not reachable it will 
remain in its state. This algorithm will proceed recursively until the root node is 
reached (see Figure 6). 

 

Fig. 6. Task model – marked according to reachability of tasks 

Beginning with the root node, all the objects that are marked as not reachable will 
be removed from the task tree. After this phase is finished the adapted dialog model 
can be generated which serves as the input for the generated user interface. 
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5.3   Threats to Validity 

First simulations have shown the feasibility of this approach, but also indicated some 
drawbacks. 

Simulated based on models of the SmartFactoryKL, this approach works quite well 
(given the fact that it represents a small to medium size production environment), but 
using larger models will result in a lowered performance and if those models exceed a 
certain complexity the user interface will not be useable during run-time anymore. 

Furthermore, processes within the SmartFactoryKL are modeled in a redundant 
way. This means in case of a malfunction of a pump there are other pumps to 
compensate its function. Therefore, these redundancies are also reflected within the 
task model according to the device configurations. Relating to the approach, the user 
has different ways to reach her goal and in case of an adaptation this can still be 
possible. If there are no redundancies, the user interface cannot be adapted but also 
the production environment will not be functional any more in our scenario. 

6    Summary and Future Work 

Ambient production environments will offer single holistic interaction concepts which 
offer interaction with all the deployed field devices and therefore will be able to 
provide a homogeneous user experience. One sample universal control device is the 
SmartMote which serves as a demonstrator and application scenario for our research. 

In this paper we presented one step within our model-based user interface 
generation approach that is capable of adapting the user interfaces to contextual 
circumstances. Relying in task models describing the users’ interaction with the 
interface, previous approaches were not able to determine the quality in terms of 
reachability of the users’ goals of the resulting adapted user interface. We elaborated 
our approach based on this specific tool chain to leverage the determination of valid 
execution orders after a contextual chance. Based on the detected execution orders the 
task model can be adapted accordingly, avoiding tasks that cannot be executed by the 
user any more. Thus, also the resulting user interface does not offer any user 
interaction or dialogs which cannot be reached by the user or will lead to dead locks 
within the users’ task execution process. 

As mentioned above we successful simulated this approach with various models 
and adaptations based on our living lab while also indicating drawbacks. We therefore 
need to conduct further investigations on the performance of this algorithm and we 
are simultaneously developing additional algorithms against we will test the presented 
approach. 
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Abstract. In this paper, we propose a method for the analysis and the 
interpretation of the interactions between the user and the interactive system to 
evaluate. The proposed approach is based on the comparison between the user 
interaction sequences and the sequences average. This confrontation concerns 
the task execution duration, the realized tasks number and the action sequence 
used in a defined experimental scenario.  
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1   Introduction 

For more than thirty years, many researches concerned the improvement and the 
optimization of different interaction aspects between human and machines. This 
interest increases considerably with the interactive systems evolution. The HCI 
evaluation can be done in every development phases (specification, design, 
implementation, tests…) [22]. In this paper, we are interested in the evaluation. To 
evaluate the interactive systems, many methods, techniques and tools exist. 
Nevertheless, they often have their own requirements and characteristics, and fill into 
a category as ergonomic inspection, verbalization, electronic informer, questionnaire, 
etc. The application of the same method, technique or tool, can give various results 
with various users and/or various involved evaluators [5], [16]. In the case of the 
approaches that allow the interaction analysis, it is sometimes very difficult to study 
their result. Indeed, usually the evaluator faces an important amount of data [4]. Its 
treatment generally requires a very long time and a great effort to interpret it. Thus, 
we propose an automatic interaction data analysis method. 

In this article, we first present briefly the HCI evaluation. Secondly, we propose 
our approach for the HCI evaluation based on the analysis of the user interactions. 
Then, this proposition is applied on a transport network supervision system. 
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2   Related Work 

Generally the HCI evaluation is considered as measuring interactive system usability 
and the utility [9], [13], [16] [19] [22] [23].  

A system is said useful if it allows the user to reach his or her work’s objective [1] 
[15] [16] [20]. The usability concerns the learning and the usage ease of the system 
[10]. According to [22], the evaluation is a comparison of an object model to a 
referential model to establish conclusions. The object model is the examined system 
to be evaluated. This model can be defined by a set of interface attributes, quantitative 
and/or qualitative measures, observations… The referential model is specified by the 
evaluator and/or the experts. It constitutes an ergonomic reference. The comparison 
between these two models indicates possible defects and/or suggestions in order to 
improve the evaluated interface.  

Several tools are based on this principle in the evaluation process. For instance, we 
can quote MM WebRemUSINE [17], MESIA [25] and EISEval [27]. These tools 
define the referential model as a selected action sequence by the evaluator and the 
object model as the interactions captured between the user and the system. This 
referential model is difficult to be established. Indeed, it requires advanced knowledge 
from the evaluator in several domains: software ergonomics, cognitive psychology, 
etc., as well as usability standards. Furthermore, to establish an adequate model, the 
evaluator has to have a good understanding of all the user profiles and the practicable 
tasks by the system. 

3   Automatic Interaction Data Analyses 

Our method consists in the capture, the analysis and the interpretation of the 
interaction data between the user and the interactive system. First, the method consists 
in capturing the interactions between the users and the system to be evaluated. Then, a 
Petri Net (PN) is generated. It models the captured interactions (PNs are often used in 
HCI, see for instance [6], [18]). This PN allows deducing the users’ average sequence. 
Finally, the evaluation is done according to the differences founded between the 
realized action sequences and the average of these sequences, Fig. 1. 

Our evaluation approach is structured as following. First, an object model is 
defined. It contains executed actions by the users during an experimentation scenario. 
We introduce the evaluation as the study of the difference between the various object 
models and the average of these models, Fig. 1. 

The executed actions and tasks can be detected by several interaction capture 
devices: electronic informer [27], eye-tracking [2], observation, video [18]. A 
scenario is elaborated. It consists on executing, during the experimentation, the tasks 
by a set of users. Our approach consists in 3 steps, Fig 1. First, the interactions 
between the user and the interface have to be structured to a common format. Then, 
an average model resulting from all the object models is generated. Finally, the 
various object models are compared with the average model to evaluate ergonomic 
quality of the interface. 
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Fig. 1. Proposed evaluation approach 

3.1   Interaction Modeling Using the Petri Nets 

Several interaction modeling exist [11]. In our proposition, we adopt the one proposed 
by Tran [26]. This modeling consists in distinguishing the various events concerning 
the interfaces in two categories:  

− - EVIU (Evènement Interface Utilisateur (in French), translated by: UI event): it 
consists on the events concerning the interface components: opening a window, 
exit a window, error message, form validation …  

− - EVDI (Evènement Dispositif d’Interaction (in French), translated by: DI event): 
This set is related to the events of lower level which constitute the EVIUs. They 
handle directly the events generated by the interaction devices: right click on the 
mouse, the keyboard touch... 

During the interaction, the user proceeds to several tasks. A task consists of one or 
several EVIU(s). An EVIU consists also of one or several EVDI(s), Fig. 2. The EVDI 
is codified in an XML file. Each EVIU is composed of an EVDI set. From this 
composition, we can easily detect the realized action sequences by the users during 
the experimentation process. These interaction sequences are illustrated as a PN. 
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These Petri Nets are coded in XML files to facilitate their storage and their 
management. Each place is coded using the name, previous place(s) and the following 
place(s). The transitions are coded using the passage’s condition (and, or, exclusive 
or, etc.). 

3.2   Average Object Model Calculation  

Once the interaction file is generated (Fig. 3), a PN is elaborated. It includes the 
various interaction sequences as well as the probability to execute each task. This 
probability is calculated according to the percentage of the users who execute it. 
Places in this network are the tasks realized by the user. The transitions between these 
places give the numerical values of this probability, Fig. 3. 

 

Fig. 2. Example of task decomposition into EVIU and EVDI 

A reduction algorithm is applied to the resulting PN (repetition deletion, transitions 
buckles, etc.) to facilitate its interpretation. Once each PN is generated, the average 
PN is calculated. It is calculated by the enumeration of the various possible paths on 
the PNs and their respective probability. The average sequence is the one having the 
highest probability indicator. The sequence execution duration is the average of the 
sequences execution time. The task number average is calculated in the same way. 

3.3   Study of the Difference between the Average Object Model and the 
Different Object Models 

The difference between the object models and the average object model can be 
established on 3 levels: (1) actions number, (2) run time, (3) and gap between 
different action sequences performed by the user. If the gap is not important, we 
consider the users proceeded according to the same manner and the information is 
well presented. In that case, the users opted for the same action sequences in the 
experimentation scenario. In the other case, some ergonomic inconsistencies can be 
detected through the difference type (in the sense of the ergonomic criteria proposed 
by Bastien and Scapin [3] or proposed by the ISO 9241 standard). Problems met by 
the user during the experimentation can be detected. In the case of a runtime 
difference, it is possible to conclude that the user found difficulties while using the 
interface. If some users manipulated the system slowly, this can be due to problems in 
relation to the following criteria: significance; workload. In case of an important 
difference in the transitions number in the action sequences use, it becomes possible 
to show that the users proceeded to useless manipulations. This is related to the 
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ergonomic criteria: homogeneity/coherence; prevention against the errors. When 
there’s an important difference in actions sequences, the evaluated interface should be 
revised according essentially to the following criteria: guidance and prevention 
against the errors. 

 

Fig. 3. Example of PN with the probability of each transition 

We have performed a first experimentation involving 100 users. These users 
interact with a ticket machine system. The interaction sequences are captured from an 
electronic informer. The results are generated from a database, in which the electronic 
informer stores the different actions. The results show that there is a difference of +-
17% in the execution duration and a difference of +- 14% in the number of action.  

4   Application to a Transport Network Supervision System 

Our method is applied on an interactive system. This system is similar to the one used 
for the network transport supervision in Valenciennes (France). It is called the IAS: 
Information Assistance Support for Passenger. The IAS is an agent based system 
allowing to visualize the transport network [7] [8] [25], Fig. 4. The proposed 
approach was experimented in laboratory on 12 users. A phase of training was 
proposed to these users on the IAS (application case, task, priority, explanation, etc.). 
These users are not experimented in this task (the network supervision). They have 
never manipulated such systems. We chose novice users in order to better detect 
utility and usability problems related to the IAS. 

The evaluation scenario consists of a particular situation. Indeed, the transport 
network is subjected to disturbances. The supervision task is not done in a 
collaborative way. During the experimentation, the users are submitted to particular 
circumstances which oblige them to inspect the whole tasks of the system. The 
interactions between these users and the IAS were captured by an Electronic 
Informer, called EISEval (Environment for Interactive System Evaluation) [27]. The 
results indicate that the system needs to be approved. In this evaluation, the vehicles 
passage schedules is disturbed. The user has to act via the IAS by sending messages 
(1) to the driver in the aim of accelerating either slowing down the vehicle and (2) to 
the passengers to warn them of a possible timetable change. In the selected scenario, 
there is an overlapping of several immediate delays/advances on one hand and the 
appearance and the disappearance of vehicules delay / advance on the other hand. 
Once the user interactions are captured, we establish the links between the events of 
user interface (EVIU) and the tasks realized by the system. These links inform the 
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evaluator about the tasks sequence made. The sequence of interaction is generated for 
each user. The users proceeded on average to 39 elementary tasks. The evaluation 
scenario lasted on average 17 mn 32 s. From the PN (Fig. 5.a), the average PN can be 
deducted (Fig. 5.b) by calculating the action sequence the most probable. The 
comparison between the action sequences and the average PN (Fig. 5.b) shows that 
there is an important difference between user actions. 

 

Fig. 4. Extract of the evaluated interface (Part of the IAS) 

 

Fig. 5. Example of PN deduced in the experimentation 
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This difference is related essentially to generated events. Indeed, the users 3, 7 and 
8 proceeded useless manipulations (more than 30 %), Table 1. From the action 
sequences, we notice that numerous actions were repeated usefully. This proves that 
there are problems according with the coherence, guidance and prevention against 
errors criteria. In these situations, the users were not sure to have executed an action. 
To improve the interface, we propose to add a new agent to the IAS; this agent will 
indicate the user executed action history to avoid repetitive actions. 

We find some problems related to the prevention against the errors criteria. The 
calculated difference in the task run time is not very important (more or less one 
minute). The IAS presented information is very clear to the user. The ergonomic 
guidelines related to the” information display” and the “data posting” are considered 
as respected in the interface. 

Table 1. Extracts of results issued of the experimentation 

User Execution Time Time 
space 

Realized  
actions 

Task 
space 

2 14:07 -19.48 36 -07.69 
3 17:21 -01.04 27 -30.76 
4 17:04 +03.04 48 +23.07 
5 19:24 +01.64 42 +07.69 
7 18:49 +07.31 22 +43.58 
8 17:24 -00.76 42 +07.60 

 
Thanks to the experimental evaluation, certain criticisms and suggestions are 

emitted to improve the IAS, Fig. 5. First of all, to warn against possible errors, the 
user has to confirm every time his or her actions via a dialog box containing the 
message that he or she wishes to send, the address, a validation button and a cancel 
button. On the other hand, some users proceeded to repetitive actions. This is due to 
the fact that they were not sure of executing some tasks. Furthermore, some certain  
 

 

Fig. 6. The interface suggested to be added to the IAS (extract) 
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forgot if they handled certain disturbances or not. A new agent is suggested to be 
added to the IAS. This agent task is to illustrate the executed action history. 
Furthermore, we suggest adding on the agent “Traffic state”, an icon as small 
indicator every time the user sends a message to a vehicle, Fig 6. 

5   Discussion 

In this evaluation, several difficulties concerning the IAS use were discovered. 
Although the users belong to the same profile, we found important differences in the 
number of actions during the experiment. This is essentially due to the non 
compliance with the prevention against the errors and guidance criteria. The found 
results are in agreement with those obtained by Tran [26] and Trabelsi [24] for the 
IAS evaluation. Tran’s results show that the users often proceed to useless 
manipulations. In our approach, we did not specify a referential model. It was 
specified from the user interaction sequences with the evaluated system. 

The proposed approach has been applied to the evaluation of an information 
assistance system. Several improvements of the interface are suggested. This is 
mainly in the addition of a new agent at the interface. We consider than our approach 
is easier to use than EISEval [27]. PN, generated from the interaction, are easier to 
perform, interpreter and exploit. Nevertheless, the proposed approach allows only 
assessing interfaces according with classical ergonomic criteria. It does not consider 
new criteria. In addition, the approach is automatic only in capture and analysis 
phases. The criticism and the suggestions are established manually (according to the 
classification of evaluation tools by Ivory and Hearst [12]). Additional methods or 
tools should be proposed to improve the ergonomic diagnosis delivered by the 
system; it is possible for example to use either questionnaires or the Cognitive 
Walkthrough method [13]. Furthermore, it would be interesting to integrate a direct 
observation of the users during the tests. This would facilitate the understanding and 
the explanation of certain ergonomic inconstancies. 

6   Conclusion 

An approach for the study and the analysis of the human-machine interactions was 
presented in this paper. This approach allows supporting interactive system 
evaluation. It aims present criticisms and suggestions to the evaluator to improve the 
evaluated interface.  

The proposition has been applied to a network transport supervision system. We 
propose to apply it on other interactive systems.  In addition, we suggest to extend it 
by combining this approach with other evaluation methods (for instance questionnaire 
and usability inspection). This would allow validating the ergonomic criteria to 
consider during the evaluation. We plan also to integrate the resulting approach into a 
generic, flexible and configurable environment for the evaluation of interactive 
systems. 
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Abstract. Computer-based environments for supporting design are complex 
software artifacts. These tools need to use sound computational formalisms as 
well as address issues of human usability. The development of interactive and 
usable generative systems is a significant research area in design computation. 
Though classical search techniques play a central role in the generative kernels of 
these “closed-world” systems, the open-ended exploration of design spaces is the 
desirable goal. In this paper, we present a formal model of exploration that 
combines search with user driven exploration. We describe the role of interaction 
and agency in an experimental mixed-initiative design support system. 

Keywords: generative design, mixed-initiative, design exploration. 

1   Background 

Generative design comprises an iterative process of specifying problems, finding 
plausible and alternative solutions, judging the validity of solutions relative to 
problems and reformulating problems and solutions. Mixed-initiative is an effective 
paradigm for addressing the process of directing problem-solving goals (Cohen et al., 
1998) in a domain of discourse. Through mixed-initiative, the user and the formalism 
can share responsibility over domain goals. For example, Rich and Sidner (1997) and 
Rich and Sidner (1998) demonstrate a domain level collaboration through an interface 
agent that works on a plan with its user. Veloso (1996) and Veloso et al. (1997) 
employ a shared representation in the planning domain. Both automated and human 
planners are able to interact and construct plans jointly. Smith and Hipp (1994) 
propose a common meaning representation to achieve goals in natural language 
dialogue through mixed-initiative. Guinn (1996) considers initiative over mutually 
shared goals and how goals are solved by the participants (agent and human) in 
spoken dialogue systems.  

Mixed-initiative over a domain goal requires both humans and automated software to 
share a representation of the domain of discourse. Designers share tasks with the 
formalism through an interaction model that connects the designer’s view of the domain 
with the symbol level constructs available for computing exploration. From the 
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designer’s perspective, the representation of the domain must account for and connect 
onto the concepts underpinning the design space formalism. A difficulty of explanation 
arises in this task: the elements of the domain layer collapse into and find explanation in 
the sparse symbol-level machinery below. One formal device in the substrate serves 
several concepts in the domain layer. To address these difficulties, it is necessary to 
maintain three levels in the exposition of the domain layer: the designer’s view of the 
components of exploration, the formal substrate underpinning these views and finally, 
domain layer concepts that map the user level concepts onto the formal components of 
the design space formalism. 

2   Interaction with a Description Formalism 

The description formalism described in Woodbury et al. (1999), provides a formal 
substrate for supporting the entities of exploration, state, move and structure. The 
symbol substrate for design space exploration is reported in Woodbury et al. (1999). It 
implements a formal mechanism for computing exploration in terms of types, features, 
descriptions and resolution algorithms (Burrow and Woodbury, 1999; Woodbury et al., 
2000). The formalism is based on typed feature structures (Carpenter, 1992) and 
extensions (Burrow, 2003). In particular, the representational properties of information 
ordering, partiality, intensionality, structure sharing and satisfiability are addressed in 
the formalism. To define how designers may employ the entities of the substrate at the 
user level, a model of interaction, as shown in Figure 1 is necessary. 

  Interaction model

Exploration Formalism

User

Typed Feature Structures

States Structure Moves

 

Fig. 1. An interaction model integrates the user and the description formalism 

Mixed-initiative presents a paradigm, for combining a human designer and a 
description formalism through the specification of communication, coordination and 
control of the exploration process. To address the above, a three-layered model is 
developed for interactive exploration. Through the interaction model, both user and 
formalism must have the flexibility to acquire or relinquish initiative during 
exploration. The layers of the interaction model are shown in Figure 2. Each layer 
plays a distinct role for addressing the requirements for mixed-initiative exploration. 
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Task

Dialogue

 Mixed-initiative interaction model

Exploration FormalismUser

Domain

 

Fig. 2. A mixed-initiative interaction model integrates the user and the description formalism 

The domain layer bridges the gap between the knowledge level formulation of the 
designer’s view of the exploration domain and the symbol level substrate of the 
description formalism. The requirements of the domain layer in the mixed-initiative 
model of exploration are: 
 
Support the designer’s view of the domain. The domain layer must support the 
designer’s view of the domain of exploration, namely, problems, solutions, choices 
and history. The domain layer provides concepts for the representation of problems, 
their reformulation and the generation of alternative solutions from the user’s 
perspective. The domain layer mediates between the designer’s view of exploration 
comprising problems, solutions, choices and history; and a design space 
representation aimed at efficient generation, indexing and recall. 
 
Support joint responsibility over goals. Supporting joint responsibility over domain 
goals is a major problem in design exploration. Through mixed-initiative, the domain 
layer enables both the designer and the formalism to maintain context and share 
responsibility over goals in the domain of exploration. 

3   Implementation 

The designer’s view of exploration comprises an account of problems, solutions, 
choices, their connections and the developing space of explicitly discovered design 
alternatives. This view is less concerned with the formal specification of internals and 
more with the existence of objects and the external hooks necessary to support 
interactive exploration. The designer’s model of exploration comprises problems, 
solutions, choices and history (their connections and the resulting explicit design 
space). The problem formulation and reformulation cycle, the solution generation and 
reuse cycle, the intentional choices of the designer and the rationale of exploration in 
the form of a history are captured in this view. The representation of the designer’s 
view is shown in Figure 3.  

The structure of exploration is represented through the ordering relation of 
subsumption. The concept of an ordered design space underpins the description 
formalism. Exploration states are ordered by the relation of subsumption, a formal 
ordering over the collection of states. Burrow and Woodbury (2001) argue that design 
history is a significant device for supporting exploration. Choices, their connections  
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Exploration History

Choices

solutions

Problems Solutions
rationale

problems

problem history solution history

 

Fig. 3. The designer’s view of exploration can be captured through a representation of the 
following entities: problems, solutions, choices and history. The problem formulation and 
reformulation cycle, the solution generation and reuse cycle, the intentional choices of the 
designer and the rationale of exploration in the form of a history are captured in this view. 

and the developing history of explicitly discovered design alternatives must be 
accessible to the designer through interaction with the structure of exploration. The 
interaction model provides the designer with a view of design space structure. From 
the designer’s perspective such a model must captures the elements of the history of 
design exploration.  

The designer’s view can be identified with the entities described in Section 2. It is 
necessary to explain these at a second level: that answers to both the designer’s model 
and to the formal substrate. The mapping from the designer’s view of exploration to 
the symbol structures of the underlying machinery is made explicit through four 
constructs in the domain layer, namely, problem state, solution state, choice and 
satisfier space. Figure 4 shows the mapping of the designer’s view of exploration to 
the constructs in the domain layer. 

Feature NodeChoices

Partial SatisfierSolutions

Problem StateProblems

Domain Layer ConstructsDesigner ’s view of Exploration

Satisfier SpaceHistory

 

Fig. 4. Mapping the designer’s view of exploration to constructs in the domain layer 

Problems become problem states. Solutions become partial satisfiers. Choices 
compose a relation between problem states and partial satisfiers. Problems, solutions 
and choices recording the history of exploration are captured by satisfier space. Each 
of these constructs are developed in greater detail, following a three level exposition, 
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the designer’s view, the symbol substrate, and the mapping of the two based on the 
domain layer as shown in Figure 4. 

3.1   Problem State, Pstate 

To a designer, problems comprise both design requirements and desired properties of 
an artifact. Problems may be hierarchical, that is in addition to requirements and 
properties they may comprise sub-problems, which themselves may be similarly 
recursive. Designers revise problems as aspects of a design situation reveal 
themselves through exploration, the conception of the actual problem being solved 
may change. In a designer’s problem space, work is done by a combination of 
problem formulation (specifying/adding) requirements, attributes and sub-problems) 
and problem revision (removing or modifying the same). 

At the symbol substrate, problems are specified through two main constructs of the 
typed feature structure mechanism: a type hierarchy <Type, ≤ > and a description 
drawn from Desc. First, the specification of a problem amounts to the construction of 
an inheritance hierarchy of types. The types are refined by a collection of features 
introducing appropriateness constraints on types. Second, a problem to be solved is 
expressed using descriptions drawn from Desc with respect to <Type, ≤ >. Present 
here is the representation of problems through type hierarchy construction and the 
authoring of descriptions. Detailed expositions of how these structures are supported 
in given in Woodbury et al. (1999). 

As shown in Figure 5, the domain layer construct, Pstate, maps to the type 
hierarchy and to descriptions. From the perspective of an exploration process, a 
design problem can be expressed as a type inheritance hierarchy. Typically these 
would be such forms that have been ossified by past experience in design space. In 
this case, the problem would be available as a problem state, specified by its trivial 
description as a type in the type hierarchy. The mapping of a problem state to the type 
system can be explained as follows: 

PState  ≡  •PState : InheritanceHierarchy : Type (1)

Type System

Problem State

Description

 

Fig. 5. The problem state composes a collection of descriptions, Desc over a type system 
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A problem can also be specified as a description specifying certain forms of spatial 
relations or constraints on types based on the description language. The connection 
between a PState and the formal substrate of descriptions drawn from Desc is given as 
follows: 

PState ≡  •PState : Desc : Description (2)

In the above case, the exploration of the initial description would amount to 
designer interaction with the the domain layer construct, a PState. Through interaction 
with a PState, the designer can define design requirements either within the type 
system or through a collection of descriptions. Figure 6 extends Figure 5 by 
expanding a problem state to reveal its connections with typed feature structures. 
Summarising, the problem state is defined as a type or a description over a hierarchy 
of types. The domain layer construct Pstate, encapsulates the two distinct views of the 
problem formulation and reformulation process in the combined representation. 

3.2   Solution States, SState 

In the domain of design, problems may have no solutions, a finite number of solutions 
or an arbitrarily large collection of solutions. For example, in the SEED Knowledge 
Level, a solution is modelled as a “design_unit” (Flemming and Woodbury, 1995), 
representing a physical and geometric model. To a designer, a solution is a component 
in the spatial or physical structure of a building and has an identifiable spatial 
boundary. Thus solutions describe physical and geometric characteristics of structures 
satisfying problem descriptions. 

Type System

InheritanceHierarchy

Problem State

ConstraintSystem

Description
Type

Feature

subtypes
features

descriptions

 

Fig. 6. Types, Features, constraints and descriptions comprise the representation layer for 
defining, decomposing and revising problems in the domain layer 

The steps in the problem/design satisfaction relation are realised as incremental π-
resolution states (Burrow and Woodbury, 1999) termed a partial satisfier and 
represented here as TFSPartialSatisfier. Partial Satisfiers represent initial, 
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intermediate (partial) and fully resolved solutions of a given description. A 
TFSPartialSatisfier composes descriptions and feature structures as follows: 

TFSPartialSatisfier ≡ •PartialSatisfier: Desc:  FeatureStructure (3)

The label PSat is used as a shorthand term for representing the relationship 
between satisfiers and descriptions in the substrate. A PSat composes a collection of 
TFSPartialSatisfiers: 

PSat  ≡  •TFSPartialSatisfiers (4)

In the domain layer, the view of a solution is encapsulated in solution state objects, 
written as SState. As an object, a solution state composes both resolved designs and 
partial satisfiers. The constituents of a solution state are shown in Figure 7. To a 
designer, a solution state provides a view on a developing design.  

Problem State

Partial Satisfier

DesignSatisfaction

 

Fig. 7. Solution states compose partial designs with respect to an inheritance hierarchy of types 
and a partial satisfier 

The realisation of the design as a typed feature structure and the satisfaction 
relation between problems and solutions as an incremental π-resolution state is shown 
in Figure 8. The solution state construct specifically adds intentionality concerning 
solutions to a problem specification. The connection of the solution state, SState to 
the formal substrate is given as follows: 

SState  ≡  •SState • PState : Desc : TFSPartialSatisfier (5)

Summarising, the domain layer construct SState represents the notion of a design 
solution. In it, are embedded the symbol substrate concepts of description, the 
satisfaction of a description as satisfiers and the trace of intermediate solutions as 
partial satisfiers. 

3.3   Choice 

Problem formulation and generated solutions engender a large space of alternatives. 
These alternatives form a solution hierarchy and as designers revise solutions, a 
revision history of solutions is recorded. Support for the actions of the designer in 
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making choices about solution alternatives and solution revision is necessary. Choice 
records commitments and thus the relation amongst functional requirements and 
characteristics of a physical structure that satisfy these requirements. 

The connections between a problem and its possible solutions (partial or complete) 
are encapsulated as choices. Choices represent both the intentional commitments 
made by the designer (selection) and the alternative paths of resolution uncovered by 
the formalism. The choices made by the designer and the resultant choice points 
arising out of formal resolution are recorded as feature nodes in the domain layer. The 
FNode records user choices with respect to problem alternatives, incremental 
generation and the selection of solution alternatives. The feature node, FNode 
captures the relationship between a problem state, PState and an alternative design 
that is a partial solution to the problem, SState.  

Further, a FNode composes typed feature structures in the underlying formalism. 
The user and the formalism participate in a process of incremental generation of 
partial solutions of a problem statement. First, in the selection of a FNode from the a 
collection of possible solutions. Second, in the specification of the next step of 
resolution. The connection between a FNode and a SState is given in the path form as 
follows: 

FNode ≡ • FNode • SState : FeatureStructure (6)

The FNode enables the user to make choices at a particular point in the problem 
formulation and solution generation process. 

4   Conclusion 

The paper presents an interaction model for supporting mixed-initiative in design 
exploration. It identifies the requirements of the domain layer and constructs a 
designer’s view of exploration comprising problems, solutions, choices and history 
over the symbol level representation of design space exploration. The mapping is 
developed through the development of the concepts of: Problem state, Solution state, 
Choice and Satisfier space. In each of these constructs, the case for mixed-initiative is 
made through a three level exposition, the designer’s view, the symbol system view 
and the mapping of the two through the domain layer constructs, PState, SState, and 
Choice. Problem states represent design problems. Solution states represent partial 
design solutions. Finally, the mapping of the domain layer to an interface construct, 
the FNode is demonstrated. Feature Nodes compose problem formulation and solution 
generation processes and support the exploration operations.  
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Abstract. The paper investigates the co-evolution of models and implemen-
tations of interactive systems within the model-based design paradigm. A view 
of implementations as pure results of top-down model refinements is rejected. 
On the one hand, models inform or even drive further design and implemen-
tation steps. On the other hand, implementation ideas emerge during the 
iterative development process. They can be evaluated and further explored by 
models. In particular, selective modeling allows to focus attention on certain 
aspects of the interaction. 

Higher-Order Processes Specifications (HOPS) describe interactive systems 
from different viewpoints and at different levels of granularity. The HOPS tool 
is used to suggest techniques for intertwining modeling and implementation 
activities. Object-oriented implementations in Java can be assigned to HOPS 
models. Their animation results in model-guided prototyping open for both 
empirical and analytical evaluation.  

Keywords: Model-Based Design, Human-Centered Design, Viewpoints,  
Co-Evolution of Representations. 

1   Introduction 

Human-Centered Design (HCD) is based on the assumption that the development of 
interactive systems is rarely achievable without iterations and without an active 
participation of users and other stakeholders. An exclusive application of analytic 
techniques and design methods is rejected for several reasons. First, it is neither 
possible to fully understand existing working practices and to specify all requirements 
of the system under development in advance nor is it possible to foresee all effects of 
integrating new or modified artifacts into daily practices. Second, the design practice 
itself is considered as process of intertwined activities contributing to requirements 
analysis, prototyping, conceptual design and implementation. Evaluation steps guide 
this process.  

This paper explores the co-development of models and implementations within the 
Model-Based Design (MBD) paradigm in order to support the ideas of HCD more 
effectively. Current model-based approaches mostly rely on the use of task models 
and domain models to derive specifications, prototypes or implementations for 
interactive devices [1]. The implementation is basically seen as a result of a top-down 
refinement. Typical techniques to produce lower-level descriptions from higher-level 
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descriptions are tool-supported mappings and transformations. In previous work, we 
have shown that current modeling practices tend to be specification-driven [2]. Task 
models are geared towards functional specifications or user interface specifications. 
As a consequence, they are often considered as complete and consistent descriptions 
but may fail to support some of the original objectives of task analysis such as the 
reflection of task allocation options or the selective consideration of usability 
problems. A co-evolution of implementations and models describing selected aspects 
of interactive systems may help to alleviate some of the above mentioned drawbacks 
of MBD practices. It may allow for easier integration with other analytic and 
empirical HCD techniques. 

In this contribution, Higher-Order Processes Specifications (HOPS) are used to 
illustrate the idea of co-evolving models and implementations of interactive systems. 
HOPS is a universal specification formalism with high-level concepts for describing 
interaction from different viewpoints (e.g. [3]). It combines the description of 
behavioral and structural aspects of a system in the same notation. Tool support 
makes it possible to animate HOPS models and to map them to object-oriented 
implementations in Java at arbitrary levels of granularity. This allows a certain 
freedom in implementation activities, but also a selected control of implementations 
by models. Selective modeling helps to focus attention on specific aspects, for 
example on the identification of usability problems or on the exploration of design 
options [4]. 

The paper is organized as follows. Sect. 2 relates this work to existing design 
approaches. In Sect. 3, our general view on the co-evolution of models and code is 
given. Sect. 4 introduces an example scenario which is used throughout Sect. 5 to 
explore techniques for intertwining modeling and implementation activities by using 
HOPS. The paper closes with a short summary. 

2   Related Work 

In her critique on the waterfall model, Pfleeger points out: “Software is not developed 
like that; rather it evolves as the problem becomes understood and the alternatives are 
evaluated. Thus, software is a creation process, not a manufacturing process. The 
waterfall model tells us nothing about the typical back-and-forth activities that lead to 
creating a final product” [5]. Parnas and Clements state that “we will never see a 
software project that proceeds in the "rational" way…Many of the details only 
become known to us as we progress in the implementation. Some of the things that 
we learn invalidate our design and we must backtrack. Because we try to minimize 
lost work, the resulting design may be one that would not result from a rational design 
process” [6]. It is argued (for example in [7]) that requirements, specifications and 
implementations are intimately intertwined. 

In comparison with other software development approaches, HCD emphasizes the 
central role of empirical and analytic evaluation activities in interactive systems 
design (Fig. 1a). A combination of different evaluation techniques throughout the 
design process is recommended to assess the three aspects of technology use: functio-
nality, usability and the users’ experience of the interaction. The notion of task is at 
the heart of most of them in order to test systems or to reflect design options. 
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Examples are Cognitive Walkthrough [8] or think-aloud techniques. Although HCD 
practices have been refined over the years, the question of how to feed back results of 
evaluation steps into design in an effective way still remains.  

Model-based design approaches also consider knowledge about user tasks as 
essential for developing interactive systems but otherwise rather rely on “classical” 
software engineering thinking. The Cameleon Reference Framework [9] describes the 
most popular method to exploit task models (Fig. 1b). Task and domain models serve 
as starting point for deriving final user interfaces via several levels of abstraction. 
Typical techniques are tool-supported mappings and transformations. MBD supports 
model reuse across different platforms and programming languages. It also supports a 
consistent development of interfaces which have to work in different contexts, e.g. in 
distributed environments. However, the use of task models is biased towards 
functional and user interface specifications (e.g. [10]). 

 

Fig. 1. a) Modified Star Life Cycle [11], b) Cameleon Reference Framework [9] 

In the context of this paper, we are mainly concerned with improved techniques to 
co-evolve models and implementations in order to support more effective cycles of 
evaluation and design activities within the model-based paradigm.  

3   Co-evolution of Models and Implementations 

Task-based approaches in HCI have been criticized because of their narrow view on 
human activity. Alternative approaches as they are discussed e.g. in [12] put more 
emphasis on the interplay between actors and artifacts. It is assumed that available 
resources (external artifacts but also internal ones like plans) determine the actor’s 
behaviors in actual situations. People experience their environment as activity spaces 
and change them according to their goals. The deeper their understanding of the 
environment the more fine-tuned their interventions.  

If we apply this view on the model-based development process itself the overly 
dominant role of task models is questioned. Furthermore, the understanding of models 
as selective descriptions of phenomena from certain points of view is more empha-
sized. Task models describe how to act in the world to achieve a certain goal. Artifact 
models describe domain objects in terms of attributes and actions serving different 
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purposes in different contexts. Device models, in particular, may describe possible 
usage scenarios of interactive devices in terms of visible information and enabled 
action sequences (dialogs). A prototype represents concrete human-computer inter-
actions. It is represented by code in a programming language and is experienced in a 
different way than abstract models. Every representation can be considered as an 
artifact which evokes certain responses. Developers are responsible for a reasonable 
combination of representations to get a balanced view on the design problem.    

As common in HCD approaches, design activities can happen in any order and are 
“glued together” by evaluation steps. The use of representations depends on the 
objectives of the actual step. For example, in order to explore task allocation options, 
models of tasks, artifacts and roles can be used as resources to develop appropriate 
device models. A formal specification can be evaluated by a corresponding prototype. 
Models can be used or firstly developed for the assessment of emerging implemen-
tations. Changes to these models then feed back into later design steps. 

 In this paper, we suggest selective mappings of models and code which make it 
possible to link the animation of models and the execution of prototypes.  Such 
model-guided prototyping supports an application of analytic and empirical 
techniques to evaluate specific aspects of the system under design.  

4   Example Scenario 

Mastermind is a code breaking logic game for two players that is probably well 
known to most of the readers. Fig. 2 gives a glimpse on the problem to design an 
interactive version of this game. In the center of the figure, a task model is sketched 
out. It is annotated by the roles of the players. Numbered circles indicate relevant task 
domain concepts (code, guess, marking) and their reification in the depicted game 
versions. In our design scenario, the interactive version may be required to support 
different allocations of tasks. For example, both players are humans or the computer 
plays the role of the code maker. Throughout the rest of the paper, the example 
scenario is used to explore the above mentioned ideas in a concrete setting. 

 

Fig. 2. Views on playing Mastermind 
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5   Co-evolution of Models and Code with HOPS  

HOPS (Higher-Order Processes Specifications) is a formal specification formalism 
with tool support to describe interactive systems. For reasons of brevity, a short and 
informal introduction to the formalism is given only. A more detailed explanation is 
to be found e.g. in [2,3]. In the context of HOPS, systems are considered as compo-
sitions of interacting sub-systems. They are specified by processes. The structure of a 
process is determined by components, operations and sub-processes. Operations refer 
to the smallest units of behavior that are of interest in the actual modeling context. 
The behavior of a process is defined by a set of sequences of operations. Sub-
processes refer to partial behavior of a process and can be specified by partial 
equations and the use of temporal and structural operators. They can be applied for 
several purposes, for example for describing certain states of components or for 
creating structures such as hierarchies. Components as instances of previously defined 
processes serve to model sub-systems. Processes without components are called basic 
processes. Their operations are defined by names only. Processes with components 
are called higher-order processes. They can define new atomic behavioral units at a 
higher level of abstraction by “melting” sequences of components’ operations. A 
higher-order process can use its sub-processes and higher level operations to partially 
control the otherwise autonomous behavior of its components.  

5.1   Basic Processes in HOPS 

Fig. 3 shows in the bottom right section an example of a basic process to describe a 
peg space. Three operations are defined to model that a space can get a peg, the peg 
can be removed and the state of the space can be declared as fixed (lines 4-6). This view 
on a peg space may be appropriate in the context of the mastermind game. In HOPS, 
 

 

Fig. 3. Definition of process Space and animation run of a process instance 
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partial equations (lines 9-11) define temporal constraints on operation sequences by 
using temporal operators as known, for example, from CCT [1]. 

Temporal operators in HOPS:  ; sequence   #n n-fold iteration 
 [] alternative  […] option 

 ||| concurrency  |> disabling 
 */+ iteration   [> interruption 

The HOPS tool offers interactive model animation. At each step of an animation 
run, the user can choose to execute one of the actual enabled HOPS operations. In 
Fig. 3, enabled operations are presented and can be activated in two ways (marked 
with red arrows): within the actual animation tree in the top of the figure and within 
the visualization of the process instances the HOPS model consists of. Each path of 
the animation tree represents the prefix of a valid operation sequence of the model. 
The user can “jump” between nodes of the tree to explore specified behavior.   

5.2   Higher-Order Processes  

Higher-order processes in HOPS contain components that are themselves process 
instances. Hence, HOPS models can be considered as hierarchical structures of 
process instances (also called component trees)1. Higher-order processes not only 
allow to describe the coordination between the components but also to conflate 
sequences of components’ operations into new atomic behavioral units (operations). 
This helps to increase the level of abstraction in a description. Often, a higher-order 
process focuses on some behavioral aspects of its components only. Those lower-
level operations which are not known to and controlled by the higher-order process 
are still observable units of behavior and can be executed during model animations. 
They only obey the constraints already specified in components. In other words, the 
behavior of a higher-order process P is defined by a set of sequences of operations 
which are either defined by P itself or which are to be found in behavior descriptions 
of components but not controlled by P.  

An example is given in Fig. 4. Process Guess_code consists of three components: 
s1 and s2 are instances of Space and behave like sub-process Empty (see Sect. 5.1); p 
is an instance of Pegs which models colored pegs that can be taken arbitrary often. 

PROCESS Pegs  

OPS  
take(s: string), 

SUB PROCESSES 
Pegs IS (take("yellow") [] take("red"))*,  

END PROCESS 

Process Guess_code serves as a task description of making a guess in the context of 
the mastermind game. In this case, two code pegs are to be placed. Two higher level 
operations are defined: setPeg takes a peg of a certain color and places it either at s1 or 
s2 (lines 7-8). Operation fixed declares the guess as completed. It conflates sequence 
s1.fixed(c1) ; s2.fixed(c2) into a new unit (lines 9-10). The higher-order process focuses 
on the placing of pegs only. The control of operation removePeg remains in the Space 
components. This is also to be seen in the component tree in Fig. 4. The button 

                                                           
1 Component sharing results in directed acyclic structures though. 



200 A. Dittmar and P. Forbrig 

 

representing removePeg is enabled in the components’ nodes. At the depicted stage of 
the animation, the guess could be finished because both spaces are filled and so 
operation fixed(“yellow”,”yellow”) is enabled or the peg could be removed from space 
s1 or s2 (s1.removePeg/ s2.removePeg).  

 

Fig. 4. A higher-order process with three components and screenshot of animation run 
〈setPeg(s2,”yellow”),setPeg(s1,”red”),s1.removePeg,setPeg(s1,”yellow”)〉 with the component 
tree in bottom left section.  

The HOPS notation makes it possible to describe a system from different  
viewpoints and to integrate them by using higher-order processes. It supports both 
bottom-up as well as top-down thinking. On the one hand, the behavior of a process is 
determined by its components. On the other hand, it has partial control over them and 
can define new behavioral units. Partly redundant models can be used to enable 
description of emerging constraints and of distributed control. In the example, process 
Guess_code reflects a task perspective. It is said that the goal (to guess the code) can 
be achieved by sequences such as 〈setPeg(..),..,setPeg(..),fixed(..)〉. The components in 
this model describe the domain in terms of artifacts. Although they are related to the 
task, they still reflect a wider range of possible actions (e.g. removePeg, see Fig. 4). In 
this way it is possible to describe a more liberal task-oriented behavior. 

5.3   Mappings between Models and Implementations 

The HOPS tool enables an automated mapping of HOPS process instances to Java 
objects. Additionally, Java method calls can be assigned to HOPS operations in 
process definitions. If an operation is executed during model animation the 
corresponding Java method calls are executed as well.  
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Fig. 5. HOPS process describing some actions on rows of code pegs or key pegs 

Fig. 5 and 6 illustrate how this means can be exploited for selective modeling and 
control of an example implementation of peg rows as it is needed for creating 
interactive mastermind boards. Parts of HOPS process Pegs_row are shown on the 
left side of Fig. 5. The class diagram on the right side sketches out the structure of the 
Java implementation. Dotted arrows indicate mappings from HOPS operations to Java 
methods. As to be seen, the HOPS model considers overall behavior of peg rows such 
as their enabling and disabling but ignores details such as the setting of single pegs. 

 

Fig. 6. The animation of process Pegs_row (embedded in a test process) selectively controls the 
assigned Java implementation (bottom right) 

Fig. 6 shows the HOPS animator and a sequence of screenshots of the assigned peg 
row prototype. The execution of HOPS operation init(“play”) creates a row of code 
pegs (1). The effect of HOPS operation setCode(3541) on the prototype is marked by 
(3). However, users can also interact with the implementation in ways which are not 
considered by the HOPS model. They can set single pegs (2) and remove pegs (4). 
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Process Pegs_row is a device model. It could already be used to rethink the 
behavior of the implementation depicted in Fig. 2 where pegs can be placed arbitrarily 
on the board. The next section shows how this device model is combined with models 
of tasks and actors in order to reflect design options for supporting different task 
allocations of the example system (as required in Sect. 4).  

5.4   Co-development of Representations in the Example Scenario 

The focus of the example co-development is on the exploration of system behavior 
that supports specific allocations of tasks. In the example, the computer as well as 
users can play both the role of code breakers and of code makers. A sharing of tasks is 
also possible but not considered here for the sake of simplicity. 

 

Fig. 7. Task model Break_code as a composition of device models and actor models (top part) 
partly controls the behavior of the assigned implementation (bottom part) 

Fig. 7 shows a refined part of the task model in Fig. 2. In addition, task Break_code 
is described as interaction of HOPS components modeling the device and two actors. 
In the figure, the code maker is a user and the system acts as code breaker. The Actor 
process reveals task-related differences in the behavior of users and the system. In 
particular, users explicitly complete a guess or evaluation (operation finish). The task 
process mainly describes strategies to enable and disable peg rows dependent on the 
actual function allocation. The bottom part of Fig. 7 shows an animation run in which 
the computer guesses the code and then the user can place key pegs to evaluate the 
guess. This model-guided prototyping allows reasoning over selective conceptual 
models but also the experience of interacting with the “real” implementation. 
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6   Summary 

The paper has demonstrated how the HOPS formalism and corresponding tool support 
can be applied to a co-evolution of code and models representing different viewpoints 
of an interactive system. Design processes are seen as guided by different design 
representations rather than controlled, for example, by task models. The modeling of 
selected aspects of interaction and model-guided prototyping enable a deeper 
integration of analytic and empirical evaluation steps into design activities. This 
should be investigated in further research. The presented work can be seen as 
continuation of previous work on refining model-based design practices [2, 3].  
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Abstract. This paper introduces a pattern-based method for transformation of user 
interfaces of interactive applications to diverse contexts of use. The method is 
demonstrated with the help of various examples taken from existing software 
solutions. The related pattern transformation rules are derived from the samples 
and in turn expressed in a pattern format, the so-called transformation patterns. 

Keywords: HCI patterns, user interface, pattern-based context transformation, 
transformation patterns, interactive systems, PLML. 

1   Introduction 

In the past electronic appliances and devices, e.g. telecommunication devices, usually 
were comprised of proprietary hardware. Nowadays such products are increasingly 
implemented on a software basis, e.g. as embedded applications,  web clients or Apps. 
These types of interactive software systems steadily become more important. 

As in most application domains users can choose from a vast variety of competing 
products usability and user interface aspects become substantial. But user interface 
development in particular absorbs a significant portion of the total development effort 
[15]. Emerging platforms, such as smart phones, other mobile devices, and new web 
technologies are the driving forces for even higher UI complexity. 

Due to these facts we focus our research on options for automation in the UI 
development process.  Here a major aspect is pattern- and model-based UI modeling 
and UI code generation. Within this paper we would like to share the findings of our 
ongoing work on transforming user interfaces to diverse contexts of use. 

2   Related Work 

Patterns and pattern languages have a growing impact on the disciplines of HCI and 
web engineering.  Christopher Alexander introduced patterns for solving problems in 
architecture and urban planning.  He defined a pattern as a three-part rule which 
expresses a relation between a certain context, a problem, and a solution [1]. In the 
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1990s patterns were adopted by software engineers and software architects for 
promoting the reuse of high-quality design solutions [8].  For over a decade now 
patterns and pattern languages have also entered the fields of HCI, usability 
engineering [12], user experience [18] and organizational workflow [9]. 

Over the years various HCI pattern catalogues have been developed and published 
providing valuable and reusable design knowledge.  Examples are Jenifer Tidwell’s 
Designing Interfaces, Patterns for Effective Interaction Design [17], Martijn van 
Welie’s Patterns in Interaction Design [19], Todd Coram’s and Jim Lee’s A Pattern 
Language for User Interface Design [3], or the community-driven UX and UI pattern 
library Quince operated by Infragistics [10]. 

However, most of the available pattern collections lack an appropriate 
organizational structure in order to facilitate pattern selection and ensure the overall 
coverage of domain dependent and independent modeling and design problems.  
Manageability aspects of various existing UI pattern catalogues are discussed and 
compared in [4]. In [13] a structured approach both for designing hierarchically 
organized HCI pattern languages and controlling the selection of the really needed 
patterns during the software development process is introduced. 

Another significant shortcoming in the area of patterns is that the various authors 
usually describe their patterns in different and inconsistent styles. This makes it hard 
or even impossible to search, select and reference patterns across pattern collections.  
In a workshop which has been held during the CHI 2003 conference the participants 
aimed for unification of pattern descriptions and guidance for the authors.  Hence the 
Pattern Language Markup Language (PLML) has been constituted.  The current 
version PLML v1.1 stipulates that the documentation of a certain pattern should 
consist of the following elements: a pattern identifier, name, alias, illustration, 
descriptions of the respective problem, context and solution, forces, synopsis, 
diagram, evidence, confidence, literature, implementation, related patterns, pattern 
links, and management information [7]. 

The use of patterns can support software engineering activities in all phases of the 
software development life-cycle. A comprehensive process for user interface 
engineering using patterns is e.g. introduced in [16]. 

In [11] it is demonstrated that HCI patterns can be used to migrate existing user 
interfaces of web applications across platforms considering the screen size of the 
respective user devices and the complexity of the data architecture. Two different 
approaches can be used for this type of migration: redesign and reengineering. While 
redesign is a simplified procedure for migrating directly from one to another 
platform-specific user interface, reengineering consists of an intermediate step of 
creating an abstract platform-independent UI model. In a case study redesign with 
navigation patterns is illustrated. 

The current state-of-the-art in the growing field of HCI patterns and pattern-based 
software development approaches is documented in [2]. 

3   Pattern-Based Context Transformation 

In [5] we introduced a pattern- and model-based framework for partially automated 
generation of UI code. One of its key components is a pattern repository containing 
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the pattern definitions according to PLML v1.1 [7]. The patterns are hierarchically 
organized according to their respective levels of abstraction as outlined in [13].  On a 
top level view, the related taxonomy distinguishes patterns for navigation, content 
presentation and user interaction issues. The framework supports its users designing 
an abstract user interface model which serves as the basis for transformation into 
context-specific semi-abstract UI models. Finally the code of the target user interface 
is automatically generated from these semi-abstract models. 

The UI model construction and transformation processes are based on diverse 
models, including task model, user model, device model, environment model, and 
data architecture model. 

User
Tasks

Device
Capabilities

User
Characteristics

User
Interface

Environment
Characteristics

Data
Architecture

 

Fig. 1. User interface influence factors 

The task model commonly incorporates the user activities, their types, hierarchical 
structure and temporal relationships. Preferably task models are represented as 
Concur Task Trees (CTT) [15]. In the user model we hold information about the 
user’s preferences, expertise, possible disabilities and grade of distraction, for 
instance when the user is in charge of driving a car while interacting with a mobile 
device, e.g. a phone or navigation system. The device model holds data about input 
and output capabilities, screen size and resolution, bandwidth, storage capacity, 
processor power, and available widget sets. If not explicitly modeled, we use some of 
these values to determine the device’s media capabilities, such as text, graphics, 
sounds, and audio and video streaming. The environment model may indicate possible 
problems due to light irradiation, noise, or pollutant. Especially for web applications 
the data architecture model contains information about the complexity of the relevant 
content to be provided to the user [6], [11]. From these models one can construct 
various contexts of use during design time. 

The starting point of the pattern-based UI model transformation process is a set of 
individual HCI patterns. Table 1 provides an overview of the patterns we had in focus 
during our analysis work even though the list is not depletive. For lack of space it is 
not possible to provide here the full-blown pattern definitions according to PLML  
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Table 1. Alphabetical list of HCI patterns used for Transformations 

ID HCI Pattern Name Brief Description 
01 Accordion Stack panels vertically or horizontally and open up one 

panel at the time while collapsing the other panels [19] 
02 Alphabetical Index Index contains links to pages providing details of the 

indexed terms 
03 Bread Crumbs Hierarchical navigation path from top level to current 

page making each step clickable [19] 
04 Center Stage Put the most important part into the largest subsection 

of the page and cluster secondary content around it [17] 
05 Collapsible Panels Create panels that can be opened or closed 

independently of each other [19] 
06 Contextual Horizontal Menu A horizontal menu displayed temporarily depending on 

a certain context 
07 Contextual Vertical Menu A vertical menu displayed temporarily depending on a 

certain context 
08 Directory Navigation Grouping links for items of the second hierarchy level 

under headings of the first level [19] 
09 Drop-down Menu A list of items appears when invoking the menu and 

one of the displayed items can be selected 
10 Fly-out Menu Combination of horizontal menu with sub-menu flying 

out while hovering over the main menu-item [19] 
11 Portal Site One overall home-page leading to several sub-sites [19] 
12 Keyword Search Offer a simple search capability to the user for locating 

required content by specifying keywords 
13 List Builder Present the total list and provide editing functionality 

next to it [19] 
14 List View Show a simple list of items 
15 Most Relevant First Put the most important information in the first place of 

a container element, e.g. a list of items 
16 One-Window Drilldown Show each page within a single window and as a user 

drills down replace the window contents completely 
with the new page [17] 

17 Permanent Horizontal Menu An always visible single-row menu bar providing a 
consistent set of links leading to key sections 

18 Permanent Vertical Menu An always visible vertical menu providing a consistent 
navigation tool across all pages 

19 Repeated Menu Repeat the main navigation on the bottom of the page 
in order top minimize scrolling effort [19] 

20 Tab Menu Put groups of content onto separate panels which can 
be accessed via tabs 

21 Teaser Menu Show a partial menu with a capability to expand to the 
full-blown menu, e.g. using a “show more” link [19] 

22 Tiled Sections Define separate sections of content and lay them all out 
on the page together [17] 

23 Top Link Provide a link to the top of the page at locations in the 
main content [19] 

24 Two-Panel Selector Put two panels side by side – one displaying a set of 
selectable items and the other showing the details [17] 

25 Wizard Lead the user through the interface step by step, doing 
tasks in a prescribed order [17] 
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v1.1, but the pattern names and a brief description. For these patterns we have defined 
reasonable transformation directives for specific contexts of use. These rules in turn 
can themselves be regarded as type of transformation or mapping patterns. They 
consist of descriptions of a problem, i.e. the transformation problem, a context, i.e. the 
modeled contexts of use, and a solution, i.e. the transformation directive. Thus we 
have a unified method to describe both, the underlying HCI patterns and the 
transformation rules. 

The pattern-based UI model transformation is depicted with the help of the 
following examples taken from the analysis of existing software solutions. Here it is 
intended to provide user interfaces of an individual application for different devices, 
i.e. desktop PC and smart phone with a limited screen size. 

Figure 2 shows in its upper part the desktop PC version of the world-wide-web 
homepage of the German public TV station ARD [20].  For instance, the main 
navigation of the web page is implemented according to the “Permanent Horizontal 
Menu” pattern (pattern ID 17 in table 1) and consists of 12 menu entries.  For the 
small device version of the UI this pattern is initially transformed to the same pattern, 
but the resulting horizontal menu bar is truncated to only one single menu item 
“Navigation” as shown within the left screenshot in the lower area of figure 2.  When 
clicking on this menu item a new screen is opened up according to the “One Window 
Drilldown” pattern (ID 16), showing the original full amount of menu options, but 
now according to the “Permanent Vertical Menu” pattern (ID 18). 

Desktop
PC

Version

Mobile
Version

 

Fig. 2. Desktop PC and Mobile Version of the ARD Internet Homepage 

There exist different types of pattern-based transformations. At first there is the 
option to use the same pattern in the source as well as in the target user interface, i.e. 
the sameness on the abstract pattern-level. A second possibility is to apply the same 
patterns, but to vary in extensiveness, e.g. to include more or less items in a menu bar 
or to incorporate much or sparse content into a screen. The third option is to 
completely reorganize the structure and replace patterns by one or multiple different 
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ones. Basically multiple transformation patterns for a specific pattern and a specific 
context may coexist, i.e. that there are transformation alternatives. 

On basis this circumstance it is possible to derive a first transformation pattern 
definition as presented in table 2. Again, for lack of space, we merely included the 
transformation pattern attributes ID, problem, context, solution and illustration. 

Table 2. Definition of Transformation Pattern #1 

Attribute Description 
ID T-001 
Problem How to transform a “Permanent Horizontal Menu” pattern 

(ID 17) under the given context? 
Context • Source: desktop PC user interface 

• Display size: 15 in. or bigger 
• Display resolution: 1024x768 or better 

• Target: smartphone device UI 
• Display size: 35x41 mm or alike 
• Display resolution: 176x208 px or alike 

Solution 1. Apply a “Permanent Horizontal Menu” pattern (ID 17), 
but drastically reduce the amount of items, e.g. only one 
item named “navigation” 

2. Apply a “One-Window Drilldown” patter (ID 16) in 
order to open up a new screen 

3. Apply a “Permanent Vertical Menu” pattern (ID 18) 
including the original list of items. 

Illustration Please refer to figure 2. 

 
The pattern-based transformation is not limited to navigation patterns, but can also 

be applied for content presentation and interaction patterns.  Figure 3 shows in its 
upper part the main page of the internet email service of t-online.de, an online service 
of the German telecommunications carrier Deutsche Telekom AG [21].  This page is 
implemented according to the “Portal Site” pattern (ID 11).  Amongst others it 
contains a “Two-panel Selector” pattern (ID 24) as indicated by the two ellipses in the 
screenshot.  The left part allows for selecting an individual type of email messages, 
while the other provides a list of emails of the chosen type. 

The fundamental email type selection function is transformed to a “List View” 
pattern (ID 14) implemented as entry page for the mobile UI.  When clicking on one 
of the displayed list items a subsequent page is opened up according to the “One-
Window Drilldown” pattern (ID 16) showing the realization of a “List Builder” 
pattern (ID 13) providing the list of respective emails. The particular list entries are 
arranged as multi-line items so that the most relevant information can be displayed on 
a small device.  In summary the “Two-panel Selector” pattern of the large screen is 
replaced by several different patterns within the mobile UI. 

The related transformation pattern definition reads as shown in table 3. 



210 J. Engel, C. Märtin, and P. Forbrig 

 

Desktop
PC

Version

Mobile
Version

 

Fig. 3. Desktop PC and Mobile Version of the Email Service t-online.de 

Table 3. Definition of Transformation Pattern #2 

Attribute Description 
ID T-002 
Problem How to transform a “Two-Panel Selector” pattern (ID 24) 

under the given context? 
Context Transformation from desktop PC to smartphone UI as 

contemplated in pattern T-001 
Solution 1. Apply a “List View” pattern (ID 14) incorporating the 

list of selectable items of the overview panel. 
2. Apply a “One-Window Drilldown” patter (ID 16) in 

order to open up a new screen 
3. Apply a “List Builder” pattern (ID 13) for showing the 

respective details. 
Illustration Please refer to figure 3. 

 
Another example is the German weather service wetter.de [22] where users can 

request weather forecast information for individual regions or cities. Both the PC and 
the mobile version identically request the related user input by respectively applying 
the “Keyword Search” pattern (ID 12). Figure 4 illustrates on its right hand side the 
search results for the city of Augsburg (Germany) in the desktop PC manner. 

On the left side it is shown the respective output as it appears on the mobile device. 
For demonstration purposes the entire virtual mobile page is displayed while the black 
rectangle indicates the visible part on the physical screen. The user has the option to 
scroll up and down in order to see the whole stuff. 

On the desktop PC page the content is provided in a “Tab Menu” pattern (ID 20) 
style for different weather forecast periods. Each panel is organized according to the 
“Tiled Sections” pattern (ID 22). The columns of the 3-day forecast tab contain the 
relevant information for today, tomorrow and the day after tomorrow. In the upper 
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Fig. 4. Desktop PC and Mobile Version of the Weather Service wetter.de 

 

rows of the matrix you see icons and temperature values for morning, noon and 
evening. The lower rows provide additional daily details about sunshine duration and 
precipitation. 

Within the mobile version the different tabs have no equivalent because solely a 
forecast period of three days is available. The column headings of the “Tiled 
Sections” pattern are represented according to the “Permanent Horizontal Menu” 
pattern (ID 17). Though the horizontal menu disappears when scrolling down, it is 
located on each of the result pages and therefore is a permanent menu. The rows for 
morning, noon and evening values are translated into a type of “List View” pattern 
(ID 14) appearance. A selection of the daily detail measures are also displayed on the 
basis of the “List View” pattern. 

Based on this actual situation the following three transformation patterns can be 
defined. 

Table 4. Definition of Transformation Pattern #3 

Attribute Description 
ID T-003 
Problem How to transform a “Keyword Search” pattern (ID 12) under 

the given context? 
Context Transformation as contemplated in pattern T-001 
Solution Just apply a “Keyword Search” pattern (ID 12) 
Illustration - 

In a similar manner it is also possible to transform specific user interfaces for other 
contexts of use, e.g. to create different UI for novice and expert users. Another idea is 
to adapt UIs for visually handicapped (not blind) people where the UI works in 
general similar to a UI for small screen sizes, but the elements and artifacts are 
displayed on a large screen in a magnified manner. 



212 J. Engel, C. Märtin, and P. Forbrig 

 

Table 5. Definition of Transformation Pattern #4 

Attribute Description 
ID T-004 
Problem How to transform a “Tab Menu” pattern (ID 20) under the 

given context? 
Context Transformation from desktop PC to smartphone UI as 

contemplated in pattern T-001 
Solution Pick the most important tabbed panel and apply a “One-

Window Drilldown” pattern (ID 16) for arranging the related 
content onto the resulting new page. Let all other tabbed 
panels unconsidered. 

Illustration Please refer to figure 4 

Table 6. Definition of Transformation Pattern #5 

Attribute Description 
ID T-005 
Problem How to transform a “Tiled Sections” pattern (ID 22) under the 

given context? 
Context Transformation from desktop PC to smartphone UI as 

contemplated in pattern T-001 
Solution 1. Apply a “Permanent Horizontal Menu” pattern (ID 17) 

and use the column headings of the “Tiled Section” 
pattern as menu items. 

2. Apply a “List View” pattern (ID 14) and incorporate the 
content pieces from the tiled sections. If applicable, 
define groups of contents and apply “List View” patterns 
for each of the groups. 

Illustration Please refer to figure 4 

4   Conclusion 

In this paper we have described a pattern-based method to transform user interfaces of 
interactive systems to diverse contexts of use. The main focus of our current work lies 
on modeling necessary relationships between the various patterns and defining a 
comprehensive set of transformation patterns, i.e. the rules required for pattern-driven 
transformation of existing abstract and semi-abstract UI models to concrete context-
related target user interfaces. In a subsequent step we will put our emphasis on 
automation issues of the transformation process. 
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Abstract. Design errors can suppose a unaffordable load for the production 
costs. Allowing product designers to de ne behavioral patterns that describe the 
interaction of future users of the system can reduce the number of design errors. 
These patterns can be used to simulate how users respond to stimuli of products 
detecting problems at early stages of product development. Choreography 
systems to simulate the interaction among devices and services defined using 
commercially available workflow engines have been used in previous work (as 
the European project VAALID). However, the complexity of human behavior 
models requires much more expressive workflow languages for their definition. 

In this work, a highly expressive Workflow engine is presented. This system 
solves the problem of expressiveness in the representation of the interaction of 
human behavior models in the VAALID project. 

1   Introduction 

Currently, the hard competency among enterprises requires that the designed products 
ts perfectly with the customers needs. In this way, the design errors suppose large cost 
overruns. For that, the early detection of problems in the product creation cycle of life 
can suppose significant economical savings to companies. This problem worsens 
when the products target special needs persons like people with age-related 
impairments or people with disabilities. This is be-cause those users have additional 
constraints and usually the designers are not well aware of their implications and don't 
take them in full consideration during the creation of prototypes [2]. In those cases, 
accessibility and usability, as well as the seven principles of the Universal Design [9] 
or Design for All are crucial concepts, but still not fully incorporated in the 
mainstream industry, being one of the main reasons for this the lack of tools to 
support the designers to adopt these methods [2]. The development of simulation 
techniques and tools to help the designers to create and evaluate new systems and 
objects has been a hot topic in the last years because simulating the interaction 
between users and products during the design phase allows to detect conceptual errors 
in early stages of the development process. 

In order to simulate the interaction among the system components in design phase 
it is necessary to describe the components execution flow in a formal way. This is 
commonly done by using workflow technology [11]. Workflow technology allows the 
specification and simulation of processes by non programming experts. Nevertheless, 
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although the workflows can describe processes flow, they are not able to simulate 
interaction among different processes. Workflows are designed to be orchestrated. 
The orchestration assumes that the flow is managed by a central component that 
decides the next step in the process. In an interaction among processes the flow is 
decided in a distributed way. In this case, the next step is decided by the combination 
of the flows of the interacting components. That kind of execution of processes is 
usually known as process choreography [12]. Choreography assumes that the 
processes are able to exchange data to execute processes in a distributed way. 

In this paper a scalable, customizable and update-able computer-aided sup-porting 
tool for a Human Interaction simulation environment is presented. This tool is based 
on choreography and orchestration principles. This solution is intended to be used by 
Interaction Designers and Usability Engineers at de-sign stages. This tool was 
developed in the framework of VAALID european project [1] and eMotiva Spanish 
government funded project [8]. 

2   Human Interaction Modeling Problems 

The specification of a product design is usually approached by means of an 
exhaustive syntactical description of the states and the change rules that defines the 
device inherent behavior. This initial specification will allow product designers to 
share the product characteristics with the developers. Any error detected in this 
specification at later stages of the product lifecycle will have a direct impact in the 
form of an increase of development time and resources. This is because, the detected 
errors will force the redesign of the product and posteriorly return to start, again, the 
development process. In this way, the earlier the specification errors are detected, the 
lower impact to the final product costs they have. 

The simulation of the initial specifications will allow to illustrate the behavior of 
the final product in defined contexts. This allows detecting design errors in early 
stages. The interaction modeling among simple devices has been approached in 
previous works through the use of Process Choreography techniques [6]. In this paper 
a system that is able to simulate the interaction of formally defined devices (using 
jPDL Workflow Language [3]) is presented. This framework al-lows detecting 
interaction problems that could affect the system execution at design time. This idea 
can be extended to human interaction modeling task in order to allow defining human 
behavior models that enable simulation systems to evaluate the accessibility of 
specific products by specific human groups. For example, this system will be able to 
validate a device designed to be used by people with special disabilities before the 
creation of the physical prototype. In this way, it will be possible to de ne general 
human interaction behavior models that represent different target groups and 
posteriorly use those models to validate products in design phases. 

Nevertheless, the human behavior modeling is a more complex task than simulate 
the execution of devices. In most cases workflow languages have a very limited 
expressivity that can not describe the complex patterns that are usually found in 
human behavior [5]. To ensure that the system have enough capability to represent 
complex human behavior pattern it is needed to use high expressive and executable 
workflow languages. According to Workflow Patterns initiative [10], jPDL has a 
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limited expressivity. Then, to enable the use of process choreography tool presented 
in [6] it was needed to improve the Workflow orchestrator in order to allow it to 
execute more expressive Workflows. 

3   Timed Parallel Automaton for Human Interaction Simulation  

In this paper, an improved Process Choreography tool using a very expressive 
Workflow Engine that allows professionals to simulate human interaction in 
presented. This tool will enable professionals to test the conceptual products in order 
to limit errors in design phase. 

3.1    Timed Parallel Automaton for Human Behavior Modeling 

To model human behavior relevant high expressive frameworks have been studied. 
One of the most expressive frameworks that have traditionally being used for process 
simulation are Petri Nets [7]. Although this framework is very expressive, their 
interpretation and execution is also complex. Other approaches based on automata 
theory are simpler. In addition, based on VAALID project experience, automata based 
design are more friendly for experts than Petri Nets approach. 

For that reason an automata based Workflow Engine was developed for human 
behavior modeling. The selected approach was TPA (Timed Parallel Automaton) [4]. 
TPA satisfy the control flow workflow patterns ensuring a good expressivity. Also, 
TPA is able to de ne time based patterns that are widely used in human behavior 
models. The TPA formal defnition is presented as follows: 

 

The node concept represents an atomic action in the problem. A node is composed 
by an action and a set of clocks which are used to model the time. The clocks are reset 
when the node is reached. A state is composed by a set of nodes. The state concept 
defines the set of nodes that are active in a given moment. Only one state can be 
active at any given time. 
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The double transition function allows the expression of complex workflow 
patterns. The first function represents complex transitions from multiple nodes to 
multiple nodes. On the other hand, the second function, reduces the complexity 
grouping the nodes in states. The formal definition of de TPA behavior is: 

 

 
 
 
 
 
 
 
 
 

Fig. 1. TPA Example 

 
Intuitively, the transition between states (q, q') occurs when a set of active nodes 

(n) generates a set of symbols (S) and there is a derivation when both functions and 
that connects the state q with the state q' and the set of nodes n with the set of nodes n' 
(respectively) with a set of symbols that are a subset of S. To finalize the transition, 
all of the active nodes in the set n are inactivated, and all of the inactive nodes of set 
n' are activated. 

In a TPA, the Node transition concept represents the activation and inactivation of 
nodes in order to perform the execution of workflows. Moreover, the state transition 
concept is very important to the workflow representation because it offers a global 
view of the active nodes at any given time. Fig. 1 shows ex-ample of TPA. In the 
example, the arcs drawn with a continuous line are both state and node transitions. 
The arcs drawn with a discontinuous line are only node transitions. In the example, 
the a transition is available only when node 3 is active (state (3)). The b transition is 
available only when node 4 is active (state (4)). Finally, the c transition is available 
only when both nodes 3 and 4 are active (state (3,4)). This pattern is impossible to 
represent with only the information of the nodes. The state information helps to de ne 
TPA transitions of this kind. Therefore, state (3,4) indicates that the only transition 
available is the c transition. 

 



218 C. Fernandez-Llatas et al. 

 

The transition from node 1 to itself is also involved in the transition from state 
(1) to itself and state (1,2) to itself. In the case of state (1,2), if h transition res, only 

node 1 must be reactivated. If only state information is used, both nodes, 1 and 2 will 
be reactivated wrongly and therefore node transition information is also needed. 

TPA are as expressive as safe Petri Nets keeping the complexity at Regular 
languages level [4]. This combines a high expressivity with a easily executable 
framework. 

3.2   TPA Engine for TPA Execution in the VAALID Choreographer 

In order to Execute TPA based automatons a module called TPAEngine was created. 
TPA Engine is a software tool that allows the execution of activities described as 
TPAs. TPA Engine is connected to VAALID choreographer and is able to make 
native calls to services registered in the choreographer. This enables the Orchestration 
system to simulate more complex processes to represent human behavior. In fig. 2 the 
architecture of TPAEngine is presented. 

 

Fig. 2. TPA Engine Architecture 

The TPA Engine is composed by the following modules: 
 

• Clock Manager: The Clock Manager is the module that allows TPA Nodes to 
instantiate new clocks in the system. The Clock Manager has a clock repository 
where they are stored. When a clock elapses the clock manager notify the owner 
node and is deleted from the repository. 

• Instance Manager: The Instance Manager is the on-execution time In-stance 
repository. This module stores and manages the workflow instances that are 
registered in the system while they are alive. 

• Activity Manager: The activity Manager is in charge of processing the node 
assigned actions. This module is called by the nodes when they are reached. In 
that moment the activity manager acts as a broker with the choreographer. Using 
this system, the nodes can be assigned to services simulating user actions. 
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• Context Manager: The Context Manager is a data repository where the internal 
data of on execution instances are stored. This module allows workflows to 
perform memory based actions associated to previous actions' results  

• Operation Engine: The operation Engine is the module in charge of compiling 
just-in-time the transition operations to be performed in the TPA. This module 
select the transitable derivations depending on the current status of the TPA 
instance and the transition condition based on boolean expressions.  

• Core Engine: The core engine is in charge of the coordination of all the modules 
allowing the communication among the modules. It's also in charge of the 
instantiation of TPA templates, Node Clocks, resume the paused in-stances, 
select the transitions to be executed and coordinate the activity manager calls 

 
The TPA Engine is connected to VAALID platform to allow the simulation of 

human behavior. In Fig. 3 is shown the VAALID application that can be used by 
design experts. Using this tool they can describe processes to simulate the interaction 
by using choreography technics among services, devices and human behavior models. 

 

Fig. 3. VAALID Tool 

4   Conclusions 

In this paper, an enhanced framework for human behavior interaction simulation 
based on orchestration and choreography techniques is presented. 

The use of those techniques has been tested in the simulation interaction among 
services and devices. The improvement proposed in this work allows the 
incorporation of very expressive process descriptions that can be used to incorporate 
human behavior models. 

The use of human behavior models will allow design experts to simulate their 
products before the creation of prototypes. This makes them able to detect errors in 
early stages of the products lifecycle. 
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Abstract. Future interaction will be embedded into smart environments offer-
ing the user to choose and to combine a heterogeneous set of interaction devices 
and modalities based on his preferences realizing an ubiquitous and multimodal 
access. We propose a model-based runtime environment (the MINT Frame-
work) that describes multimodal interaction by interactors and multimodal 
mappings. The interactors are modeled by using state machines and describe 
user interface elements for various modalities. Mappings combine these interac-
tors with interaction devices and support the definition of multimodal relations. 
We prove our implementation by modeling a multimodal navigation supporting 
pointing and hand gestures. We additionally present the flexibility of our  
approach that supports modeling of common interaction paradigms such as 
drag-and-drop as well. 

1   Introduction 

Future interaction will be embedded into smart environments offering the user to 
choose and to combine a heterogeneous set of interaction devices and modalities 
based on his preferences realizing an ubiquitous and multimodal access.  

Such a flexible multimodal interaction requires user interface dialogues that are 
adaptive regarding the utilized modalities and their alteration. But current multimodal 
interfaces are often implemented for a predefined interaction hardware setup. Like for 
instance for the common mouse and keyboard setup of a computer, for a controller of 
a game console that supports gesture detection, or for the control wheel with speech 
feedback for navigating through the menus of a cockpit control in cars. 

To tackle the complexity of designing and implementing multimodal interfaces, re-
cent research has been focused on three main aspects. First, by model-driven user 
interface development (MDDUI) that describes a process for the tool-driven design of 
multi-platform interfaces though several models. MDDUI projects, such as [1]  
demonstrated basic multimodal applications. Second, executable models have been 
introduced into MDDUI [2, 3]. They enable to adapt the interaction modalities to the 
actual context of a user in a smart environment. Finally, the characteristics of different 
modalities and their relations have been investigated in depth [4] and platforms have 
been developed that support building multimodal interfaces out of components [5, 6]. 
To our knowledge these approaches of the first two categories support the design of 
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multimodal interfaces to a limited extent only. They enable modeling and adaptation 
between equivalent modalities and do not address multimodal fusion. The approaches 
in the third category are focusing on multimodal fusion between several modalities 
but restrict their findings to a particular use case for a fixed setup of modalities (like a 
cockpit for instance) or on command and control-interfaces. 

In this paper we present our approach on modeling user interface dialogues with 
connected executable interactors. Each interactor consists of a set of declarative mod-
els that describe both, the structure as well as the behavior. Interactors are connected 
to form dialogues to support different multimodal hardware setups by multimodal 
mappings. 

2   Related Work 

Our work is based on the idea of combining earlier works about multimodal interaction 
and model-driven development of user interfaces to enable a developer to assemble 
multimodal interfaces based on pre-modeled interactors. Model-driven development has 
resulted in several connected design models that have been summed up by the Camelon 
Reference Framework [7] and in user interface languages such as USIXML [8]. But 
MDDUI has been applied to develop interfaces for pre-defined platforms only such as 
for example for XHTML+Voice browsers [1] or game consoles. Multimodal systems 
have been addressed by these approaches only to a very limited extend [1] and without 
addressing building interfaces out of complementary modes. Different to these ap-
proaches our interactor-based interfaces can be flexibly extended to new modes and 
media just by adding new interactors and mappings to a running system. Our approach 
is inspired by the findings of the iCARE platform [6] that supports building multimodal 
interaction out of components that are connected based on the CARE properties. These 
properties describe the relations between different modes, such as their complementary, 
redundant or equivalent combination. 

Further on, we considered earlier work that we have implemented in the MASP 
platform [2] to support executing interfaces based on the designed models without the 
need for a further implementation phase. Different to the MASP that currently sup-
ports modeling equivalent multimodal relations only and is bound to the Eclipse 
Modeling Framework, we rely on state machines. State machines have been widely 
used in Case-Tools and are already standardized as part of UML and the W3C multi-
modal framework and therefore reduce the entry barrier for developers.  

Finally, different to earlier work that applied state machines for the actual design of 
the interface dialogues, we use them to describe interactors. The interactor abstraction 
is mature [9] and has been for instance recently used to specify HTML and Java [10]. 
By using interactors, the interface design can be done in the same manner as it is 
actually done by UI builders to compose interfaces based on a toolkit. 

3   Approach 

Figure 1 illustrates the basic conceptual components of our approach as well as the 
relations between the models that we use to generate multimodal interfaces. Our ap-
proach supports the general MDDUI process that starts with a task analysis- and  
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Fig. 1. The relations between the principal models 

 

design to separate user from system tasks. An abstract user interface (AUI) model is 
used to specify the (modality-independent) interface elements that need to be realized 
for every interaction setup. The specific aspects of each concrete modality are cap-
tured by a concrete user interface (CUI) model. Additionally, and different to other 
approaches like CAMELEON[7] and USIXML[8], we describe the capabilities of the 
interaction resources (devices and modalities) in declarative models as well and target 
our approach to the design of multimodal interfaces that can be adapted to different 
modalities at system runtime. Further on we define mappings in a separate model and 
use them to glue all the models together at runtime [2]. 

Each design model is referring to interactors to describe an interface. Interactors 
are pre-defined components that describe the behavior of each model’s atomic  
elements. We are using self-executable, reactive software agents to encapsulate inter-
actors and specify their behavior by state machines. In the task model design for  
example, the developer assembles application and interaction task interactors that 
consist of an own lifecycle at runtime (initiated, executing, stopped, inactive, and 
done) like described earlier for instance in [11]. 

At design time, state machines (which are specified as declarative models) com-
plement the user interface markup language with a behavior specification, which is 
currently missing in actual approaches like e.g. USIXML [8]. State machines are a 
well-known and a straight-forward way of describing and running reactive systems. 
They have been applied in several case tools that can generate source code from UML 
state charts1 and will be standardized by the W3C to support speech-application de-
sign soon2. 

In the following sections we describe how multimodal applications can be de-
signed and implemented with our Multimodal Interaction (MINT) Framework3 and 

                                                           
1 OMG Unified Modeling Language (OMG UML), Superstructure Version 2.2". http://www. 

omg.org/spec/UML/2.2/Superstructure/PDF/, last accessed 20/12/2010 
2 State Chart XML (SCXML): W3C Working Draft 16 December 2010 http://www.w3.org/ 

TR/scxml/, last accessed 20/12/2010 
3 The MINT platform is available as open source at http://www.multi-access.de, last accessed 

20/12/10 
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subsequently enhanced to support different multimodal setups. As a running example 
we focus on a multimodal dialogue navigation prototype. To proof our approach we 
applied several common interaction patterns to evaluate if they can be implemented 
with our approach. One of them, the drag-and-drop paradigm, will be presented in the 
end of this paper. The MINT framework does not require starting with a particular 
model. Thus, we start our example by modeling a concrete (graphical) interface and 
add the AUI layer for integrating further modalities thereafter. 

3.1   Modeling Navigation for Graphical Interfaces 

Modeling a graphical interface requires the composition of screens by selecting ap-
propriate interactors like buttons, combo-boxes or menus for instance, which we call 
Concrete Interaction Objects (CIO). Our basic interactor for graphical concrete inter-
face elements is depicted by the state machine in figure 2a. 

a) AUI:AIO

initialized

defocused

focus

hidden

organize

defocus

organized

present

suspend

focused

aio=find(next||prev||
parent) / aio.focus

next||prev||parent

defocusing

organize

presenting

CUI:CIO:gfx

initialized

displayed

hidden

position

highlighted

positioned

present

hide

CUI:CIO:presenting->isHighlighted

highlightunhighlight unhighlighting

up||down||left||right

/cio=find(up||down||
  left||right);cio.highlight

position

disabled

disablehide
b)

 

Fig. 2. a) Graphical CIO state machine. b) AIO state machine. 

We support inheritance for interactor design and therefore the CIO interactor 
serves as the basis for all other, more specific interactors of a graphical interface. The 
basic life-cycle consists of a positioning, presentation, hidden and disabled phase. In 
the positioning phase, each CIO interactor calculates its absolute screen coordinates 
by identifying its neighbors that can be reached by interface navigation. During the 
presentation phase the interactor is part of the active user interface (UI) and reacts on 
navigation events. The user can therefore navigate to the interactor that gets then 
“highlighted”. 

IR:IN:Pointer

stopped

[move] [stop]

moving

IR:IN:Button

released

[press] [release]

pressed

IR:IN:WheelIR:IN:Mouse IR:IN:Mouse

Mouse

ButtonWheel Pointer

LeftButton RightButton

- x,y- z

 

Fig. 3. The class diagram and state chart of a mouse 
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After the first CIO interactor has been highlighted, up, down, left, and right events 
can be sent to an interactor that is highlighted to navigate to the one. Each of those 
events “unhighlight” the receiving interactor, let it search the event’s target interactor 
to that a “highlight” event will be sent. 

For navigation several modalities can be considered as appropriate. The most basic 
one is a mouse that we design as a composed interaction resource (IR), which consists 
of a set of more basic interactors: a wheel, two buttons and a pointing interactor like 
shown in fig. 3. The behavior part of the mouse could be defined straight-forward by 
two state machines characterizing the pointer and a button. The pointer could be in the 
states “moving” or “stopped”. While the pointer is in the “moving” state it communi-
cates its x and y coordinates. The pointer is considered to be stopped if there is  
no movement for a particular time span. In the same manner, a mouse button can  
be described by a state machine to communicate its’ two states: “pressed” and  
“released”. 

3.2   Mapping Specification for UI Element Highlighting while Pointing  

Like depicted in fig. 1 we use mappings as the glue to combine the AUI, CUI and 
interaction resource specifications. The mappings rely on the features of the state 
machines that can receive and process events and have an observable state. Thus, each 
mapping can observe state changes and send events.  

Fig. 4a shows the principal mapping we are using to change the highlighted 
graphical UI elements based on the actual pointing position. A mapping consists of 
Boxes with rounded and sharp edges. The former one define reactions on state 
changes of an interactor, the latter ones define system function calls or events. The 
mapping of figure 4a observes the state of the Pointer IR and gets triggered as soon as 
the pointer enters the state “stopped”. The “C” specifies a complementary mapping, 
which requires all inputs of the C to be resolved for the mapping to start. The second 
mapping “assigns” (A) the observation of a moving pointer to an event that ensures 
that no CIO is highlighted during pointer movements.  

C cio.highlight

x,y=Pointer.stopped

cio=CUI.findCIO(x,y)

cio.unhighlighted

Pointer.moving CIO.all.unhighlightA

CIO.highlighted

CIO.unhighlighted AIO.defocus

AIO.focusa) b)

 

Fig. 4. a) Basic pointer mappings. b) CUI with AUI synchronization 

Therefore, as soon as the pointer has been stopped and coordinates of the stopped 
pointer could be retrieved, the findCIO function is called to check if there has been a 
CIO positioned at these coordinates and if it is currently not highlighted. The com-
plementary mapping only executes if all three conditions can be evaluated and in our 
example fires a “highlight” event to the corresponding CIO. 
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3.3   Connecting Further Modalities  

To add further, no-graphical media like sound or modes like gestures to control the 
interface we require the AUI model to keep them synchronized. Figure 2b depicts the 
basic abstract interactor object (AIO) that serves as a base for all other abstract inter-
actors. Whereas it is quite similar to the basic CIO of figure 2a its semantics are dif-
ferent and independent of any modes or modalities. Thus, the AIO state machine 
processes the ordering of elements for a basic navigation. It supports browsing 
through all elements using “previous”, “next” and “parent” commands (in contrast to 
the graphical-oriented navigation that supports directions like “up”/”down” based on 
their calculated coordinates). Further on, the highlighting feature of the CIO becomes 
a “focus” in the AIO describing that the actual interactor is in the focus of the user. 
Now, both interactors can be synchronized using the two bi-directional mappings of 
fig. 4b. 

Now that we are having the navigation synchronized between the graphical CIO 
and the AIO we have two options to connect further modes and media. First, we can 
attach them to the AUI interactors so that we can benefit from the already existing 
synchronizations between AUI and CUI. Second, we could attach them to another 
CUI and add further synchronizations between the new CUI model and the AUI. The 
mappings shown by fig. 5a add gesture-based navigation and sound media and im-
plement the former case and connect directly to the AUI. They require a gesture con-
trol interactor that supports two modes: When using two hands, like depicted in fig. 
5b, the distance between the hands is measured and interpreted as “narrowing” or 
“widening”. With only one hand detected, the interactor distinguishes two postures: 
one for issuing “next” and another one for issuing a “previous” command. 

C
aio=AIO.focused

Tw<0,3s

C
aio=AIO.focused

T R
Tw<0,3s Tw=0,5s

Sound.zoom

aio.parent

aio.next

Gesture.TwoHands.widening

Gesture.OneHand.next
R

Sound.click
T

Tw=0,5s b)a)

 

Fig. 5. a) Mappings to connect sound media and a gesture-driven control to the interface. 
b) Zoom gesture for widening and narrowing the user’s focus. 

The first mapping of fig. 5a waits for the next posture to appear while an interactor 
is in the state “focused”. If this is the case the mapping gets executed and sends to 
events: A “next” event to the AIO (aio) that is in the focus of the user and a “click” 
event to a sound interactor that can generate a “click” sound. Both events are speci-
fied as redundant (R), which requires both by processed successfully. Alternatively 
they could be marked as equivalent (E), which requires only at least one of them (at 
least the aio.next event) to be processed successfully.  

After both events have been fired the mapping waits (T) for half a second to re-
initiate itself. Thus, if the user remains his hand in the “next” posture, the mapping 
gets fired every half second. The second mapping of fig. 5a to widen the focus to the 
parent interactor works in the same manner but does not require a timeout. A  
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threshold inside the gesture interactor defines at which sensitivity the “widening” 
event is fired (this depends on the camera resolution and the users ability to keep the 
distance between their hands stable). 

3.4   Mappings to Specify Interaction Paradigms 

Our approach of describing interactions of composed interactors based on state ma-
chines and mappings turned out to be very flexible. Not only multimodal relations can 
be addressed by the mappings but also interaction paradigms like a “double-click” or 
“drag-and-drop” as well. Figure 6 depicts a mapping that specifies the drag-and-drop 
functionality for elements (AIChoiceElement) of an abstract list (AIChoice) on the 
AUI model level that is bound to the left button of a mouse. The AISingleChoice 
interactor (figure 7a) introduces a parallel super state to the presenting state of the 
AIO interactor. Additionally to the capability of gaining the user’s focus, this super 
state describes the ability of a list to receive list elements that are dropped to the list.  

Like shown in figure 7b, the dragging feature is not part of the list interactor but 
implemented by the interactor that describes an individual list element’s behavior. 
There, we introduce a parallel super state as well that adds the capability of an ele-
ment do be chosen and dragged. An element can only be chosen, if it is in the user’s 
focus and it takes care, that all other list elements get “unchosen” if they are part of a 
single choice list. Given these interactor specifications, the drag-and-drop mapping of 
figure 6 is easy to understand: It waits for the left mouse button to be pressed and a 
list of AIChoiceElements that are in the state “chosen” to issue a “drag” event to 
them. As soon as the button is released it fires the drop event to the list that is cur-
rently in the user’s focus. 

C
dst=AIChoice.focused

C
Tw<0,3s

aois.drag
dst.drop(aios)

src=AIChoose.focused

Tw<0,3s
LeftButton.pressed

aios=src.childs.all(chosen) LeftButton.released
 

Fig. 6. Basic Drag-and-Drop mapping on the AUI model abstraction level 

[in(focused)]
/aio=AIChoiceElement.all(dragging);
add(aio) and aio.drop

[in:focused]
choose

chosen

unchosen

[in(focused)]
drag

dragging

unchoose drop

H

choosing

/ aios=find(parent.childs.chosen);
aios.all.unchoose

AUI:AIC:AISingleChoice:presenting

AUI:AIO:AIC:presenting

listing dropped

/ self.unfocus;
AIChoiceElement.focus

dropping

[in(focused) drop

AUI:AIChoiceElement:presenting

AUI:AIChoiceElement:
 AISingleChoiceElement:presenting b)a)

 

Fig. 7. a) AISingleChoice, the container for all SingleChoiceElements. b) SingleChoiceElement 
AIO state machine 
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Abstract. In this paper, we report our analysis of extracting relevant existing 
and new interaction patterns that are candidates as enabling paradigms to 
facilitate Internet of Thing user created application building. We first define the 
context and underline what is an internet of thing user created application and 
what are the main research issues. We stress the focus on Interaction design as a 
must have paradigm to reach the Internet of thing user created application 
vision and highlight the research scope. In this paper we contribute with a 
template based interaction pattern that refers to competitive advantages and 
limitations with regard to our vision. The research method allowed us to sort 
out our first library of interaction pattern in this field. We conclude the paper 
with lab experimentation and lessons learned. 

1   Introduction 

The term "Internet of Things" (IoT) describes a number of technologies and research 
disciplines that enable the Internet to reach out into the real world of physical objects. 
Technologies like RFID, short-range wireless communications, real-time localization, 
and sensor networks are now becoming increasingly common, bringing the Internet of 
Things into commercial use. However, beyond the connectivity aspects of every thing 
or objects, less attention is paid to the value of what the Internet of Things could bring 
to the user experience. Indeed, we believe that the success of the internet of things will 
only happen when this phenomenon will actually bring significant value to users and 
society. Motivated by this vision, we started a new research activity, and proposed a 
“Do-it-Yourself” project (DIYSE1) in which end-users get the tools and the support to 
create and share their own smart applications and experiences. Our main challenge in 
this ongoing research track is to let end-users create their own applications for their self-
defined smart environment. Therefore, they need to participate in the creation process, 
where they have the power and control over the creation of and use of the application. 
Making the parallel with Web2.0 and Web3.0 trends, we expected that the key to open 
the Internet of Things for mass creativity is depending on: open standards, easy 
application creation, rich interaction means, and End-User Programming. While a lot of 
works related to End-User Programming [1,2,3,4] is put  in advance by recognized 
researchers, on which we can leverage, we are concerned that the user-thing interactions 

                                                           
1 DIYSE project: Do-It-Yourself Smart Experiences http://www.dyse.org 
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need to be enhanced, and the user-environment interaction would need to be rethought. 
In fact, bringing the user to the application creation loop in an Internet of Things world 
will imply: considering existing interaction patterns and End-User programming 
methods and evaluate them from user control point of view; taking into account; wide 
segments of users should easily pick up well-defined abstract interaction patterns and 
make their stimulating experience smart.  

In the rest of the paper, we introduce the interaction space in IOT environment 
from different perspectives. Then, we present our template and discuss the first five 
interaction patterns we found important for “User created application” research issue.  

2   Interaction Space in IOT Environment  

Interactions via creative, communicative, social, and functional interfaces, allows 
smart collaborations between smart objects, users, and their environment. From the 
objects perspective, users are facilitated to explore phenomena through introspection 
of smart object roles and collaborations. We agree with Gentry Underwood [8], that 
we are still far away from smart emphatic interactive objects and phenomena, which 
design for social, anthropological, and ecological arenas. Or as Gillian Crampton 
Smith states it as follows: “In terms of perceptual psychology, we’re starting to 
understand the functional limits of interaction between people and devices or systems: 
speed of response, say, or the communicative capacity of a small screen. But at the 
symbolic level of mood and meaning, of sociability and civility, we haven’t quite 
achieved the breathtaking innovativeness, the subtlety and intuitive “rightness,” of 
Eisenstein’s language of montage” [9]. 

We collaborate with open design communities and open DIY communities and 
research the need for new interaction paradigms empowering creativity and 
sociability  at individual and community level as a starting direction in our search for 
this “rightness”. Many innovative projects are popping which explore the balance 
between the application of new technologies, functionality, need, self-expression, 
societal statement, empathy, beauty, and personal happiness (e.g. talking tree: a real-
life immersive digital prototype on feelings and reflections of a tress somewhere in a 
street in Brussels, Belgium 2). Fostering individual user and community creativity 
requested us to adopt a four-fazed creativity model: inspiration, divergence, 
exploration, and a convergence faze, where different interactions perspectives are 
elaborated. In this paper we limit our selves to the convergence phase of the creativity 
model but we are interested in opening the debate on the “whole” aspect in order to 
address the entire creativity model. 

3   Template Based Interaction Pattern 

3.1   Template  

Inspired by Web design interaction pattern library namely Yahoo library3 and Wellie4, 
we believe that a interaction pattern library for Internet of Things user created 

                                                           
2 http://talking-tree.com/ 
3 http://developer.yahoo.com/ypatterns/ 

4 http://www.welie.com/patterns/ 
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application is an essential tool to enlarge the social network of users creating 
application and to reach the mass creativity goal we hope to achieve in our future 
research direction.  

We tried to design a simple template that could tell what the interaction is about, 
what are the main features, what are the similar patterns. The template allows also 
giving examples, detailing the user creation flow and analyzing the pattern by 
extracting out the positive points as well as the limitations with regard to allowing 
non-skilled users to easily interact and create their desired application. The template 
elements are depicted in next figure.  

 

Fig. 1. Template interaction pattern for Internet of Thing user created applications 

3.2   Research Methodology 

In the first phase, we collected existing interaction paradigms from the Internet (e.g. 
forums, HCI communities, and books) and followed a series of brainstorm workshops 
for extra idea generation and selection. After that, we synthesized our finding in 10 
interaction paradigms that we presented to a multidiscipline team composed of 10 
researchers including computer scientists, creativity coach, designer, sociologist and 
business analyst. We shared the template and explained its main elements. We asked 
each researcher to look for new or known existing interaction paradigms and perform 
an interaction pattern analysis by using the template. After a collection and filtering 
phase (taking into account the multidiscipline team feedback as well as their 
individual contribution), we picked out a set of 5 interaction patterns that we will 
underline one by one in next section. Each analysis (next paragraph) should reflect 
very clear how non-skilled users would interact with the environment in order to 
create application using their Internet of Things daily objects. The five selected 
interaction patterns substantiate the kick-start of our interaction pattern library 
proposal. 
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3.3   Analysis: Interaction Patterns for Internet of Thing User Created 
Application 

Interaction in IoT user created applications could be classified in different ways. We 
distinguish physical environment interactions from desktop-based interactions. 
Generally, in an environment interaction, end-users or developers instrument the 
environment and thus most of the interaction focuses on instrument objects to become 
smart (patterns 1 and 2). In a desktop-based interaction, end users are busy with 
filling into pre-programmed templates or wire visual widgets inputs and outputs 
(pattern 3 to 5). We noted that for IoT user created applications; a combination of the 
two interaction classes might be needed according to the application to be built.  

 
Pattern 1: Smart Object Augmentation And Association. This interaction pattern 
is used to augment an object in order to empower or extend its capability (more 
processing, networking, situation aware capabilities, etc.). The augmentation is done 
with smart making enabling technology such as tags, labels, speakers, actuators, or 
sensing chips. For example augmenting a table with a speaker so the table could 
“speak”. [5] 

In the Smart-Its-project [5], the concept of friend relation ship between objects was 
introduced. Users could augment two objects and specify their relation ship by doing 
the same movement pattern (e.g. shaking them together or waving them 
simultaneously). The friend relationship can be used to create different kinds of 
applications. Making such type of objects associations is close related to physical 
object composition when users compose object to activate the object group behavior 
(see cubelets5 and siftables6). 

Example: By specifying the friend relationship, end users could elaborate a desired 
behavior of their personal objects. The behavior becomes only active when this friend 
relation ship is satisfied. For example: end users could connect their car key and credit 
card with a physical proximity relation so their credit card could not be used with the 
absence of their car key. (See Figure 2). Users could also use this interaction to create 
a child monitoring application by attaching two objects, associated with a friend 
relation ship, to both the parent and his kid. 

 

Fig. 2. Friend relation ship for smart object interaction 

Detailed flow for application creation: Augment each object with a smart label and 
shake them simultaneously.  As a result, an application creation template pops up on 
the screen of the user creation environment. The user has to specify the friend 

                                                           
5 http://www.modrobotics.com/cubelets/ 
6 http://alumni.media.mit.edu/~dmerrill/siftables.html 
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relationship between the objects (e.g. proximity) and the associated actions, 
application, and context to trigger the desired behavior of the objects. 

Analysis: Object augmentation does not require system training and is easy and 
straightforward for creating simple applications. However, the programming 
paradigm is limited to consider events that could affect the object behavior in a 
specific context. 

Pattern 2: Magnetic Poetry Interface. Description: This poetry inspired interactive 
application creation paradigm allows users to create applications in a way that takes 
advantage of the flexibility of natural language. It gives users the opportunity to build 
applications that reflect their way they linguistic envisage of the desired application, 
as opposed to requiring users to specify applications in terms of tangible devices.  

Features: A graphical user interface for creating applications is augmented with 
magnetic cards, categorized in: what, where, when, and general, creates with its 
abstract vocabulary a poetic programming atmosphere. 

Positive aspects: The user can express and combine concepts in a flexible but limited 
way. The restricted vocabulary allows easier system translation,  

Limitations: Usually natural vocabulary based application requires huge translation 
efforts leading to solve conflicts (e.g. use of dictionaries).  

Application Creation Flow: Magnetic poetry based descriptions are fed into the 
system by the end user, which, in turn, generates a specification that can be executed 
in a context aware environment (e.g. home environment). 

 

  

Fig. 3. Magnetic poetry [6] 

Pattern 3: Pipeline Interaction. Description: Users can wire abstract concepts by 
linking their inputs and outputs of specific widgets in a graphical user interface. The 
widgets could represent multi-modal sensors and actuators, or components that are 
more complex. 
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Similar Paradigm: Workflow interaction,  

Features: Low-level data transformation (filtering, threshold,) techniques and high-
level data control mechanisms (synchronic function call, multicast, etc) are available 
at the same programming level (canvas). 

 

Fig. 4. Pipeline Interaction7 

Positive aspects: Goal and task oriented creation paradigm is easy to comprehend by 
non-technical users  

Limitations: The set of possibilities is limited and there is no support for collaborative 
design. This component composition technique requires technical knowledge of the 
components interface and behavior for fine-grained tuning of designed interactions. 
Illustrative examples are supportive used. 

Application Creation Flow: Users can change iteratively concepts inputs and outputs. 
Documentation is attached to each component allowing easy understanding of 
components responsibilities, attributes, roles, and interfaces.  

 
Pattern 4: Interaction by Example. Description: A user can visually inspect data, 
record desired behavior (e.g. complex gestures), uses it further as interaction pattern, 
and evaluate the effect runtime.  

Features/Requirements: Signals inspectors e.g. used in oscilloscopes, computer vision 
techniques (such as OpenCV), and pattern matching algorithms (Dynamic Time 
Warping, five degrees-of-freedom gesture recognition) should be seamless integrated 
in an ready-to-use experience. 

Example: The user performs an action, annotates its recorded signal, tests the 
generated behavior, and exports it to a supported tool. 

                                                           
7 http://www.openinterface.org/platform/demonstrations 
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Fig. 5. Interaction by example8 

Limitations: This application creation pattern is mainly applied for authoring sensor 
input. The demonstration is based on sensor data training and classification; where in 
some cases more than one training (demonstration) session is used.  

Analysis: From a first analysis, there is a doubt how to apply the demonstration 
technique to recognize complex user activity requiring multiple data sources.  

Positive points: seems perfect for single data source application, e. g pressing a force 
sensor. 

Application Creation Flow: Users use a model to transform sensor inputs into 
application events, either discrete or continuous, by indicating thresholds or patterns on 
the incoming data. After that, they map events derived from sensor input on key presses 
or mouse events using the model, in order to operate a legacy application (e.g. map a 
wave gesture on the ‘P’ key to toggle playing/pausing in a media player application). 
Hence, the system will learn the demonstrated behavior for the demonstrator end user 
and will replicate the example when the same user will perform it. 

 
Pattern 5: Tangible Metaphoric Story. Description: the interaction is constructed 
using tangible metaphors and stories. 

Positive aspects: The Tangible metaphoric story allows end users to express their own 
meaning to interaction using tactile, visual, and metaphor embodied language. In 
addition, the tangible result permits a very fast funneling between detail and the 
whole with rich senses experienced. The metaphor brings to end-users an experience 
to support creativity [7]. 

                                                           
8 http://hci.stanford.edu/research/exemplar/ 
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Limitations: It could be necessary to communicate cultural differences in advance or 
to take some learning steps in advance. Warm up sessions could be necessary to get 
used to the format in order to avoid resistance, hesitation to overcome.  

 

 

Fig. 6. Tangible Metaphoric Story 

4   Conclusion and Perspectives 

The template we made allowed us to not only rethink the user environment interaction 
and enhance the user creation flow, but also to come up with a new interaction pattern 
that we experimented in our lab and we have a plan to make a functional prototype of 
them. The prototypes will be will be taken as input in the user research  activities of 
the DIYSE project where expert and non-expert users will reflect on their 
effectiveness in their do-it-yourself social activities. The extended library will be 
presented in the conference. 

From creativity point of view, the majority of patterns mentioned so far  are best 
applied during the convergence phase of the creative process where ideas get concrete 
shape and designated interaction. We are currently working on patterns targeting the 
“fuzzy zone” of idea generation, the act of exploration for inspiration, and the desire 
for playfulness. 
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Abstract. Today, the success of a software product is defined by a great user 
experience caused by a well-defined interaction concept rather than  
features. Therefore we present a new interaction model called MAInEEAC 
(Model for Accurate Interaction Engineering, Enhancement, Alteration, and 
Characterization) that is able to show what makes an interaction a great 
experience and what are the elements of great human-computer-interaction. 
Having evaluated the ways of entering an address with nine distinct navigation 
systems, we present several findings which are crucial for making an interaction 
successful. Thereby it becomes clear that a higher level of detail is required in 
order to recognize important differences between single interactions. 
MAInEEAC provides these details and can be seen as a further step towards 
better understanding of human-computer-interaction.  

Keywords: Human Computer Interaction, Human System Interaction, 
Interaction Design, Interaction Engineering, Interaction Model. 

1   Introduction 

Today, the way we interact with a software-intensive system is what sets apart 
successful products. A large number of features is no longer sufficient to define the 
success of modern software intensive systems. Users expect good usability and want 
to enjoy a great experience when interacting with the system. What makes, however 
an interaction a great experience? What are the elements of great Human Computer 
Interaction (HCI)? Enabling natural or intuitive interactions via (multi-) touch, natural 
language, free-form gestures, or multimodal interactions combining advantages of 
these rather new kinds of interaction might be a promising approach, but the number 
of interaction concepts increases more and more. Nevertheless, the actual elements of 
great HCIs and their dependencies are not sufficiently known yet. At the moment, 
several interaction models exist in the large field of HCI [1, 3, 4, 6, 7, 8, 9, 10, 11], 
which usually clearly have their origin in a specific HCI discipline such as computer 
science, anthropology, psychology, etc. When analyzing these models, we discovered 
that each of them has deficits in some points, mainly due to the emphasis of single 
aspects. A visual designer, for example, might use a model representing elements of 
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the graphical user interface as part of the system, whereas an interaction designer 
might use a model representing the influences of devices, media, and modalities on 
each other. Thus, a seamless workflow and well-grounded communication between 
these roles is hard to achieve when using different models. Nevertheless, aspects 
taken into account by each role involved in interaction engineering are crucial for 
developing a successful product. In order to engineer a new system that enables a 
great interaction experience, we need to know the elements that constitute such an 
interaction and their dependencies. Therefore, we need an interaction model that 
allows us to analyze the interaction concepts of successful systems. 

Hence, we created a new conceptual interaction-centered HCI model. Our model is 
called MAInEEAC1 (Model for Accurate Interaction Engineering, Enhancement, 
Alteration, and Characterization). Currently, we are using MAInEEAC as a 
descriptive model only. It allows us to characterize HCI precisely. This 
characterization may serve as a basis for HCI enhancement and alteration, allowing us 
to use MAInEEAC as a prescriptive model as well, which supports all roles involved 
in the interaction engineering process and therefore comprises all HCI details relevant 
for developing a successful product. In this paper, we briefly describe how to 
characterize an information system with the help of MAInEEAC. Furthermore, we 
characterize several different navigation systems in order to show how our model can 
help to find the aspects that let a product become successful and the shortcomings of 
less successful products. It becomes clear where the differences between those 
systems are in detail and why users prefer one system to another. Having analyzed the 
HCI concepts of successful systems, we will be able to engineer a new system that 
enables a great interaction experience by transferring these concepts to the new 
system. An evaluation of navigation systems by expert users showed some interesting 
findings. For example, we can show that there is a correlation between the number of 
interaction steps needed to accomplish an interaction, and the kind of interaction like 
gesturing or speaking. Furthermore, the detailed type of interacting with the system 
like tapping or clicking has a strong impact on the user experience. In addition, we 
show that the feedback on the user’s input as well as the subjectively and objectively 
estimated time needed for performing the total interaction are crucial. 

 

Fig. 1. MAInEEAC Overview 

 

                                                           
1 MAInEEAC is supposed to be pronounced “maniac”. 
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2   MAInEEAC in Detail 

In general, MAInEEAC is built up view-based, focusing elements needed for HCI by 
a human, elements needed by a system, and elements building the interaction by 
connecting elements of human and system (cf. Fig. 1). In the scope of this paper are 
the Interaction View, the Human Action View, the System View, and the System Action 
View. Each view shows highly detailed aspects of HCI. Since MAInEEAC has been 
built from an interaction-centered point of view and since we are mainly interested in 
the details of information transmission between human and computer, this paper 
mainly focuses on the Interaction View, which comprises all elements forming an 
interaction (cf. Fig. 2). In addition, the System Action View (cf. Fig. 2 – lower part) 
emphasizes important HCI parts of the system and provides the elements that can be 
influenced by designers. A basic element of MAInEEAC is the Elementary 
Interaction which is strictly terminated. It is fulfilled when exactly one Human Action 
leads to an Application Feedback that meets the human's Intention. A Human Action 
comprises the whole activity of a Human that is performed in order to transmit 
information to a System. That activity is necessary to fulfill a human's Intention and is 
initiated by that Intention. Since a Human Action is influenced by the current 
Environmental Context, this context is described as an attribute of Human Action. An 
Intention causes a single Human Action, not a whole Interaction in the first instance.  

 

Fig. 2. Interaction View of MAInEEAC 
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That means that MAInEEAC supposes even the beginning of an Interaction on a 
more detailed level than most other HCI models. In the end, the whole Interaction, 
which might consist of other Interactions, is built up by single Human Actions and 
Elementary Interactions and might change dynamically during that process. Due to 
the definition of an Elementary Interaction as a fulfilled step towards the 
accomplishment of an Intention, MAInEEAC comprises the evaluation of actions 
implicitly. Other models like Norman's Seven Stages of Action [7] evaluate actions 
explicitly and do not offer strict evaluation rules.  

2.1   Human Action View 

The Human Action View (cf. Fig. 2 – upper part) describes the way the Human 
accomplishes his Intention on the Input Interface of the System (cf. top arrow of Fig. 1).  

In MAInEEAC, this accomplishment is called Human Action and involves the 
whole activity performed by a Human to transmit information to a System. Every 
activity might be influenced by the Environmental Context in which the activity takes 
place. A Human, for example might not want to transmit information to the System 
via speech when he is in a noisy environment, or he might want to interact with the 
System from a distance when his environment is a huge warehouse. The 
Environmental Context is an attribute of Human Action and thus has to be specified 
when using MAInEEAC. Each Human Action consists of at least one Action Method 
which specifies what the action of the Human is. It comprises generic Human 
movements according to original Human abilities. We distinguish four classes of 
Action Methods: “fine motor skills”, “gross motor skills”, “facial expressions”, and 
“vocal utterances”. Each of these classes comprises particular and precise Action 
Methods. Furthermore, a Human Action always has a Method Type which specifies if 
the action is unimethodical or multimethodical. If there is only one kind of Action 
Methods, the type is unimethodical. If there are at least two kinds of action methods, 
the method type is multimethodical.  

When performing the Human Action, every Input Interface features different 
Usage Types that specify exactly how an Input Interface is used to transmit 
information to the System. “Pressing object”, for example as an Action Method of the 
class “fine motor skills” is underspecified. There is a set of concrete movements being 
performed within a Human Action. It makes a big difference whether one presses the 
left or the right mouse button or if someone performs a single or a double click. In 
addition, the Usage Type concretely specifies the Action Method. If the Usage Type of 
the Input Interface is for example “single left click”, the Action Method is determined 
as “pressing object”. The Usage Type is the main aspect of a Human Action from a 
designer's point of view. No matter if the Interaction itself is designed or the user 
interface, the Usage Type is what has to be designed and what influences the design 
of other parts of the Interaction. By concentrating on that special part of a Human 
Action, the designer is able to better account for a successful Interaction. 

2.2   System View 

The System View describes the system side during HCI (cf. right side of Fig. 1). 
MAInEEAC does not treat the System as a black box like many other HCI models do 
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[7, 10]. The System components highly influence HCI and thus are shown in the same 
detail as Human elements and elements of the Interaction itself. The System 
communicates with the environment through its Input and Output Interface. 

Every Input Interface is characterized by the Usage Types it offers. Furthermore, 
an Input Interface may give Direct Input Feedback which comes straight from the 
Device without the use of any Medium (for example, the sound that occurs when 
pressing a button on a mouse or keyboard). When a Device acts as an Output 
Interface, it gives Application Feedback and might give Indirect Input Feedback in 
addition. Both are transmitted via a Medium: Indirect Input Feedback is a reaction to 
the usage of the Input Interface to confirm the system’s correct understanding of that 
Human Action, for example, highlighting of a selected menu item transmitted via the 
Medium “graphic”. It is always based on a System Function. Application Feedback is 
the intended reaction of the System to the human action and confirms or declines the 
human Intention; for example giving the sound of paper being crumpled transmitted 
via the medium sound/auditory icon when the recycle bin is being emptied. 
Application Feedback is always based on a System Function. In contrast to the types 
of feedback, a System Function does not directly address the Human but can be 
perceived by the Human (for example, deleting files on a hard disk). Both Indirect 
Input Feedback and Application Feedback can be influenced by a designer. Direct 
Input Feedback and System Functions may only be influenced within strong 
limitations. 

The benefit of this distinction is a clear differentiation of System Actions referring 
to a Human Action (Indirect, Direct Input Feedback) from those referring to the 
actual (intended) “reaction” of the System (Application Feedback, System Function).  

When characterizing an Interaction using MAInEAAC, the elements Action 
Method, Usage Type, and Input Interface influence each other. That is, by making the 
dependencies of these elements explicit, the final interaction concept becomes 
consistent and interaction engineering is facilitated. When for example an Action 
Method is determined, the possible Input Interfaces and Usage Types are deduced 
from that Action Method. If, for instance, the Action Method “Natural Speech” is 
determined, the number of Input Interfaces possible for sound input is low and the 
possible Usage Types are restricted to that Action Method. The Action Method in 
conjunction with the Usage Type restricts the number of possible Input Interfaces 
even more. With respect to the Usage Type, the same holds for the Action Method in 
conjunction with the Input Interface. The Usage Type determines the Action Method 
and restricts the number of available Input Interfaces to those that offer the chosen 
Usage Type and allow for performing the deduced Action Method. When for example 
the Usage Type “Natural Speech” is selected, “Speaking” is automatically determined 
as the Action Method. The list of Input Interfaces is restricted to different 
microphones like desktop microphone, handheld microphone, wearable microphone, 
etc. When we decide on a particular Input Interface, the Action Method as well as the 
Usage Type are restricted at the same time. When Input Interface and Usage Type are 
determined, the Action Method is deduced from those. This does not hold for Input 
Interface and Action Method: When the Input Interface and the Action Method are 
determined, we still have a choice regarding the Usage Type. When for example we 
decide on “Microphone” as Input Interface and “Natural Speech” as Usage Type, 
“Speaking” is automatically determined as the Action Method. When we leave the 
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Usage Type open and decide on an Action Method from the class “Vocal Utterance” 
(e.g. “Speaking”), we can still decide on which Usage Type to apply (e.g. “Natural 
Speech” or “Command-based Speech”). 

2.3   System Action View 

The System Action View (cf. Fig. 2 – lower part) describes the way the System reacts 
to a Human Action and acts in order to transmit information to the Human. 

The System Action is a composition of Direct Input Feedback, Indirect Input 
Feedback, Application Feedback, and System Function. Depending on the 
Environmental Context in which the System Action takes place, the System Action 
might be influenced by that context. For example, the System Action might not be to 
transmit information to the Human via sound, when it is in a noisy environment or to 
show relevant information to a particular person when it detects that that person is 
near.  

The System Action triggers a Human’s Perception which is composed according to 
the System Action. Because of this segmentation, we can trace which Perception is 
triggered by which kind of System Action. For each kind of Perception, a Modality 
Type is specified that determines if the Perception is unimodal or multimodal. A 
unimodal Perception is given when exactly one Modality is used to perceive the part 
of the System Action. In a multimodal Perception, at least two different Modalities are 
used. In MAInEEAC, Modality refers to the Modality of Senses. Thus, we can adhere 
for the human's cognitive load. In addition to that, for Indirect Input Feedback 
Perception and Application Feedback Perception, a Medium Type is specified that 
determines if the Perception is unimedial or multimedial. This is necessary for those 
two types because they are the only ones that are transmitted via a Medium and thus 
influenceable by a designer. If one Medium is used for transmission, the Medium Type 
is unimedial; if at least two different Media are used, the Medium Type is 
multimedial. We refer to the definition of "medium" in ISO14915-3 [5]. In 
MAInEEAC, Media are the system's options of expression towards the Human. In 
order to reduce the Human's cognitive load and therefore to increase the products 
success, Media can be matched to the Action Method by a designer.  

An Interaction vocabulary connected to MAInEEAC is used for the subjective 
evaluation of several dimensions of Usage Type, Application Feedback, and 
Elementary Interaction [2]. For the evaluation we present in this paper, we only use 
the dimension “speed” of that vocabulary. 

This level of detail MAInEEAC provides is needed for showing the elements that 
differentiate successful products from less successful ones. On a higher level, on 
which most other models are settled, important coherences and dependencies cannot 
be recognized from our point of view. 

3   Evaluation of Distinct Navigation Systems by Using 
MAInEEAC 

In order to cover all details of MAInEEAC, we developed a Microsoft Excel template. 
By filling in that template, all relevant information for describing and evaluating the 
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Interaction with an information system is available and systems become comparable 
to each other. In detail, the template consists of the following parts: at first, general 
information about the context of use (human, intention, system, and devices of which 
the system consists) is given. The second part describes HCI in all details, namely the 
Elementary Interactions, the corresponding Human and System Actions with their 
subjectively measured dimensions, the Action Methods and their Types, the Usage 
Types, the Input and Output Interfaces, the Direct, Indirect and Application 
Feedbacks and their Perceptions, the System Functions, and the Media and Modalities 
used for giving feedbacks and perceived by the Human. In the third part, the 
aggregated Elementary Interaction and Interaction Media, Modality, and Method 
Types are given as well as the subjectively measured dimensions of the Interaction as 
a whole. At last, the duration of time needed for accomplishing the whole Interaction 
by an expert user is given. Except for the subjective data, the template has been filled 
out by ourselves before the evaluation has started. 

During the evaluation, we had a look at nine distinct navigation systems, eight 
mobile ones and one in-car system. Table 1 shows the navigation systems we have 
evaluated, their types (mobile or in-car), and the devices and operation systems on 
which they run.  

Table 1. Navigation Systems that have been evaluated 

Vendor System Type Device, OS 
Google Mobile Navigation Mobile HTC Desire, Android 2.2 
Navfree Navfree 1.6.0 Mobile iPhone 4, iOS 4.2 
Navigon Mobile Navigator 1.2 Mobile iPhone 4, iOS 4.2 
Opel DVD 800 In-car  
Roadee Roadee Mobile iPhone 4, iOS 4.2 
Skobbler Skobbler 3.0.1 Mobile iPhone 4, iOS 4.2 
TomTom Go 910 6.525 Mobile TomTom Go 910 v1.21, Boot 4.86 
TomTom TomTom 4 iPhone Mobile iPhone 4, iOS 4.2 
Vodafone Find & Go Mobile iPhone 4, iOS 4.2 

 
The evaluation of the systems was done by 10 expert users each (8 male, 2 female, 

average age 30,3, min 23, max 35 years old) who have been asked to only evaluate 
the handling of the address input, but not the navigation itself. Expert users for the 
address input could be found very quickly, because it requires only very short training 
of the address input in order to become an expert user. Before data have been 
gathered, each expert user had the possibility to get familiar with the current system 
that should be evaluated. After having evaluated each navigation system, the experts 
answered questions regarding the estimated value of the product and its estimated 
usage on a daily routine. 

In terms of pure Interaction - and this is what we focus on in this paper - the main 
factor for differentiating successful products from less successful ones is the number 
of Elementary Interactions needed to fulfill an intention. The more Elementary 
Interactions are needed, the longer it seems to take to fulfill an Intention, both 
subjectively and objectively. In order to determine an Elementary Interaction and 
therefore influence the estimation of time needed for accomplishing an Interaction, 
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Application Feedback is defined as the System Action expected by the user and 
needed to fulfill his Intention. Application Feedback is influenced by designers and 
thus the kind of Application Feedback representation (in this case one form for each 
information vs. a single screen requesting the information) as the second success 
factor influences the subjectively and objectively measured time for an Interaction. 
MAInEEAC allows designers to concentrate on Application Feedback, without being 
distracted by other (non-influenceable) elements of HCI, mainly by concerning the 
whole System Action. From the evaluated navigation systems, Vodafone Find & Go, 
Roadee, and Skobbler use a form requesting all information, the other navigation 
systems lead their users through single screens for each information. Furthermore, it 
is crucial to let the user know when Application Feedback is given in order to avoid 
that they become impatient or uncertain. The subjective measurement of time is the 
third factor of success and done by estimating the speed of Action Methods, the 
corresponding Application Feedbacks, and the Interaction as a whole. Objectively, 
the absolute time needed by an expert user for accomplishing the whole interaction is 
measured and builds the fourth success factor. Usually, a large number of Elementary 
Interactions seems to correlate with time both subjectively and objectively estimated 
as slow (cf. Table 2).  

Table 2. Elementary Interactions and Time Measurements with each Navigation System 

System Number of 
elementary 
interactions

Average 
subjective 
time (slow=1/ 
fast=2) 

Average 
objective 
time (in 
seconds) 

Estimated 
value 

Estimated 
usage on a 
daily 
routine 

Google Mobile 
Navigation 

3 fast (2) 16,94 25-50€€  yes 

Navfree 1.6.0 7 average (1,65) 17,45 <25€€  no 
Navigon Mobile 
Navigator 1.2 

5 fast (1,95) 18,32 25-50€€  yes 

Opel DVD 800  14 slow (1,2) 47,88 >50€€  yes 
Roadee 4 slow (1,05) 45,64 <25€€  no 
Skobbler 3.0.1 4 average (1,5) 28,71 <25€€  yes 
TomTom Go 910 
6.525 

7 average (1,6) 39,22 25-50€€  yes 

TomTom 4 iPhone 6 fast (2) 24,36 <25€€  yes 
Vodafone Find & Go 4 average (1,65) 30,54 <25€€  yes 

 
But a low number of elementary interactions does not necessarily lead to time 

being estimated as “fast”. In contrast, a very high number of elementary interactions 
lead to a subjective and objective “slow” total interaction. Anyway, the subjective 
estimation of time may differ from the objective estimation. E.g. “average” subjective 
estimations of an Interaction, but fast objective ones (cf. Tomtom Go 910 with 
Navfree). We suggest that these characteristics are due to the kind of Input Feedback 
implemented by the interaction designer. The Input Feedback (Indirect Input 
Feedback as well as Direct Input Feedback) is the fifth factor of successful 
Interaction. Reasonably used, it leads the user's attention, increases his certainty and 
influences his subjective estimation of time. By splitting Input Feedback into Direct 



246 S. Hess, A. Maier, and M. Trapp 

 

and Indirect Input Feedback, MAInEEAC not only shows all aspects of Input 
Feedback, but also differs Input Feedback being influenced by a designer (Indirect 
Input Feedback) from the one that cannot (Direct Input Feedback). Similar to the 
Application Feedback, the designer is able to concentrate on the Input Feedback 
separately with MAInEEAC. Another factor correlating with the number of 
Elementary Interactions and the time needed for accomplishing an Interaction is the 
Action Method: reasonably applied, this sixth factor of product success can minimize 
the number of Elementary Interactions and the total time needed immensely. From 
the navigation systems we have evaluated, Google Mobile Navigation is the only one 
providing speech input and thus can be used with the Action Method "Speaking". The 
seventh success factor is the Usage Type: we found a huge impact on both, the 
subjectively and objectively needed total time for accomplishing an Interaction 
depending on the Usage Type applied. The more direct the manipulation of data is 
(tap vs. knob rotation) the less time seems to be needed for the Interaction. From the 
navigation systems we have evaluated, the Opel DVD 800 navigation system is the 
only one that is controlled with a rotary knob, all others are controlled via touch 
screens or via voice. Since the directness of manipulation depends on the Input 
Interfaces (e.g. touch-screen vs. PC-mouse) and adequate Output Interfaces (e.g. 22" 
screen displaying 16.7 mio. colors vs. 2.4" monochrome display) in use, the user 
interface is the eighth factor of a successful product. The splitting of the whole 
Human Action into Action Method, Usage Type, and Input Interface is an important 
contribution of MAInEEAC to HCI design and comprehension from our point of 
view. Designers and evaluators can concentrate on one of these aspects and are 
supported with design, engineering, and characterization of the other aspects by that 
splitting when they use MAInEEAC. 

4   Conclusion and Future Work 

Currently, we are able to characterize the Interaction between a Human and a System 
precisely with MAInEEAC. These characterizations are complex at the time. We 
currently investigate facilitations that make the model more applicable. But we are 
already able to show important factors of success, due to MAInEEAC's high level of 
detail. The success factors we found with the evaluation described in this paper are 
shown in Table 3. 

Table 3. Success factors found with MAInEEAC 

No. Success Factor 
1 The number of Elementary Interactions needed for accomplishing an Interaction 
2 The kind of Application Feedback representation 
3 The subjective measurement of time needed for Action Methods, corresponding 

Application Feedbacks, and the whole Interaction 
4 The absolute time needed for accomplishing an Interaction 
5 The implementation of Input Feedback 
6 The Action Method(s) provided 
7 The Usage Type provided 
8 The user Interface 
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Future steps will be to do more evaluations with MAInEEAC in order to approve 
the current results and to get statistically more significant data. All in all, we believe 
that MAInEEAC is a sophisticated model which takes us a step further on our way 
towards a better understanding of human-computer-interaction. 
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Abstract. Accessibility barriers exist on most websites and systems, making 
them difficult to use for individuals with disabilities and other functional limita-
tions. Usable Accessible Design aims to design usable software that addresses 
the potential needs of all users in the user-centered design process with special 
consideration for users experiencing functional limitations. This paper show-
cases how accessibility concerns affect us all and that a proper definition of ac-
cessibility goes beyond individuals with disabilities. We then identify existing 
accessibility standards and guidelines, and propose design patterns as a proac-
tive medium to capture and disseminate best accessibility design practices. The 
patterns provide usable solutions to specific accessibility problems, within a de-
fined context, that take into account the physical, cognitive and functional limi-
tations of users. Finally we propose a classification scheme for patterns based 
on usability principles and accessibility heuristics. 

1   Introduction 

Since the introduction of the graphical user interface in the 1980s, the ways in which 
information can be presented on a computer screen have posed challenges to users 
with functional limitations. For users with disabilities, the challenges have ranged 
from translating the information to a usable form (a blind person converting screen 
text to speech output), to manipulating content via input devices. 

Accessibility barriers exist on most websites and systems, making them difficult to 
use for individuals experiencing any functional limitation. To date, most attempts to 
solve the challenges of the accessibility of digital information have been focused at 
the technical level. Developers have been encouraged to follow practices which have 
been found to work better for users with specific disabilities. However, technical 
solutions to these problems have never been sufficient, largely because the standards 
and training are always lagging behind technical developments. With the recent pro-
liferation of new mobile platforms and the splintering of the pc-centric form factor, 
the problem is now more complex. 

There needs to be a shift in current thinking. Similar to the adoption of usability 
practices into the software engineering process, accessibility techniques need to be 
considered as an integral part of usability, and in turn, the software engineering proc-
ess. Accessibility concerns should be considered as early as possible starting from the 
requirements and analysis phase. Errors in requirements are the most costly to repair 
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in subsequent development stages [1]. Inconsistencies and ambiguities propagate to 
downstream design and development where the effort for addressing those concerns 
multiplies [2]. The likelihood also increases that changes made to address accessibil-
ity deficiencies will be put in place in development by workers without design and 
accessibility expertise. An example would be an ESL developer being asked to write 
the English alternative text that is deemed necessary for unlabelled images.  

By incorporating accessibility considerations into mainstream practices, we should 
ensure a more usable experience for all users, regardless of functional limitations. 
Instead of just providing suitable alternatives for disabled users, solutions should 
address any user experiencing limitations within a usable context.  

Accessibility standards, heuristics [3] and guidelines [4, 5] (for web applications in 
particular) bias towards technical solutions by developers, as opposed to design solu-
tions by information architects [6]. As such, they tend to be reactive solutions to  
discovered problems, whereas usable solutions require proactive considerations of 
potential problems [7]. As well, the standards and guidelines are frequently not con-
ducive to rapid adoption or consultation. 

In this paper we propose design patterns as a proactive medium to capture and dis-
seminate best accessibility design practices. Patterns alleviate many of the shortcom-
ings associated with guidelines. Patterns only capture essential details of design 
knowledge in a specific context, and abstract away from superfluous, toolkit-
dependent and platform-specific design information. The designer is told when, how 
and why the pattern can be applied. Design patterns provide usable solutions to spe-
cific accessibility problems, within a defined context, that take into account the func-
tional limitations of users.  

The remainder of this paper is structured as follows. In the next section we discuss 
how accessibility applies in a wider context beyond users with disabilities. Section 3 
provides a definition of usable Accessible Design. In Section 4 we propose patterns 
for usable Accessible Design, provide an illustrative example and propose a classifi-
cation scheme. Section 5 reviews relevant related work. Finally, we conclude and 
discuss future avenues.   

2   Accessibility Affects Us All 

If something is accessible it is readily usable. So how does accessibility differ from 
usability? The term “accessibility” was coined to designate the concept of things 
being accessible for people with physical or cognitive disabilities. As such, accessibil-
ity is sometimes viewed as a subset of usability – employed when a design require-
ment identifies a need for use by Persons with Disabilities. However the meaning of 
accessibility can be expanded, especially in the context of modern technology. 

A usability architect conceives of a (proto)typical user – a user who represents the 
“norm” – and designs for such a user’s requirements. Although the use of multiple 
personas [8] can capture specific users that may be considered boundary cases, these 
still tend to highlight differences of role and task, as opposed to functional limitations. 
From this standpoint, usability can be said to consider the “representative user” needs. 
Accessibility, alternatively, is focused on atypical scenarios and users with functional 
limitations. The field of accessibility’s predominant bias is concerned with outliers. 
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Modern communication mediums have created an abundance of scenarios in which 
it becomes increasingly difficult to design for just a typical user, so many of the prin-
ciples and guidelines of accessibility can become very relevant to the field of usabil-
ity. In order to gain a fuller appreciation of how media can affect usability, it is 
worthwhile looking at some examples.  

The mass medium of radio is functionally limited to sound. In essence all users of 
radio are functionally visually disabled; they cannot use sight (or any of their other 
senses) to listen to the radio. The design of radio content – all the programs and ad-
vertising – is designed around the fact we must use our aural sense. Content is created 
that seeks to overcome the limitations of the medium: Commentators describe what 
they are seeing to translate the visual experience to the medium; sound effects are 
readily employed. A whole series of conventions were developed in the medium to 
assist the ease of its use (commercial breaks, intros and outros, etc). 

All technology media, from silent movies to texting, bias towards one or more of 
our senses, and usability conventions develop in response. However designing for 
newer technologies is more complicated because the format of information and the 
devices for intermediating the information have multiplied. In such a scenario, the 
percentage of users who experience information in a “normal” context diminishes and 
the chances that users are in some way functionally limited increases. Whether we try 
to hear a cell phone call on a busy street or try to read a large data table on a small 
screen, we all, in essence, experience a functional limitation analogous to the experi-
ences of persons with physical disabilities. The lessons learned from the field of ac-
cessibility, then, can be applied in many scenarios to capture the outlier experience, 
ensuring that things are designed towards universal instead of “typical” use. 

This concept of functional limitations can be applied to many contexts. Limitations 
can be environmental (noisy office, moving vehicle, significant weather), physical 
and cognitive (what we typically think of as disabilities), cultural (language, age-
related) or technological (limitations of the medium or intermediaries, including de-
vices – small screens, limited keyboards, etc). 

3   What Is Usable Accessible Design? 

The overarching goal of usable Accessible Design is to design usable software that 
addresses the potential needs of all users in the user-centered design process, with 
special consideration for users experiencing any functional limitations.  

Usable Accessible Design is concerned with making applications accessible by 
providing an interface that allows people with functional limitations to perform and 
complete Information Technology (IT) tasks or use IT content, while ensuring that the 
user's needs and experiences are met. It is about getting Accessibility and Usability to 
work together by combining ideas from both fields.  

Usability is the extent to which a product enables users to achieve their goals with 
effectiveness, efficiency and satisfaction in a specified context of use [9]. This defini-
tion relates to the quality of the interaction between the person who uses the product 
to achieve actual work and the product or software application itself, including its 
user interface. 
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Accessibility is a quality attribute of a product or service relating to the extent to 
which it can be used by everyone.  When applied within the context of Web and soft-
ware development, accessibility’s basic premise is: That a user's functional limitations 
should not prevent them from using the technology effectively. Accessibility encom-
passes all disabilities that affect access to any IT medium, including visual, auditory, 
physical, speech, cognitive, and neurological disabilities [10]. As well, it includes 
technical, cultural and environmental limitations such as ESL (English as a second 
language for non-native speakers) and noisy workplaces. 

A bias exists towards using development techniques to resolve existing accessibil-
ity issues (sometimes referred to as “technical accessibility”). Such techniques tend to 
be reactive rather than proactive, with the developers responding to issues as they are 
discovered by testers. Moreover, the technical accessibility approach favors terminol-
ogy used by developers that does not match or easily integrate with the vocabulary of 
designers. Since accessibility issues bridge both disciplines, this can lessen the suc-
cess with which potential accessibility issues can be proactively flagged and resolved 
at the wireframe stage.  

We advocate a move toward what has been called “Usable Accessibility”. By in-
corporating some of the vocabulary and principles of newer accessibility standards, 
proven techniques such as personas and design patterns employed in the field of us-
ability can be extended beyond considerations of the representative user to include the 
specific needs of users or situations which previously may have been viewed as atypi-
cal. There are a variety of ways in which these gains can be realized. These can  
include: Designing content for variable presentation; creating accessible personas; 
including persons with disabilities in the user-centered design process; and develop-
ing (or modifying existing) design patterns. Each of these approaches warrants further 
discussion and consideration – more than can be provided within the confines of this 
paper. The next section elaborates on how one of these approaches — design patterns 
— can be applied to achieve usable accessibility.  

4    Patterns for Usable Accessible Design 

Patterns aim to capture and communicate the best practices of user interface design 
with a focus on the user’s experience and the context of use. As a result, they are an 
attractive UCD technique, with interesting ramifications for designing across a variety 
of contexts. Patterns alleviate many of the shortcomings associated with guidelines. 
Patterns only capture essential details of design knowledge in a specific context, and 
abstract away from superfluous, toolkit-dependent and platform-specific design in-
formation. The designer is told when, how and why the pattern can be applied.  

4.1   Extending Patterns to Include Functional Limitations  

Every pattern has three necessary elements, which are: A context, a problem, and a 
solution. The context describes a recurring set of situations in which the pattern can 
be applied. The problem refers to a set of forces, i.e., goals and constraints, which 
occur in the context. The solution refers to a design form or a design rule that can be 
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applied to resolve the problem. Other attributes that may be included are additional 
design rationale, specific examples, and related patterns.  

We propose the use of usable Accessible Design patterns to extend existing design 
patterns, by including both accessibility and usability considerations. Similar to other 
patterns, they provide a solution to a common problem within a particular context of 
use. However, they also include references to or descriptions of particular Functional 
Limitations. As illustrated in Figure 1, the functional limitation is closely related to 
the problem of the pattern and its context of use. It also serves as a driver to the solu-
tion of the pattern, which must address the functional limitation.  

Problem Solution

Context

Functional 
Limitation

 

Fig. 1. Structure of an Accessible Design Pattern 

An example pattern (Iconic Navigation Page pattern) is given in Table 1. The pat-
tern is applicable for users who want to find specific information about a targeted 
topic, and relates to a variety of functional limitations. The pattern follows the basic 
structure of Figure 1 and includes an illustrative example. The problem statement of 
the pattern is immediately followed by a list of functional limitations for which this 
pattern is applicable. This includes users with low literacy, cognitive limitations, low 
vision, reduced manual dexterity, using a medium with a reduced screen size, and 
non-native speakers. Based on these functional limitations, the emerging user needs 
are as described below. Users to which these needs apply are described in brackets.  

• Simplified language (non-native speakers, low literacy, cognitive limitations) 
• Simplified interface (cognitive limitations, low vision, reduced screen size) 
• Concise language (low vision, reduced screen size) 
• Visual reinforcement of meaning (non-native speakers, low literacy, cognitive 

limitations) 
• Validation of choice (non-native speakers, low literacy, cognitive limitations, low 

vision, reduced manual dexterity) 
• Tolerant direct manipulation (low vision, reduced manual dexterity) 

One target user group for the Iconic Navigation Page pattern are low literacy users 
like Serge (Table 2), who's functional limitation consists of having a reduced level of 
reading comprehension. Serge is depicted as a persona, which is a user-centered de-
sign technique that aims to direct the focus of the development process towards end 
users and their needs.  
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Table 1. Iconic Navigation Pattern 

Title Iconic Navigation Page Pattern  
Problem How to reduce the complexity of multi-level navigation and simplify 

access to navigation without necessarily impeding access to the content.  
Functional 
Limitations
 

- Low Literacy: users who have a reduced level of reading  
comprehension 

- Cognitive limitations: users with reading, linguistic or visual  
comprehension deficiencies 

- Low Vision: users who require enlargement or magnification of  
content to see it properly 

- Reduced manual dexterity: users who have a physical impairment 
that prevents easy operation of traditional input devices 

- Reduce screen size: Users whose ability to see content is limited by 
the physical size of their device  

- Non-native speakers: users whose first language is not the same as 
the content of the web site 

Context Traditional site navigation is not optimal for some users, due to  
functional limitations. The Iconic Navigation Page pattern is an  
alternative to traditional site navigation, used to simplify navigation and 
associated content.  

Solution Using a minimalistic approach, this pattern reduces the complexity of 
the navigation architecture by selecting the most important  
elements/functions and presenting them to the user in a simplified  
interface. By separating the navigation architecture from the resulting 
content, the complexity is reduced both for the task of navigation and 
for the task of reading primary content. Hierarchical nesting of  
navigation items should be kept to a minimum in order to limit the 
cognitive load. Icons that visually reinforce the meaning of the choices 
are provided, along with labels. The large icons, separated by white 
space, provide a large clickable area, providing tolerant direct  
manipulation for users who have difficulties make making precise 
movements with input devices such as mice. 

Examples  
 
 
 
 
 
 
 
 
 
 
 
 
Use of Navigation 
Page Pattern in [11] 
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Personas describe target users of a system, providing stakeholders and developers 
with a better understanding of both the users and context of use for a planned tool or 
interactive system. They encapsulate behavioral data [8] gathered from ethnography 
and empirical analysis of actual users, in addition to demographic information, needs 
and preferences. A typical usage scenario including interaction details for Serge could 
be as follows: 

 

Serge is home for the evening, and wants to find some information on the municipal web site 
about the Montreal Access Card. His co-worker told him that the card can give him discounts 
on a number of services in Montreal, including recreational and sports-related entrance fees, 
and that he can find all the information online. He wants to click on a link which he thinks 
will lead him to the right page, but he is unsure. He hesitates for a few seconds, and then de-
cides to click. He tries to make sense of the sentences on the page, but there is way too much 
information. He isn’t sure where to click next. He gets tired, and calls it a night, deciding that 
maybe he will try again tomorrow.   

 

Personas can be used to identify user needs, giving insight into a user's functional 
limitations, which in turn have implications on design considerations and constraints. 
Therefore, they could be thought of as a natural starting point in identifying appropri-
ate patterns that are classified according to usability principles and accessibility heu-
ristics (discussed in the next section). Because patterns are a common UCD tool, the 
incorporation of functional limitations into existing patterns can easily embed acces-
sibility considerations into the process. 

4.2   Towards a Pattern Language for usable Accessible Design 

Pattern languages are a structured method of describing best design practices and are a 
means to traverse common usability problems in a logical way, describing the key char-
acteristics of effective solutions for meeting various design goals [12]. To effectively 
take advantage of pattern languages, a logical grouping of their entailed patterns is re-
quired. We propose a two-dimensional classification scheme in which patterns relate to 
(1) a set of usability principles and (2) a set of accessibility heuristics.  

For example, the Iconic Navigation Page patterns relates to the following two us-
ability principles defined in [12]: Facilitated Navigation and Minimalistic Design. 
The former refers to the means used to facilitate “movement” through the contents of 
an interactive program in an intentional manner whereas the latter refers to the use of 
only required items in order to create a clean and aesthetic design. The pattern how-
ever, also relates to two orthogonal accessibility heuristics defined in [3]: Tolerant 
Direct Manipulation and Logical Presentation. The former allows for imprecise 
and/or slow pointer movements so as to assist users with low vision or physical im-
pairments such as shaky hand movements having difficulty using smaller targets. The 
latter refers to characteristics of objects and actions that should facilitate hierarchical, 
sequential or simple grouping associations so as to assist users with cognitive limita-
tions who may have difficulty discovering the organization of more complex elements 
and hierarchical structures. 

By using this classification scheme of patterns it is possible to capture both essen-
tial usability and accessibility principles as part of the pattern language. Moreover, it 
allows for traceability, which allows one to trace whether a given pattern addresses a 
certain heuristic and vice versa. 
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Table 2. Sample Persona “Serge Lacroix” 

Serge Lacroix 

 

 
 
“I want to be able to find information online 
without having to ask my son for help” 

 
General Profile Serge is a 51-year old city worker. He lives with his wife of 30 years. He 

has three grown children and two grand-children. He is a blue-collar 
worker, and has been working for the city for over 25 years. He is wor-
ried about his retirement, and is careful with his spending habits. He has a 
decreased ability to read and write, although he is more comfortable with 
using numbers. For public service inquiries, he usually makes telephone 
calls. For figuring out banking and billing information, he gets help from 
his son. Through a new initiative with the city of Montreal, he heard 
about easy-access information on some websites, which is now support-
ing users like him. He is nervous about dealing with the internet, but he 
would prefer this over asking his son all the time for help  

Goals Professional: Maintain his job until retirement.  
Personal: Increase his savings, spend time with his grand-children.  
Application: Find basic information.  

Demographics Serge is a 51-year old male, with somewhat of a low family income. He 
has two financial dependents (his wife and mother).  

Knowledge and 
Experience 

Serge is a native French speaker. He has a low literacy level, and did not 
finish elementary school. He has little experience with computers and the 
internet.  

Psychological 
profile and 
needs 

He has an extremely high need for validation of decisions when interact-
ing with a computer system. He is somewhat of a reactive user, and has a 
low learning speed. He also has a somewhat high need for guidance 
during system interaction.  

Attitude and 
Motivation 

He has a negative attitude to IT, but an average level of motivation to use 
the system. 

Functional 
Limitation 

He belongs to a special user group, low literacy. 
 

5    Related Work 

The Web Content Accessibility Guidelines (WCAG) [4], published by the World 
Wide Web Consortium, are now in their second version and are the most widely 
adopted and recognized accessibility standards in the world. Nonetheless, they pose 
their own challenges for someone trying to test against or be guided by them [6]. 
Although there has been an effort to use simple, clear language, the resulting guide-
lines – and even their structure – can be somewhat impenetrable. The terms given to 
categorize issues are not always clear, and the way the categories break down is not 
always intuitive. This is particularly true of the area covered by each guideline and its 
criteria. The guidelines follow a hierarchy, each level increasing the complexity by a 
factor of 3 or 4. There are four principles, 12 guidelines, 38 success criteria (at level 
AA), and 100s of techniques and common failures. 
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As an antidote to the complexity of such guidelines, some have advocated for the 
use of accessibility heuristics, which can more briefly address many common short-
comings of design while ensuring a broader range of functional limitations are  
considered [6]. By incorporating accessibility heuristics into a common usability 
evaluation technique, the considerations of accessibility are more effectively brought 
into the user-centered design process. Such heuristics are more precise and succinct 
than guidelines: IBM’s 11 usable access heuristics [3], along with descriptive exam-
ples, easily fit on one page. Although these were considered incomplete and a work in 
progress when published in March 2009, it is easy to see why they have value for UI 
design. The language is more easily grasped and more memorable [3].  A primary 
challenge to heuristics is they are most effective as reinforcement for existing expert 
knowledge. Like guidelines, at a fundamental level they are only as effect as the per-
son employing them. The user still requires accessibility education. A second chal-
lenge is that while they will certainly lead to websites that are more usable for all, 
they will not necessarily conform to legislated guidelines. 

Another way of simplifying the adoption of WCAG guidelines and techniques is 
through the use of a mitigating design pattern language. In [7], Folgi et al. propose a 
design pattern language for accessibility. The approach maintains the hierarchical 
breakdown of the W3C standards, but seeks to provide it within a context more famil-
iar to usability architects. Because the authors base their model on the WCAG stan-
dards, they inherit some of the same problems with normalization. Thus, their model 
presents three broad, high-level categories – Multi-formal presentation, Easy Naviga-
tion and Interaction at user’s pace – but items in mid- and low-level categories can 
fall under more than one high-level category. Moreover, the low level patterns are 
analogous to techniques and are biased towards developer practices.  

The pattern classification scheme presented in this paper is in stark contrast to the 
approach by [7]. Instead of hierarchical nesting we propose classifying patterns ac-
cording to existing usability principles and accessibility heuristics. We believe that 
such an approach provides a more natural mapping and it allows for more flexibility 
as the constraint of grouping all patterns under a common root pattern is removed. 

6   Conclusion 

Usable Accessible Design is about designing usable software that addresses the po-
tential needs of all users in the user-centered design process − with special considera-
tion for users experiencing functional limitations. In this paper we broke with the 
predominant assumption that relates accessibility exclusively with persons with dis-
abilities and argued that accessibility concerns affect us all. Our wider definition of 
accessibility incorporates all sorts of functional limitations including physical, cogni-
tive, technological and environmental.  

We argued that existing accessibility standards, heuristics and principles, for web 
applications in particular, bias towards technical solutions.  These approaches attempt 
to address accessibility near the end of the software development lifecycle by identi-
fying shortcomings of a near-completion project. As such, they tend to be directed at 
developers and testers, encouraging a reactive rather than proactive approach. In order 
to overcome the bias, we proposed incorporating accessibility concerns throughout 
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the development lifecycle starting with the requirements phase using a pattern-
oriented design process.  

We presented patterns for usable Accessible Design which incorporate functional 
limitations as an additional pattern component. These functional limitations closely 
relate to the problem of the pattern and its context of use. It also serves as a driver to 
the solution of the pattern, which must address the functional limitation. As an illus-
trating example, we presented the Iconic Navigation Page pattern used to reduce the 
complexity of traditional navigation and is especially suited for users with, for exam-
ple, cognitive limitations, or users working in mobile environments.  

Finally, we proposed a classification scheme for patterns based on usability princi-
ples and accessibility heuristics. Based on the user’s needs and functional limitations, 
we can select patterns that are classified according to usability principles and accessi-
bility heuristics. Because patterns are a common UCD tool, the incorporation of func-
tional limitations into existing patterns can easily embed accessibility considerations 
into the process. We believe that such a classification simplifies the task of identify-
ing an appropriate pattern. As for future work, we plan to further refine the classifica-
tion scheme and propose a systematic process for selecting and applying usable  
Accessible Design patterns.  
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Abstract. In this paper we present a pragmatic development approach for 
knowledge sharing applications that encompasses both design and software 
engineering aspects. It starts from scenarios and leads to patterns that help 
application developers and user interface designers on the one hand to separate 
relevant content from unimportant data and on the other hand propose 
techniques for qualitatively structuring knowledge management and knowledge 
sharing tasks for enterprises and individuals.  

Keywords: HCI patterns, structural patterns, domain patterns, knowledge sharing, 
knowledge management, design strategy, GUI generation, pattern-based 
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1   Introduction 

A steadily growing information flood faces people both in business and everyday life. 
The many existing commercial solutions for knowledge management and knowledge 
sharing systems, however, in most cases even raise the complexity level for accessing 
relevant information or come with poorly designed user interfaces that require experts 
and keep other users away from working with the systems. We present a new 
approach starting with a requirements analysis driven by contextual design techniques 
that leads to scenarios from which structural, domain and HCI patterns are derived.  

These patterns can be exploited by tools and generators in order to arrive at high-
quality web-based user interfaces for knowledge sharing applications. These 
knowledge sharing applications are aimed at optimizing user experience and usability 
in contrast to powerful, but complex existing knowledge sharing environments and 
workflow management systems.  

The paper discusses the final results of project p.i.t.c.h. (pattern-based interactive 
tools for improved communication habits in knowledge transfers) which was 
conducted by the Automation in Usability Engineering group (AUE) at Augsburg 
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University of Applied Sciences in cooperation with two medium-sized enterprises 
with engineering and production background and several partners from communi-
cation sciences and the knowledge management domain.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig. 1. Revised p.i.t.c.h. development workflow 

Analysis of generic and specific enterprise knowledge sharing 
requirements covering content, contextual and workflow aspects

Discovery and tailoring of recurring/reusable scenarios for knowledge 
sharing and knowledge management applications

Extraction of abstract and semi-abstract patterns representing 
domain classes, knowledge sharing and management tasks,  
knowledge structure and access to enterprise knowledge sources 

Alfresco (or 
other) 
knowledge 
manage-
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platform 

Knowledge sharing 
content PL 
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representing various 
abstraction levels of media-
rich UIs for the knowledge 
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the hierarchical 
pattern language 
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Semi-automatic 
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generation 
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(Mobile) 
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The p.i.t.c.h. development environment is described in [6]. Figure 1 shows a 
revised version of the application design workflow that was devised in p.i.t.c.h. It 
illustrates how the content-specific analysis phase interacts with our scenario- and 
pattern-based development environment. 

This paper focuses on the scenario-based modeling and design process that also 
includes techniques from contextual design [1], the resulting patterns and the final 
translation into interactive applications.  

2   Design Strategy 

One of the most important goals of the p.i.t.c.h. project was to set up a design strategy 
that would lead to more intuitive, simple functionality for searching, finding, storing 
and accessing data. See [4], [5] and [8] for background information on knowledge 
management systems. An appropriate strategy should enable the extension of existing 
content and the exchange of content between users in the same or in different 
organizations. It should also identify the individual skill-levels of the various users 
and their topics of interest.  

Therefore the central requirements for the design strategy in p.i.t.c.h were 

• reduction in knowledge sharing system complexity 
• intuitive system usage 
• fast system access 
• interactive knowledge access and communication tools 
• individual system configuration 

In order to arrive at the required goals the project was structured into the following 
phases 

• documentation and analysis of existing IT- and communication workflows in 
the participating enterprises 

• definition of a design rationale for the flexible integration of multi-media 
formats into the target system 

• definition of typical lead-scenarios 
• derivation of reusable HCI patterns from requirements and scenarios  
• tool-based automated development and test of interactive target applications 

The aspects of joy of use and of rich user experience are still far away from being 
considered by most application developers, because they are mainly domain-focused 
or driven by application functionality. These rather psychologic properties of digital 
media access can be exploited to add substantial value to knowledge sharing 
environments. Driven by the prevalence of social networks future methods of 
information brokerage within organizations will need more collaborative and 
personalized communication tools. Therefore design strategies and development 
processes used in these application domains must provide a (semi-)formal basis for 
also including such rather informal user experience and personalization aspects into 
the development work. 
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Using scenarios that lead to patterns, enabling the patterns to also express UX [11] 
and non-formal individualization aspects, and using semi-automatic tools for 
generating the interactive parts of the final target applications was the key to the 
design strategy applied by the p.i.t.c.h. project. 

In order to evaluate the design strategy with a prototype in a demanding and useful 
target context, during the initial project phase typical knowledge sharing and 
knowledge communication requirements of three medium-sized technology-driven 
enterprises were analyzed using contextual design inquiry techniques. The discovered 
requirements were clustered and scenarios that cover the most important workflow, 
knowledge access and communication aspects were derived.  

 

Fig. 2. p.i.t.c.h. orientation environment 

From these the following lead-scenarios were selected for the prototype and as the 
basis for extracting reusable abstract, semi-abstract and concrete HCI patterns:  

• Profile Board 
• Infolog 
• Collaborative Reporting 

 

The scenarios apply the same basic organizational scheme that uses the login 
pattern to individually access initial orientation environments that allow for a global 
overview and further orientation within the collaborative knowledge sharing system. 
The starting point is represented by three abstract structural patterns: orientation 
environment, protagonists and projects. These patterns provide the infrastructure for 
accessing all relevant information and serve as the pivotal structures for all 
collaborative and communicative actions of the users.  
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Fig. 3. User interface generated from document library pattern, domain and HCI patterns 

The orientation environments are individually personalized (fig. 2). They are 
characterized by a specific visual ranking of the relevant content data (their size, 
color, position depending on up-to-dateness, scope, deadline etc.). Patterns were 
developed to represent these mappings. In the figure the individual network of 
protagonists and projects is visualized in the form of an information cloud or map. All 
functionality, internal, external links, documentation and communication tools are 
accessible from these orientation environments. Figure 3 shows the document library 
for a specific project. HCI patterns [7], containing the mappings from the XML 
content models to semi-abstract UI representations, were modeled for various types of 
knowledge sharing and communication tasks.  

3   HCI Patterns and Content Models  

Patterns in our environment are specified interactively using the PLass editor [12]. 
They are modeled with similar attributes, e.g. name, problem, forces, context, 
solution, examples, as can typically be found in design and HCI pattern languages 
(e.g. [2], [3], [9], see [13] for a comprehensive overview on pattern-based 
development of interactive systems). Internally they are represented in XML notation. 

In addition to classic design patterns, our patterns provide the powerful attribute 
automation that either provides structural, content, and contextual information for 
refining more abstract into more concrete patterns or provides linking information 
from a concrete pattern to a single or a group of concrete interaction objects that can 
directly be exploited by automated user interface generator plug-ins.  
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XML is also used for content and domain modeling of the chosen application 
types. The Alfresco CMS [10] in its version 3.4 is used as our underlying model  
repository and knowledge server.  

Starting from the structural, functional and workflow requirements that were 
defined during analysis and led to the resulting prototypical scenarios, both HCI and 
domain patterns could be derived from the scenarios. The domain patterns mainly 
define the domain classes, their attributes, functional and communication behavior. In 
order to allow an easy mapping to the target environment, the content of the solution 
attributes of the domain classes was directly mapped to XML representations of each 
domain class in the content model residing in the Alfresco model repository.  

Alfresco offers useful open interfaces (e.g. RESTful Services (REST), Alfresco 
Web Scripts) for coupling and synchronizing data-oriented servers with visual clients 
and supports both Javascript and Java for developing the interactive client behavior. 
Alfresco´s REST provides an URL-based interface for resource access and state 
transfer between server and clients. It is used to access content data stored in the 
knowledge repository and map them to the final UI structure that was derived from 
the specified scenarios and HCI patterns. 

Alfresco Web Scripts apply the MVC pattern with the XML based content model 
residing in the Alfresco repository, Java or Javascript as the Web Script controller 
language and the Freemarker Template Language as the toolkit for providing the visual 
elements (view). In order to support different target environments plug-ins for HTML 5, 
Javascript, Java, Adobe Flash, and Ajax were used by the interactive clients. The HCI 
patterns that were identified during analysis and scenario definition were linked to the 
representations of the domain patterns, kept in the model repository. 

Figure 4 shows the structure and relationships of the various patterns and model 
components defined for the prototypical application based on the three example 
scenarios. The figure focuses on one of the scenarios, the profile board. 

A scenario can itself be seen as a pattern that specifies the use-cases, possible 
tasks, workflow, domain knowledge as well as the structural and behavioral 
requirements of the user interface. Resulting from initial requirements analysis and an 
extensive contextual inquiry phase, the scenario-pattern attributes were specified as 
structured texts. Scenario patterns serve as the most abstract elements in the project 
pattern language. To link them to the more formal patterns of the later development 
stages the scenario-patterns are entered directly below the root element of the pattern 
language. The pattern attribute automation is filled with links to all structural patterns 
that are directly referenced by the scenario pattern.  

From the beginning the project team included domain experts, designers, and 
computer scientists. Therefore, whenever possible, the most important structural 
patterns were already identified at this stage. 

For the profile board scenario the structural patterns orientation environment, 
protagonists, and projects were identified (dashed lines indicate that a scenario uses 
these patterns). These patterns are reusable for model specifications throughout the 
entire knowledge sharing and knowledge management domain. The structural patterns 
are specified using the regular (HCI) pattern attributes provided by the PLass editor. 
As can be seen in fig. 4, structural patterns may reference other structural patterns, 
e.g. the projects and protagonists patterns are used by orientation environment. In the 
resulting pattern language orientation environment appears at a higher level in the 
pattern hierarchy. 
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Fig. 4. Excerpt from the p.i.t.c.h. model structure  

At the center of the knowledge sharing applications developed by the project a 
model of the major domain classes and their features is maintained in the model 
repository.  

However, the domain classes are directly derived from the domain patterns 
identified during the analysis process. Domain patterns like e.g. knowledge worker or 
project specify the data structure of single or composed domain classes, their 
functionality and inter-class communication requirements. Domain pattern attributes 
are specified as structured text. Their automation attribute contains the XML 
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specification data and functionality that is stored by the Alfresco-based model 
repository during runtime together with some glue code. Thus the mapping of domain 
patterns to the underlying CMS (see the arrowed lines) can be automated. For the 
final application, the respective enterprise data can be filled in using the CMS 
templates structured after the domain pattern specifications. 

As can be seen from fig. 4 domain patterns are separated from, but interact with the 
HCI patterns that specify all aspects of GUI representation, media requirements, 
contextual mapping to varying target environments as well as user experience. Using 
the automation mechanisms and plug-ins provided by the PAGui tools [12], parts of 
the GUI and interactive behavior of the target application can be generated, other 
parts are implemented with the HTML 5, Java and Javascript-based Web-
development tools supported by Alfresco. 

Table 1. User experience pattern for visually arranging project contributors 

Attribute Description 

ID Arrange protagonists 
Problem How to visually arrange protagonists that contribute to a 

project 
Context Find the most relevant communication partners when working 

on the project details 
Solution 1. Compare the following attributes of the protagonists: 

last contact, type of contact, number of contacts 
2. Evaluate the results in a layout algorithm that returns a 

position, size and coordinate-pair for each protagonist 
image. The algorithm is running each time the detailed 
project view is activated. 

Illustration Refer to figure 5. 

 

Fig. 5. User interface generated from project, protagonist, GUI and UX patterns 
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In figure 5 a partly generated user interface is shown that was derived  from the 
structural patterns project and protagonist. It shows the detailed view of a project 
with documents, a to-do-list and a calendar. These properties are modeled in the 
project pattern. On the right-hand side, the project contributors are visualized by their 
images. A UX pattern (see table 1) is exploited for generating the layout of the 
contributors´ images. 

4   Conclusion 

The development workflow and the design strategy defined within the p.i.t.c.h. 
project were used to design and implement several prototypical knowledge sharing 
scenarios that serve as the basis for future, more comprehensive knowledge sharing 
environments for small and medium sized enterprises. The pattern language 
developed by the project is reusable and can be extended for additional domains. 

The profile board scenario introduces protagonists with all their projects, fields of 
interest and their individual business network, whereas the infolog scenario presents 
an aggregation of media-dependent personal or project-specific content data in the 
form of an individualized, interactive kiosk. The collaborative reporting scenario 
establishes separated rooms for communicating and exchanging information with 
external business partners. These scenarios currently serve as an experimental 
platform for evaluating the quality and user experience possible with our underlying 
design strategy and the pattern-driven development process. 

Future development stages will focus on mobile access to knowledge sharing 
applications, advanced visualization concepts for project-related real-time workflows 
and high-level automation tools for the development process. 
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Abstract. Providing truly accessible user interfaces for a great variety of users 
still presents a major challenge for software developers. Contrasting from a 
‘design for all’ approach, we present a design patterns based approach for the 
implementation of adaptive user interfaces for users with special needs. This 
paper gives an overview of essential requirements of adaptive systems, covering 
aspects for users as well as system developers. The overall structure, adaption 
mechanisms, distinctive design pattern types and demonstrative examples of the 
‘MyUI’ design patterns approach are described and illustrated.  

Keywords: Adaptive user interface, design patterns, accessibility. 

1   Introduction 

Adaptive user interface technologies have a long tradition (see e.g. [1]) but still are 
envisioned to yield great advantages for the usability and accessibility of advanced 
technical systems (cf. [2]), especially for people with special needs. Modern 
recognition, sensor and agent technologies aim at interpreting user actions and 
contextual information in terms of user goals and intentions and providing services as 
an adequate system reaction. Adaptive user interfaces working on user and context 
models are widely considered as empowering the user to benefit from system 
intelligence and to control complexity.  

However, most of the published approaches to adaptive user interfaces aim at 
different purposes than accessibility for users with special needs. Early systems as the 
Doppelgänger (cf. [3]) and the Lifestyle Finder (cf. [4]) were built in order to present 
or suggest interesting content to a user with specific interests. In their recent book, 
Jannach et al. [5] provide an extensive overview of personalized recommendation 
systems in diverse application fields. Similarly, adaptive e-learning systems such as 
ELM-ART II (cf. [6]) aim at promoting efficient learning by adapting the instruction 
material to the learner’s individual progress and cognitive level.  

Another category of adaptive user interfaces support the users by providing 
appropriate levels of assistance and guidance in order to improve the usability and 
comfort of use, e.g. “Augur” ([7]), “Flexcel” ([8]) and “SmartCal” ([9]).  
                                                           
* This work was funded by the European Union MyUI project under grant FP7-ICT-248606. 



 A Design Patterns Approach to Adaptive User Interfaces 269 

 

Modern Design-for-All approaches discuss flexible user interfaces which are 
generated on the basis of a specific user profile, as one common user interface for all 
often fails to meet many users’ special needs. In the EU-project ASK-IT (IST-2003-
511298: Ambient Intelligence System of Agents for Knowledge-based and Integrated 
Services for Mobility Impaired users), a user taxonomy has been developed which can 
be used as a starting point to describe specific needs (cf. [10]). The follow-up project 
OASIS has developed an adaptation framework which relies particularly on a library 
of adaptive widgets (cf. [11]). In the research project SUPPLE at the University of 
Washington, a UI toolkit has been developed for building applications with 
automatically generated and personalizable user interfaces. Main research and 
development activities of the SUPPLE project include the adaptation to a person’s 
device ([12]) and physical disabilities ([13]). 

According to Brusilovsky ([14]), user interface adaptations can take place in three 
areas of a system: (1) the selection of content to be displayed or recommended to the 
user, (2) the presentation of information including colors, font sizes, layout, etc., and 
(3) navigation which defines the possible paths users can take through an application 
in order to access a certain information or functionality. In many cases, user interface 
adaptations concentrate on very specific areas of a user interface whereas other design 
areas are kept stable. In personalized e-commerce applications, for example, only the 
selection of displayed content elements is adapted to fit the user’s assumed 
preferences. Adaptive user interfaces which aim at improving the accessibility, 
however, will have to take into consideration all three design areas. The great 
diversity in perceptual, motor and physical capabilities and in contextual conditions 
requires adaptations of content, presentation and navigation. Moreover, there are 
significant interaction effects between adaptations in the different design areas. 
Adaptive mechanisms designed in order to improve one aspect of interaction will 
often lead to increased effort or even problems in another dimension (cf. [15]). For 
example, when font sizes are increased in order to address vision impairments, 
selection lists might need to be split to be displayed on two screens, which increases 
attention and memory demands on the user. Thus, developing user interfaces that 
support accessibility by providing extensive adaptivity is a highly complex challenge 
which appears to be not yet mastered. 

The current paper presents a design patterns based approach to adaptive user 
interfaces which is under development in the ongoing European project MyUI (FP7-
ICT-2009-4-248606). The project will produce an infrastructure for accessible user 
interfaces which self-adapt during run-time in order to cover individual needs and 
limitations. The MyUI adaptation relies on a repository of user interface design 
patterns which are selected and put together according to the current user profile. A 
major objective is to reduce the need for configuration or user enrolment. The user 
profile shall be produced and refined iteratively on the basis of information gathered 
during the interaction between a user and a MyUI product or service. This paper 
focuses on the conceptual user interface adaptation framework of the MyUI project, 
whereas other aspects are covered in further papers of this conference proceedings: 
[16] discussing the human factors perspective, [17] describing the design of the 
middleware architecture and [18] presenting the MyUI “Virtual User Lab” which 
employs virtual reality tools to support designers and developers through simulation 
of end user interactions in realistic scenarios.  
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2   Requirements on Adaptive User Interfaces to Improve 
Accessibility 

As pointed out by [16], adaptive user interfaces can help to support accessibility. 
From a user perspective, the design of effective and acceptable adaptations, however, 
is not straightforward. A basic challenge is that “the benefits of correct adaptations 
must outweigh the costs, or usability side effects, of incorrect adaptations” ([15]). 
This demand can be understood in manifold ways, as, for example, adaptive systems 
are often criticized for their lack in consistency and therefore dependability and for 
their autonomous adaptation behaviour which can result in a loss of user control. 
Major challenges in the design of concrete adaptive user interface solutions include 
creating design solutions that fit the individual users’ needs and finding adaptation 
mechanisms that lead to understandable and trustworthy system behaviour. Moreover, 
the basic principles of adaptation play an important role in deciding upon the 
effectiveness and success of adaptive user interfaces. For the design of the conceptual 
framework of MyUI adaptive user interfaces, we focus particularly on the following 
major requirements: 

• Adapt content, navigation and presentation 
The MyUI project addresses accessibility problems typically associated with aging 
and stroke in quite a broad sense. Therefore, MyUI user profiles cover perceptual, 
cognitive, and motor characteristics and impairments of individual users. As a 
consequence, all of the three above mentioned user interface domains content, 
navigation and presentation must be subject to adaptation. 

• Modular and extensible  
Individualized user interfaces for heterogeneous user groups require a just as broad 
spectrum of user interface solutions. A modular approach will be needed to 
manage such a huge amount of possible user profiles and respective user interface 
solutions. For practical reasons, extensibility of the modular approach will be 
important in order to support a quick start with a manageable subset of design 
solutions and later extensions.  

• Learn and adapt during run-time 
Intelligent user interface adaptation mechanisms avoid tedious configuration 
procedures. Not only before but during the interaction, the system is collecting 
information about a specific user which is stored in a user profile as basis for 
automatic user interface individualizations. This self-learning process leads to 
dynamic changes of an individual user profile during the interaction that will be 
reflected in a dynamically adapting user interface. Furthermore, aging and 
recovering from a stroke are often associated with significantly altering capabilities 
which will lead to different needs and changed user profiles over time. Therefore, 
the adaptation framework must support run-time rendering and run-time 
adaptations of the user interface (cf. “adaptation during use” as described by [19]). 
The design of transitions from one instance of a user interface to another becomes 
an important design issue. 

• Consistent and meaningful user interfaces 
Adapting user interfaces to multi-dimensional user profiles can be viewed as 
resolving a multidimensional problem where conflicts and inconsistencies can 
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easily occur. Effective rules and mechanisms for the adequate selection and 
composition of design solutions throughout an entire application will be 
fundamental for achieving a consistent and meaningful user interface. 

3   The MyUI Design Patterns Approach to Adaptive User 
Interfaces  

3.1   Self-learning and Self-adaptive User Interfaces 

MyUI aims at minimizing the need for an initial user interface configuration or user 
enrolment. MyUI systems are delivered in a “raw” state that have the potential of 
evolving diverse concrete shapes in combination with a specific end user and her/his 
surroundings. Then, the system is learning to more accurately adapt to a specific end 
user and relevant contexts or situations. This adaptation requires user and context 
information which is shared across all adaptive applications in the environment. The 
gained synergies result in a network of personal applications which can learn from 
each other on-the-fly and act in coordination. Figure 1 illustrates the closed loop of 
interaction, sensing, interpretation, user profiling and composing an individual user 
interface on the basis of the currently available user profile. 

 

Fig. 1. Self-learning and self-adaptive user interfaces in MyUI 

3.2   Design Patterns as Building Blocks of a Modular User Interfaces  

In order cover the great heterogeneity of users, MyUI follows a modular approach to 
user interface development which relies on the composition of multimodal user 
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interface design patterns. The design patterns provide proven solutions for specific 
interaction contexts, specific end user characteristics and contextual requirements 
which are explicitly addressed by the design. Each pattern is associated with software 
components that can be composed and modified in order to achieve accessible user 
interfaces. Thus, individual accessibility is achieved by combining design patterns 
that suit for a certain end user and context of use. User interface adaptation is done by 
switching from one instance of a design patterns cluster (e.g. all patterns for single 
selection from a list of options) to another design pattern of the same cluster which is 
hypothesized to fit best to the individual user’s needs. 

The conceptual back bone of the MyUI is the design patterns repository which 
includes proven design solutions for optimal accessibility and usability. Each pattern 
is described in a defined structure as proposed in [20] and related to other patterns of 
different types and levels of abstraction.  

3.3   MyUI Adaptation Framework 

The MyUI design patterns repository includes four categories of design patterns:  

1. generic patterns,  
2. interaction patterns, 
3. common patterns and  
4. transition patterns. 

Each pattern type fulfils distinct functions in the MyUI adaptation framework and 
therefore, requires a specific description format. Generic design patterns define 
global user interface settings to fit specific user needs and context conditions. On the 
basis of these global user interface settings, interaction design patterns provide 
suitable user interface elements and widgets for current interaction situations. 
Common patterns define all the stable features of a user interface for a specific device 
which are not subject to adaptations, e.g. the resolution of the screen, a basic layout 
grid, etc. Transition patterns cover the dynamics of the adaptation processes, i.e. they 
define the mechanisms of switching from one generic or interaction pattern to 
another. The range of potential transition patterns goes from requesting explicit user 
confirmations before adapting the user interface to automatic and sudden changes 
without directed user action. The design and selection of suitable transition patterns 
will be crucial for the usability, understandability and acceptability of adaptive user 
interfaces. Changes in different areas of the user interface will require different levels 
of user awareness and user initiative in order to be effective. 

Generic and interaction design patterns are the core elements of the two-stage user 
interface generation and adaptation process as illustrated in figure 2. Therefore, these 
two pattern categories will be described in more detail in the following sections.  
 
Generic design patterns. Generic design patterns define the global settings of the 
user interface. These global settings encompass user interface variables such as font 
size or suitable and preferred interaction mechanisms (e.g. voice control, touch, 
gesture, etc.) which determine the overall appearance of the individualized user 
interface across all interaction situations. Generic patterns are closely related to  
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Fig. 2. Generic design patterns and interaction design patterns in the two-stage user interface 
generation and adaptation process  

 

specific user characteristics as stored in the user profile. They process the current user 
profile and “translate” user characteristics into user interface features, i.e. global 
settings. Figure 3 presents an example of a generic pattern which sets the font size in 
accordance with the current setting in the user profile variable Visual Acuity and 
Sensitivity Impairment. 

With a blank user profile (i.e. no information available about the user), the default 
variants of all generic patterns will be activated. Each time when changes occur to the 
user profile, all generic patterns will be updated, and the best fitting generic patterns 
will be activated. This will result in changes to the global settings. 

Interaction design patterns. Interaction design patterns provide the interactive 
elements needed in the current interaction situation as drawn from an abstract 
application model. For each interaction situation (e.g. main menu, single selection 
from a list of options) a bundle of interaction design patterns is provided. Depending 
upon the current values in the global user interface variables (as set by the generic 
patterns) the most suitable interaction design pattern will be selected from the current 
bundle in order to cover individual impairments or other constraints.  

Interaction design patterns do not have any references to user profile variables. 
Their input variables are the current interaction situation (problem statement in the 
pattern description) which is drawn from the abstract application model and relevant 
user interface settings (context statement in the pattern description). Figure 4 provides 
an example of an interaction design patterns description. 



274 M. Peissner, A. Schuller, and D. Spath 

 

<ID> Font Size - Medium 
Problem Users with medium vision impairments need moderately increased font 

sizes in order to be able to read the displayed text in a comfortable 
manner. 

Context  If  
1 ≤ Visual Acuity and Sensitivity Impairment < 2 

Solution  Then 
set Title Font Size = 55 points  
set Body Text Font Size = 34 points 
set Complementary Text Font Size = 21 points 

Rationale (references) … 
Related patterns Substitutes: “Font Size – Default”, “Font Size - Large”, “Font Size – 

X Large” 
Title Font Size input to <all interaction patterns with title text 
elements> 
Body Text Font Size input to <all interaction patterns with body text 
elements> 
Complementary Text Font Size input to <all interaction patterns with 
complementary text elements>  

Fig. 3. Example of a generic design pattern: »Font Size – Medium« 

Then, from all the selected interaction patterns a complete user interface is 
generated. At the stage of rendering the user interface, the concrete application 
content is used as another input source in order to parameterize the user interface  
 

<ID> Main Menu – 4x4-Tile Style (Default) 
Problem Main Menu provides access to all available services/applications of the 

TV set and might display important status information for some 
services (e.g. indicate new message for the email service).  
 
Note: The displayed items do not have a natural order. Order could be 
changed by the user or could be subject of adaptations (based on 
frequency of use). 

Context  If  
Body Text Font Size ≤ 
AND Max. Elements Per Screen ≥ 15 
AND Cursor Navigation = on 
AND NumericNavigation = off 
AND NOT Display Mode = text only  

Solution 4x4 – define size and positions (grid) of the 16 menu buttons for cursor 
navigation 

Diagram  <Illustrate the design solution in a schematic and concise manner> 
Examples <give examples for situations in which the problem can occur and how 

it can been solved> 
Rationale (references) <explain the principles or rationale behind the pattern and provide 

references to literature, standards, etc.> 
Related patterns Substitutes: <interaction pattern> 

Requires: Main Menu button 
Uses <global variable> as set by <generic pattern(s)>  

Fig. 4. Example of an interaction design pattern: »Main Menu – 4x4-Tile Style (default)« 



 A Design Patterns Approach to Adaptive User Interfaces 275 

 

widgets, e.g. put specific content options into menu elements and add labels to 
buttons. Therefore, interaction patterns bridge the gap between the application – 
namely interaction situations (states) and content elements - and the generic design 
patterns (generic user interface features). With the input from the application (states 
and content) and from the generic patterns, suitable interaction patterns are selected 
and a specific user interface is created.  

3.4   Generating and Adapting User Interfaces at Run Time  

A User Interface Generator creates a complete user interface from the selected 
interaction design patterns (i.e. the respective software components). As the main user 
interaction platform, the MyUI project targets an interactive TV set with the Philips 
Net TV framework (cf. [21]) which relies on CE HTML and is expected to support 
more advanced web technologies in the future. For target platform support, the MyUI 
generator creates web-based user interfaces. Involved technologies include HTML, 
CSS and AJAX/Java Script. The user interface generator is part of the MyUI 
middleware which is implemented in PHP (see [17] for a detailed description of the 
MyUI middleware). As an output of generic and interaction design patterns, a distinct 
composition of HTML, CSS and Javascript code is being generated.   

Relevant changes in the user profile can be recognised and will lead to a 
reconfiguration of the displayed user interface. Besides explicit user profile 
configurations in dialogues, possible triggers for changes in the user profile shall be 
recognized events in the user interaction which indicate problems of use, e.g. repeated 
time-out events, repeated go-back events, repeated invalid user input, etc. Further 
input to the user profile is provided by external sensors which capture relevant user 
behaviour such as facial expressions, head orientation and eye gaze direction, etc. (see 
[18] for a more detailed description). In order to be able to trigger immediate system 
reactions to modified user profiles, different client and server sided AJAX 
components are included into the MyUI adaptation framework.  

4   Conclusions 

The vision of intelligent user interfaces that adapt to individual needs and preferences 
is not new. Their realization, however, is a great challenge. The presented concept is 
an attempt to make use of the widely established notion of interaction design patterns 
for implementing highly modular and self-adaptive user interfaces that will be able to 
improve the accessibility of every-day ICT products. The modularity of the approach 
shall support the adaptation to a maximum heterogeneity of the envisaged target user 
groups and contexts of use.  

We are planning a series of user studies in order to validate the usability and 
accessibility improvements achieved by the design patterns which have been specified 
on the basis of research literature and standards. For the design of adaptation 
mechanisms (the MyUI transition patterns, see above), however, only little knowledge 
is available. In experimental studies, we will explore approaches that will help to 
create user trust and acceptance for intelligent interface adaptations. We expect user 
control to be a major issue for acceptability. Besides automatic user interface 
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adaptation, the MyUI user interfaces can be individualised also manually. This helps 
users and their relatives, carers or alike to keep control over the user interface 
appearance. For this purpose, the user profiles as well as the user interface profiles 
can be viewed, modified and completed manually.  
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Abstract. There are several user interface specification models, each other 
covering several design steps considered on a user interface representation. Two 
of those steps are the composition and the presentation. This paper shows a 
study about the steps that are covered by the most known techniques to 
represent Graphical User Interfaces, focusing mainly in composition and 
presentation steps. After this, an example of a game is made using DGAUI 
representation. This game representation is useful to show the real problems 
when an application is made from abstraction level to a prototype level. This 
example is useful too as a possible reference system for testing between 
different representation systems. The conclusion of this paper is that is possible 
to make a real application with an abstract representation of user interface, 
using visual simple components and make a prototype from user interface 
representation. 

Keywords: Abstract User Interface Representation, Visual Appearance, User 
Interface Dialog, DGAUI. 

1   Introduction 

When referring about user interface is important to note that we can establish two 
groups clearly differentiated: the CUI (Command-Line User Interface) and GUI 
(Graphical User Interface) [27]. CUI generally display only pieces of text and semi-
graphical objects, whereas GUI display interaction objects such as icons, check boxes, 
list boxes, radio buttons and push buttons. Another issue that is important to address 
is the relative independence between the interface visual appearance concept and the 
look and feel concept. Look and feel is a term that comprises interface design aspects, 
such as: colors, shapes, layout and typefaces which represent the look. The aesthetic 
issue has been considered by several authors [2][13][14][24]. The feel is represented 
by the behavior of dynamic elements such as buttons, boxes and menus. Typically, 
large software companies create their own style guides or standards. [21] refers that a 
standard is a requirement, rule or recommendation based on proven principles and 
practice. Represents a consensus of a group of officially licensed professionals 
locally, nationally or internationally. 

The process of designing an interface consists on several steps. Those steps can be 
represented as models. [6] says that “A model captures some facets of the problem 
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and translates them into specifications”. This idea is reinforced by [12] “The 
advantage of using models … it provides designers with abstract constructs, making 
possible to address user interface design issues at different levels of abstraction”. A 
previous study has been made and it was possible to verify the existence of different 
approaches to the interface design process. One approach is presented by [18] who 
describe eight models, characterized as the interface design steps that can be used to 
represent an interface. The models that represent the design steps are: 

− Mental Model (MM) 
This model belongs to the user domain. [16] says that software interfaces should be 
designed to help users build productive mental models of a system. There are 
common design methods employed to support and influence users mental models, 
such as: simplicity, familiarity, availability, flexibility, feedback, safety, and 
affordances. 

− Task Model (TM) 
One reason for the existence of user interfaces lies in the fact that these are the ones 
responsible for allowing users to perform their tasks. Several user interface 
developers recognize the importance that future users and their tasks have, as the most 
important factors to the success of a user interface [9]. 

− Application Model (AM) 
There is an important relationship between this model and the system implementation. 
It depends on the physical system (e.g. desktop GUI, mobile device). According with 
[18] the Application Model is present in all interface models and acts as distinction 
element between the user interface and the underlying application. 

− Dialog Model (DM) 
The dialog structure specification is made with this model. Concerning the tasks 
performed by users is important to distinguish and correctly specify the application 
tasks and the interface tasks and how they relate to each other to accomplish their 
objectives. 

− Abstract Presentation Model (APM) 
This model main characteristic is the responsibility for the system architecture 
description through the definition of abstract components which make up the interface 
and their behavior. Usually, are designated as CIO (Conceptual Interaction Object) or 
AIO (Abstract Interaction Object) [23]. 

− Concrete Presentation Model (CPM) 
The concrete graphical visual appearance and interface behavior is represented on this 
model, which contains details about the implementation of each component. It is 
dependent of the implementation environment. 

− Abstract Composition Model (ACM) 
With this model it is possible to define the spatial rules between the interface concrete 
components (obtained previously from the Concrete Presentation Model (CPM)) and 
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their behavior. Basically, this model represents, on an abstract way, the components 
topological spatial placing inside the final user interface. 

− Concrete Composition Model (CCM) 
This model includes the concrete values to place each component on the final 
interface. Those values are calculated from the abstract composition representation. 
For example, if a component is centered (has the abstract centered property) it is 
possible to calculate his actual position from the size of his container component. 

Over the years, several methods have been used to specify user interfaces [5]. 
These include grammars, algebraic specifications, task description languages, 
transition diagrams, state charts and interface representation graphs. The DGAUI 
system that will be here analyzed is applied to interfaces of GUI type, using transition 
diagrams to represent them. In this approach the transitions represent user inputs and 
the nodes represent interface states. Computer outputs are represented as either 
annotations to the state or to the transitions. On next section are presented some 
techniques used to represent GUIs. 

2   Techniques to Represent Graphical User Interfaces 

According with the ideal nature of an interactive system, this can and should be 
represented through a visual formalism: visual because it is generated, communicated 
and understood by humans, and formal because it will be manipulated, maintained 
and analyzed by computers [20]. The term representation refers to the visual 
appearance decided to be used to represent components on the screen (e.g. what looks 
like a button, a text box). The term specification usually refers to a declarative model, 
with well defined and consistent rules to describe the interface appearance and 
functionality. It is possible to represent an interface using various representation or 
specification models presented on the literature. A recent study has been made on 
interface specification models and XML-Compliant languages. Some of those 
techniques to represent graphical user interfaces are listed on (Table 1) and analyzed 
according to the interface design steps. 

Comparing the DGAUI specification with some of the latest specification 
interfaces languages based on XML (XML-UIDL) we can observe that all the other 
have an incomplete specification of the Interface Design Steps. One possible 
explanation for this is that each of XML-UIDL has been created with an objective and 
some evolved to be used on a specific purpose. Because of that, became unnecessary 
to create a specification which embraced all the design steps. 

Usually, the XML-UIDL assumes the previous existence of a set of primitives 
(traditionally known as widgets or toolkit objects) which merely allows the 
presentation manipulation. The (Table 1) shows us that the DGAUI representation 
system is the one which best meets the steps of composition and presentation, 
regarding the interface visual appearance. Considering that, was decided to deepen 
the knowledge on the structure and functioning of the DGAUI system, which is 
explained in the following section. 
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Table 1. Interface Specification Models and XML-Compliant Languages Represented by 
Design Steps 

  MM   TM  AM  DM APM ACM CPM CCM 
Models 

ADC [18]         
ADV [18]         
ALV [18]         
Arch [18]         
CNUCE [18]         
Client-Server [18]         
DGAUI [18]         
ICO [18]         
IOG [18]         
IRG [18]         
Jacob [18]         
Monolithic [18]         
MVC [18]         
PAC [18]         
PAC-Amodeus [18]         
PUM [18]         
Seeheim [18]         
UDM [18]         
UAN [18]         
York [18]         

XML-Compliant Languages 
DISL [19]         
EMMA [28]         
MariaXML [15]         
SeescoaXML [7][22]         
UIML [1][8][25]         
UsiXML [26]         
XAML [10]         
XForms [29]         
XIML [17]         
XUL [11][3]         

3   User Interface Structure in DGAUI 

DGAUI establishes a model for specifying interfaces using XML [30] as a 
representation technique. To specify user interfaces using XML is considered to be 
one solution for the standardization and interoperability between applications [4]. 
XML-UIDL languages have the advantage of being transparent to different interface 
technologies and provide a uniform resource for heterogeneous communication 
modes. DGAUI has the advantage of owning support tools to each interface design 
steps. Basic\ally, it is a design system that supports interface representation and aims 
to be considered a milestone in the interface design. The DGAUI representation 
system allows the interface designer: 
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− To make the definition of the user interface components, enabling the creation of 
composition hierarchies and new components definition; 

− To indicate individual components composition to form the concrete interface, 
with which the user interacts; 

− To represent the dialog between components inside the user interface. It is possible 
to indicate the events to which each component listen and how the user interface 
responds to these events (by changing the interface components or making calls to 
the application). 

To create an interface using DGAUI is necessary to follow several steps as we can 
see on (Fig. 1) representation. 

  

Fig. 1. DGAUI interface building process 

Initially, the visual components, their composition and the dialogs between them 
are created. The result is a (.def) file. Then, from that file, the interface designer 
generates a (.int) file, with the interface states and their transitions. Finally, using an 
adequate interface prototyper (which reads the (.int) file), the user interface is 
generated and the user can start interacting with it. This process of creating an 
interface using the DGAUI system is explained below. 

3.1   Component Definition (DGAUI-DEF) 

The components definition step takes place with the creation of a structure in a XML 
file, which is divided into three parts: 

− Component visual representation 
This part is responsible for the components description, which can be described in 
three ways: graphic (based on graphical primitives), text (based on text primitives) or 
bitmap (based on pixels). Two of the most important component attributes are: visible 
(indicates the component visibility on the interface) and active (indicates if the 
component responds to the defined events or not). The component start position and 
size can be fixed or relative to another component (usually the container component). 
On DGAUIDE (an Integrated Development Environment designed to support the 
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DGAUI specification), a tool palette is available with tools like: text, rectangle, circle, 
ellipse and enumeration. It is possible to access and to change the properties of each 
component using the appropriate properties palette. Depending on the component 
type, several properties are available, such as: active, color, font, name, visible. Other 
operations with components are available like: elimination, copy, paste, alignment 
and size adjustment.  

Below will be described a user interface prototype of a game on which was used 
image files (by enumeration). However, the DGAUI XML specification contemplates 
also the use of graphic primitives. 

− Component composition 
Here is defined the components spatial composition. It is possible to see the abstract 
position of a component related to other (e.g. center, right align). The IDE allows the 
creation of composition relationships between components. This can be done directly 
by dragging the components or by using the outline palette. 

− Dialog established between the components 
The interaction with the interface is represented on this part, which shows the changes 
that an event produces over a component itself or in other components. On the IDE it 
is possible to define which components, previously created responds at which specific 
events (e.g. LeftClick, RightClick, MouseOn, Keys). For each event, the user can 
specify preconditions and changes (actions) to him. Two event types exist: 

• Component Event – event related with the actions that a user can do over the visual 
components (with the mouse and the keyboard); 

• System Event – no predefined event. Applicable only to the interface in general and 
not to the components. 

The relation between an event over a component or over the interface is called 
dialog element [4]. 

The resulted interface, obtained from component definition results in a (.def) file, 
automatically generated by a DGAUIDE tool. The (.def) file content is a XML 
representation of the visual components, component composition and components 
dialog. Clearly, if we did not have that tool we always could represent the interface 
simply editing a text file with the XML structure. 

3.2   States and Transitions Generation (DGAUI-INT) 

The second step of the interface building process is the states and transitions 
generation. This step takes place after the prior step of component definition. Here, a 
(.int) file is obtained, including several information about the components visual 
representation contained in each state, the component composition and the transitions 
(between states) through by which the interface passes as a result of the dialog set in 
the (.def) file. It is understood by the state of the interface, that combination of 
components, at a given time, that is waiting for a user action. 

At the same time that the system generates the states, it represents the transitions 
between them. To represent the states transitions, identifying the user actions that 
provokes them, it is used a format to indicate a state, an event, the component on 
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which the event applies and the new generated state. Each transition may have an 
associated set of preconditions for that transition can occur. 

Following, an experience building a user interface prototype is described1. 

4   A User Interface Prototype 

After an analysis of the DGAUI representation system, the next goal was focused on 
building an interface using simple components. Thus, an idea to create a simple game 
consisting of sport balls and sport fields have been implemented (Fig. 2). 

 

Fig. 2. A simple game interface 

The game rules established were: 

− The player must connect the balls with the correct sport fields; 
− The player starts by selecting a ball and then choose the corresponding sport field; 
− If the user does not make a correct match between the selected ball and the 

correspondent sport field the game is restarted, “cleaning” all the previous correct 
connections; 

− The game ends when all the connections are made. 

For each sport ball, three possible visual states have been created (normal, selected 
and correct) while in the case of the sport fields two visual states were created 
(normal and correct). In terms of component composition, all the interactive elements 
of the game have been placed inside a container component called background. 

The prototyper used was EPI (Interface Proof Evaluator) [4] and some changes 
were made to the original code, to enable some game features. Initially, the prototyper 
receives as input the (.int) file, read it and shows to the user the interface previously 
defined. The user can interact with the interface and in the example of the game he 
can use the mouse to click on the balls and the sport fields. The complete 
functionality of the game can be represented by 20 states (Fig. 3). 

                                                           
1  Its possible to obtain in http://trevinca.ei.uvigo.es/~jrodeiro/DGAUI/samples the (.int) file 

correspondent to the game here described and the prototyper (EPI) which shows the game 
interface. 
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Fig. 3. The 20 interface game states 

Using the EPI prototyper is possible to create the Concrete Presentation Model 
correspondent to the interface generated. As stated before, the DGAUI system provides 
concrete component composition, supporting the Concrete Composition Model. 

5   Conclusions 

The idea of this paper was to create a total representation for an interactive visual 
interface. One of the most important features of an interactive visual interface is the 
“visual”. A complete representation of a user interface must include the appearance of 
it. Most of the representation techniques don’t cover this feature. We have used 
DGAUI as representation to define a simple visual game for kids. It was chosen 
because, based on a previous study, was concluded that DGAUI was the one which 
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better represents the Composition and Presentation steps of the interface design 
process. A concrete interface can be created and putted at the disposal of the user 
using a proper prototyper (EPI). It was possible to verify the implementation of the 
user interface through a prototype from user interface representation. The example 
created and here presented is useful as a possible reference for testing different 
representation systems. 

A major conclusion obtained from the work described on this paper is that is 
possible to make a real application with an abstract representation of a user interface, 
using visual simple components and make a prototype from representation that could 
be tested by user. The example here described demonstrated that is possible to build 
complete interfaces using simple components. For the future, one possible way of 
study could be increase of the abstraction level on user interface components. 
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Abstract. Ubiquitous systems and interaction concepts are increasingly finding 
their way into public systems like shopping malls, airports, public transport or 
information kiosks. At the same time, these user interfaces also undergo 
significant changes. Technologies like multi-touch systems or voice-based 
interaction are now available to the general public and widely used. In ubiquitous 
systems, these modalities are often combined, sometimes even dynamically at 
runtime. This leads to new challenges for the conceptualization and development 
of ubiquitous user interfaces in public systems, especially where this implies 
adaptive behavior. We present contexts that possibly influence the interaction 
with such public systems and describe ways of modeling this interaction 
integrating context-adaptivity already in the interaction models of public systems. 
Taking into account the context of the public system and its users, we extend the 
concept of Interaction-Cases to contain model aspects for different interaction 
contexts in public systems. 

Keywords: Interaction Workflow Modeling, Context, Context Models, Context 
Adaptivity, Public Systems, Use Cases, Interaction Cases, Interaction Models. 

1   Introduction 

Public systems represent a field of application for ubiquitous techniques that is 
growing recently. Ubiquitous environments are integrated into public information 
technology and socio-technical public systems like shopping malls, airports or public 
transport[1,2]. Some of them have particular target groups, like tourists or 
handicapped people [3,4].Others are designed to serve the general public[5]. New 
interaction technologies like multi-touch interfaces or gesture recognition facilitate 
the construction of really pervasive computing environments for public systems.  

In public places, computing environments must be as unobtrusive as possible. At 
the same time, their usability and accessibility must be very high and designed to 
support a variety of strongly different users without training. Combining multiple 
interaction techniques in ubiquitous environments for public systems aims at 
supporting both, pervasive and easily accessible computing that is optimized to the 
situation of the user without the availability of concepts like personalization, profiles 
etc. found in “classical” interactive systems like business software, home automation 
or control environments. Ubiquitous systems offer new opportunities for public 
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settings, which will make them find their way into public systems, but also bring new 
challenges with them, regarding their development and modeling. 

Ubiquitous systems support many different interfaces and often need to be context-
aware to optimize their interactive behavior regarding context. They are characterized 
by integrating several means of interaction and being highly adaptive. Here, a model-
based approach can lead to efficient development of ubiquitous systems and support 
adaptive design of user interfaces in ubiquitous systems [6]. However, model-based 
design methods like Model-Driven Architecture (MDA) are often not flexible enough 
to meet the needs of designing adaptive, context-aware ubiquitous systems[7]. They 
also focus on design-time generative approaches, which are not applicable to non-
monolithic, modular systems with changes on runtime. Therefore, a modeling-
technique for interactive public systems is needed, which supports context-aware and 
highly adaptive interactive ubiquitous systems, in order to facilitate the creation of 
ubiquitous public systems that combine context-adaption as well as multiple and 
multimodal interaction techniques. 

In traditional software engineering, user and interaction models are specified at 
design time, using persona, textual descriptions or just the mental models that user 
interface designers and developers have about the future users of the system[8,9]. 
Based on these user models and the identified roles and actors, the whole system is 
then designed[10,11]. In ubiquitous public systems, however, the users can often not 
be associated with a specific user group. In public, all kinds of people are around and 
can turn into users of the public system, often with different or unspecific needs not 
covered with a dedicated task or system, making the user anonymous and 
unpredictable at design-time. However, the context of the public system and its user 
interface is known, can be specified and observed at runtime. Based on the context the 
public system observes, such as location, time or input, the system can adapt, for 
example, its interaction modalities. Therefore, especially in public systems, the 
modeling of an interactive and ubiquitous system has to focus on system context. 

The field of context-aware systems is very broad, being researched for several 
years now. Especially the growth of interest in ubiquitous systems has pushed the 
development of context-aware environments[12,13]. One of the first context-aware 
systems was the active badge location system, developed by Want et al. in 1992[14]. 
It observed the user’s location and redirected telephone calls concerning this location. 
The early context-aware systems mainly considered location as the context of the 
user, like many tourist guides, for example[3,15]. Later on, other contexts were 
considered as well, which led to different approaches on modeling context. Dey et al. 
for example, identified several popular categories of context such as “location, 
identity, activity and time”[13]. The classification of context that is necessary for 
building context-aware systems led to the development of several ontologies for 
context, for example by Chen et al. and also by Moore et al. [16,17].Many context-
aware ubiquitous systems emerged and this development led to the design of several 
frameworks that facilitate the construction of context-aware systems[18,19].  

The specifics of public systems were considered in some ubiquitous systems that 
were designed for public environments, for example, systems that support handicapped 
people in settings like public transport[4]. Other systems, like the GUIDE project, 
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focused on tourists, or on students on a campus, like the e-campus project [2,3]. Some 
other projects involving public transport settings used ubiquitous and context-aware 
technologies [15,20]. However, to our knowledge there is little research about the 
properties and contexts of public systems that does not focus on specific settings or user 
groups, like tourists, students, public transport etc. We therefore define a general public 
system as a system that performs in public spaces and does not target specific user 
groups but is available to all people, i.e. the public.  

Concerning modeling techniques for interactive systems, there is extensive work 
on MDA and model-driven interface design[6,7]. As noted above, some extensions of 
UML have led to modeling languages for web applications or web services, some of 
them context-aware[21,22]. Most of this work, however, does not consider context-
awareness and adaptivity in ubiquitous public systems. 

In this paper we therefore present an overview on possible contexts in public 
systems and a basic taxonomy of these contexts. We then introduce a model-based 
approach on designing context-adaptive interaction in ubiquitous public systems. 

2   Dimensions of Context in Public Systems 

Since in public systems, personalization often is impossible, they strongly depend on 
context in order to adapt to user’s needs and the surroundings. Models of ubiquitous 
public systems should be adaptive regarding these different contexts. As a basis for 
adaptive modeling techniques, the possible contexts of public systems need to be 
analyzed. We developed a classification of contexts of public systems for this 
purpose, which is shown in figure 1. The context classification is still work in 
progress and should not be too fine-grained for serving as a basis for different systems 
and context ontologies. It shows our basic approach to modeling context and points 
out the specific properties of public systems that must be taken into account while 
modeling interactive ubiquitous systems for public settings. Ideally, context models 
are defined in a domain-specific way for the specific public system, but rely on a 
common basic ontology that allows for matching and integrating the context 
ontologies on the top level of abstraction. The examples of context-adaptive 
interaction models for ubiquitous public systems, whichwe describe in section 5, 
show that already a coarse-grained and incomplete context classification can be 
applied successfully to our modeling technique. 

Most ubiquitous systems have a kind of InteractionContext (I), consisting of the 
system’s InputContext(In), representing the possibilities of input, i.e. of entering, 
selecting or editing information. The system also has a ProcessingContext(Proc) that 
reflects the processing of input on part of the system, including capability models and 
sensor fusion. Analogously, there also exists an OutputContext (Out), which relates to 
different output modalities. Especially in public areas, the context of interaction by 
the user has to be considered as well, in particular as there are aspects that are known 
to the system without specific knowledge about the user. A user not only perceives 
and acts while interacting with a public system; he also processes what he has 
perceived. This leads to the Perceptive, Cognitive and ActingContext(Per, Cog, Act)of 
the user as important contextual aspects. In public, the user can be distracted by noise, 
too much light (e.g. glare) as well as bad lighting, for example. These conditions 
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influence his Perceptive as well as his CognitiveContext, like being in a hurry or 
looking for somebody else, which will reduce or divert his attention and therefore will 
reduce his available cognitive and perceptive capacity. 

Of course, the Spatial Context (Sp) must be considered, too. This concerns the 
location of the user as well as the location of the system. Large public displays as well 
as the mobile devices of users may be a component of a public system. The location 
of the system therefore can be fixed (Fix) or moving (Mov), but can also influence size 
and visibility of an available display. We furthermore identified the Temporal 
Context (Temp) with its sub-contexts AbsoluteTime (Abs) and RelativeTime (Rel). 
Relative time will occur, for example, where a distance separates the user from a 
destination, leading to a relative time needed to get there depending on transportation, 
or where interaction occurs relative to an event like the late arrival of a train. 

 

Fig. 1. Dimensions of Context in Public Systems 

A context specific to and of high interest in public systems is the Socio-
TechnicalContext (ST). In public systems, there is a SociologicalContext (S), 
considering the common use of resources by many people. There are social rules in 
public spaces that are followed by most of the people there. These rules can affect the 
usage of public ubiquitous systems. Concerning, for example, the interaction using a 
big public display, the aspect of privacy has to be considered. A user should not be 
required to enter or request personal data in such a way that might disclose it to 
others[23].  

The TechnicalContext (Tech) is also a sub-context of the Socio-Technical Context 
and describes the technical abilities of the system. In public transport this could be the 
question whether a subsystem has fast and reliable access to an up-to-date timetable 
data source, including delays or failures, or only to the regular timetable. 

Another sub-context of the Socio-Technical Context of public systems is the 
OperationalContext (Op) of a system. This covers everything that goes on “behind the 
scenes” and includes, in public transport for example, activities in the railway control 
center. This context affects public systems, because many of them depend on certain 



292 T. Schlegel and C. Keller 

operational procedures and exhibit only a small part of the full socio-technical system 
to the public.  

The OrganizationalContext (Org) models the conditions and contexts of 
organizations involved. In public spaces, these could be the operating company of 
public transport as well as organizations running shops at airports or railway stations. 
For services, the Organizational and the whole ProcessContext (P) are of high 
importance. Process Context in public systems is defined upon user and system 
actions and their structural and logical interdependencies (causality etc.). Many 
actionsexhibit dependencies or will trigger other actions necessary to accomplish a 
complete task with the desired result. Especially regarding service-oriented 
architectures, the Process Context is of high value for service quality and many other 
aspects like security and safety. 

This also shows that many of the context types, like Organizational Context and 
Technical Context are interconnected or may even be integrated to form, in this 
example, the Socio-Technical Context. Therefore, one must consider the modeling of 
contexts as well as their integration or even fusion. 

3 Interaction-Cases 

When software systems with interactive components are designed, often stakeholders 
from different disciplines participate in the process. The design step therefore requires 
techniques to be easily understandable as well as highly applicable in different phases 
and aspects from informal requirements to formal processes, in order to be used by 
technical as well as non-technical stakeholders. Paper-based prototypes, scenarios and 
textual descriptions of a system’s behavior are non-technical and easily 
understandable approaches for early design phases[10,24]. However, these artifacts 
lack formalization and therefore cannot be linked to artifacts of later development 
stages like code. Often the early stage design artifacts become outdated and 
inconsistent due to changes in later artifacts, which cannot be tracked back to the 
descriptions in early specification artifacts.  

 

Fig. 2. Part of the specification of an authentication process: Interaction-Case “Authenticate 
Consultant” within the Use Case “Create Order” 

The Unified Modeling Language (UML) provides a semi-formal way of modeling 
and specifying software in several development stages, from informal Use Case 
definitions to class diagrams and generated code stubs. Standard UML Use Cases 
provide a non-technical means of specifying the behavior of a software system. Since 
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they are based on textual descriptions, they are easy to understand also for non-
technical participants of the design process. The Use Cases can then be used to create 
more formal specifications, like class diagrams and could serve as a link to a 
formalized system specification.  

Interactive components, however, are still characterized as plain textual 
descriptions within Use Cases. In earlier work we therefore proposed Interaction-
Cases as a technique based on Use Cases, designed to support an easily applicable 
and at the same time formally strong means of specification of interaction 
procedures[25]. Interaction-Cases were created to support incremental and iterative 
development and to enable developers and designers to start modeling on paper, being 
able to formalize and refine the Interaction-Cases in later stages of development and 
link them to other artifacts of the development process. 

An Interaction-Case consists of sequences of Interaction-Cases and/or (atomic) 
Interaction-Steps. By nesting Interaction-Cases, a sequence of interactions can be 
modeled coarse-grained in early design stages and can then be refined into more 
detailed Interaction-Cases or, vice versa, a sequence of atomic Interaction-Steps can be 
aggregated later on. Interaction-Cases and Interaction-Steps have an identity and can 
therefore be referenced and reused by other Interaction-Cases using this identifier. 
Interaction-Case components can inherit from other components, thus introducing 
object-oriented type semantics and enabling powerful re-use. The parent class of an 
Interaction-Case can be noted like an UML stereotype (<<type>>), as shown in figure 2. 

Applying the object oriented paradigm further, abstract Meta Components are 
introduced, identified by a “?” in front of their name. The concept of Meta 
Components is similar to the concept of interfaces or abstract classes in object 
oriented programming: A Meta Component specifies certain characteristics of an 
Interaction-Case, but must later be realized by inheritance to form a concrete one.  

The steps of an Interaction Case can be modeled to be executed sequentially, in 
parallel or without a predefinition of the execution order at design time. 

It is possible to direct the flow of Interaction-Cases in branches. There are three 
possible types of branches. Conditional branching initiated by the user (?DECIDE), 
initiated by the system (?ConditionalBranch)and unconditional branching by the 
system (?GOTO). Conditions for conditional branches are followed by a question 
mark. In parallel execution it is possible to execute all branches, m out of n and to 
model options for the user to decide (at least one, not all or one out of n). 

 

Fig. 3. Interaction-Cases with Input- and Output-Container 

<<InteractionCase>>
Enter User Data

Standard .String

<<InteractionCase>>
Enter Order Data

Standard .String

Sales.Order

<<InteractionCase>>
Enter User Data

Standard .String
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In addition to the concepts described in [25], we extended this basic definition of 
Interaction-Cases by adding an Input and a n Output Container describing the data 
type of the component’s input and output (ObjectType). The Containers are visualized 
by boxes on top of and below an Interaction-Case, as shown in figure 3. The top box 
describes the input consumed by a component, e.g. the data that is presented to the 
user in the interactive step, while the box on the bottom of the Interaction-Case or 
Interaction-Step describes its output, e.g. the information gathered from the user or 
read from a sensor or database. The ObjectTypes of input and output of a component 
are inherited from its parent class. If no input or output is defined, the respective box 
is crossed out (figure 3). The drawing also shows that the input ObjectType of a 
successor has to match the output ObjectType of its predecessor. The visualization of 
input and output-Containers easily ensures consistency of information objects even in 
early sketching phases. 

Also, an extension to the Microsoft Visual Studio 2010 Editor for UML Use Case 
diagrams was developed, which facilitates the integrated modeling of Interaction-
Cases and Interaction-Steps within the development environment. Figure 4 shows a 
screenshot of the editor extension that was developed.  

 

Fig. 4. Screenshot of the extension of the Visual Studio Use Case Editor 

Types of Interaction-Steps or Interaction-Cases are defined by inheritance from a 
parent Interaction-Step or Interaction-Case. Type definitions for Interaction-Step 
types and Interaction-Case types can be stored in libraries and imported into other 
projects as well, to facilitate reuse. Based on the present possibilities for modeling 
Interaction-Case types, Interaction-Step types and ObjectTypes, the generation of 
code stubs becomes possible, which would further increase the integration of 
Interaction-Cases into the development of interactive systems.  

4   Context-Adaptive Interaction-Cases 

In order to support ubiquitous public systems with context-based modeling, we 
extended the Interaction-Case modeling technique so that Interaction-Cases can be 
modified by certain Context Types. In early development stages it is possible to 
denote Interaction-Cases without defining all Interaction-Steps, which supports 
incremental modeling. Already in this phase, Interaction-Cases can be labeled with 
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Context Modifiers, to indicate that the refinement of this Interaction-Case depends on 
certain types of context. In the visual representation of an Interaction-Case, a Context 
Modifier is indicated by the abbreviation of the Context Type, written in a semi-circle 
shape that is placed on the left side of the Interaction-Case drawing, as shown in 
figure 5 on the left.  

Alternative Interaction-Cases can now be modeled for different instantiations of 
the denoted Context Type. This allows to model different context-dependent forms of 
system behavior. In order to allow Interaction-Cases to be substituted by their 
context-modified equivalent, these equivalents should be specializations of a common 
Interaction-Case super-type. Of an Interaction-Case that is modified by the Perception 
Context (Per), alternative Interaction-Cases can be modeled, for example for the 
Context Types Visual (Vis) and Non-Visual (NVis). This allows, for instance the 
modeling of a ubiquitous public system that switches to non-visual (e.g. speech-
based) interaction, in case the Perception Context of the user is Non-Visual. This can 
occur if the user is blind, visually impaired or maybe running towards a train, looking 
for the right number. 

Context-adaptive systems should of course not only adapt to one type of context at 
a time. Therefore, it is possible to model Interaction-Cases that have multiple Context 
Modifiers. In that case, the abbreviations of the different contexts that influence the 
interaction component are noted within the semi-circle shape. For different 
combinations of Context Types, different modified Interaction-Cases can be modeled. 
However, since many different combinations of Context Types are possible if there is 
more than one Context Modifier, not all combinations must be modeled as separate 
Interaction-Cases. The system or the developer can choose the most specialized 
context-modified Interaction-Case available that fits the context currently observed. 

An example would be an Interaction-Case that has a Context Modifier based on 
Perception Context (Per) and also a Context Modifier based on Output Context 
(Out). It is now possible to model several kinds of Interaction-Cases. One Interaction-
Case could be specified for Non-Visual (NVis) as sub-context of Perception Context 
and Loud-Surrounding (LS) as sub-context of Output Context. If a blind or visually 
impaired person would have to use a public system in a loud surrounding, this system 
then could adapt by not only choosing speech-based interaction, but also by 
increasing the volume of its speech output as well as the sensitivity and noise 
reduction of the microphone. Another kind of Interaction-Case could be modeled for 
Visual (Vis) as sub-context of Perception Context and for Inadequate-Lighting (IL) as 
sub-context for Output Context. Instead of switching to speech-based interaction, this 
Interaction-Case could be realized using enhanced screen brightness.  

 

Fig. 5. Context-adaptive Interaction-Case and usage of rule-based sub-context 

notVisible = brightness 
< threshold OR 

Non-Visual

<<InteractionCaseType>> [ID]
Name

ObjectType Input

ObjectType 
Output

notVisible
<<InteractionCaseType>> [ID]

Name

ObjectType Input

ObjectType 
Output

Per
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Exploring the combination of sub-contexts further led us to introduce rule-based 
sub-contexts. These contexts refine Context Types like Inadequate Lighting or Loud 
Surroundings, by introducing the parameters that concern these Context Types. It is 
then possible to define a sub-context of Inadequate Lightning that states “brightness < 
threshold”. Using such a rule-based sub-context, the abovementioned scenario can be 
modeled more precisely. The second Interaction-Case can be specialized for 
“brightness >= threshold”, when enhancing the screen brightness is still effective. An 
additional Interaction-Case using “brightness < threshold” could then switch the 
interaction to speech-based. 

The combination of contexts so far included combinations using AND logic of 
multiple inheritance. With the use of rule-based contexts, context combinations can be 
extended to rule-based sub-contexts like “context1 OR context2”, using logical 
operators different from AND. The logical operators permitted here are 
OR/NOT/XOR, further logical operators would complicate the modeling too much. In 
our modeling technique, rules like that are modeled as separate contexts and also used 
as separate contexts, too. However, they still are modeled as specializations of the 
basic context types seamlessly integrating them in the taxonomy of context available. 

This way, the aforementioned example Interaction-Cases can be expanded, using 
the rule-based context not Visible = “((brightness < threshold) OR Non-Visual)”. 
Both context conditions then lead to speech-based interaction. This example is also 
shown in figure 5. 

5 Discussion and Future Work 

In this paper we have presented context-adaptive Interaction-Cases as a modeling 
technique that supports the modeling of interactive context-aware and adaptive 
systems. Using our classification of context in public systems, this modeling 
technique can be used for supporting the development of ubiquitous public systems, 
as they emerge in many different public areas, like airports or shopping malls. The 
modeling technique of Interaction-Cases can already be used in the very early stages 
of system design and can be applied only using pen and paper. Its design, however, 
supports the transfer of paper-based models to more formal descriptions. In order to 
demonstrate this, an extension for the Microsoft Visual Studio 2010 Editor for UML 
Use Case diagrams, that enables the modeling of Interaction-Cases and Use-Cases in 
the development environment, has been developed. The modeling technique also 
supports the iterative development of the interaction model by providing inheritance 
and specialization of types, incorporating the powerful object oriented paradigm. 

We are planning on refining our context classification of public systems in order to 
better support the development of ubiquitous and context-aware public systems. Our 
Microsoft Visual Studio 2010 Editor extension is planned to be extended to include 
our context-adaptive enhancement of Interaction-Cases. We are also planning on 
studying earlier development phases and to integrate even less formal 
conceptualization and prototyping techniques into a model-based design process that 
allows the easy but also powerful construction of ubiquitous interactive systems.  
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Abstract. Model-based development of run-time adaptive user interfaces still 
poses a complex problem since several models have to be specified and 
interlinked by the developers. In this paper we present a first concept of a 
pattern driven development methodology that addresses the reuse of user 
interface aspects. An XML-based pattern notation is introduced that supports 
the specification of patterns for different UI core models (room-based Use 
Model, Dialog Model and Presentation). The pattern notation further separates 
the pattern interface description from the used model fragments via a pattern 
interface implementation. This enables the light-weight integration of a pattern 
application process without touching the used core models’ specifications. 

Keywords: Model-Based User Interface Development, HCI Pattern, 
Engineering Run-Time Adaptive User Interfaces, Usability Engineering. 

1   Introduction 

With the increasing number of mobile interaction devices (like smartphones and 
Tablet PCs) and wireless communication technologies new forms of human-machine 
interaction have evolved. Run-time adaptive Universal Control Devices (UCD) such 
as the SmartMote [1, 2] can help to reduce operating errors in future ambient-
intelligent industrial production environments – like the SmartFactoryKL [3] – by 
facilitating a single homogeneous user interface for heterogeneous field devices. 

While the users benefit from these new technologies they imply a new form of 
complexity for the developers. To address this problem, new development 
methodologies, like the model-based user interfaces development (MBUID) [4] have 
been introduced, which promise to provide a remedy. Using models allows the 
abstraction from implementation details and a better separation of concerns. This results 
in a better maintainability and further enables to use more enhanced concepts of reuse. 
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Especially in the domain of MBUID patterns have been used to further reduce the 
development complexity – see e.g. [5, 6] – and for teaching design principles [7] by 
reusing user interface artifacts. Since patterns bridge many levels of abstraction [8] 
they can perfectly be used as flexible “elementary building blocks” [9] throughout a 
model-based development process. The notion of variety of these building blocks 
allows their problem specific instantiation and application on the user interface core 
models. 

But although patterns have gained a lot of interest in the MBUID domain, there still 
is no common understanding about the activities involved in creating and integrating 
HCI patterns in current pattern tools and how to use these tools effectively [10]. 

In this article we introduce a concept for the integration of HCI patterns in our 
model-based development approach for the systematic engineering of run-time 
adaptive user interfaces. The rest of the paper is structured as follows. 

In the next section we present related pattern-driven development approaches 
which have been introduced in the domain of MBUID. After that we introduce the 
initial version of our pattern framework, starting with the user interface core models 
of our MBUID approach. Based on that, we focus on the pattern notation which is 
used for the machine-processable formalization of the user interface. While this paper 
presents a work in progress we will highlight the pattern instantiation phase via a first 
example user interface. After that, we will discuss our lessons learned and outline the 
upcoming steps which will be addressed in the future work. 

2   Related Work 

Originally, patterns were introduced by Alexander [11] for the systematic 
development of urban architecture. After that the concept has been adopted in various 
domains like Software Engineering [12] and design of interactive systems [13, 14]. 

Over the last decade “Generative Patterns” [15] also have been used in model-
based user interface development approaches, where they served as reusable building 
blocks. Compared to non-formalized patterns, generative patterns in MBUID facilitate 
a higher degree of formalization which might limit the range of application but allows 
a better machine-processing and automatic application of the pattern. Because of this 
limitation, these patterns are also considered as Pattern Instance Components (PIC) 
[16] describing one rather concrete instance of a generic HCI pattern. Therefore, PICs 
might be interpreted as attributed templates that can be instantiated in different phases 
within the MBUID process. Different levels of abstraction – e.g. as proposed in the 
CAMELEON Reference Framework [4] – have to be covered by a pattern based 
approach to support the systematic user-centered UI development. Pattern application 
frameworks and tools have been introduced which (partially) cover the four 
abstraction levels of this framework. 

Many approaches have been focusing on identifying and integrating patterns in the 
early stages of the design process. In [17] Paternò introduced a limited set of task 
patterns, formalized in the ConcurrTaskTree (CTT) Notation. Based on these first 
task patterns, languages like the XML-based Task Pattern Markup Language (TPML) 
[18] have been introduced that formalized the concept in a machine-processable 
format. Based on this language, tools like the Task-Pattern Wizard [6],[18], have been 
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introduced that support developers in applying these patterns in a development 
process. 

Later pattern approaches started to promote the use of patterns amongst the abstract 
and concrete user interface layers of the CAMELEON reference framework. Patterns 
for other core models, like dialog, presentation and layout patterns have been introduced 
in different MBUID processes. In [19] the User Interface Pattern Extensible Markup 
Language (UsiPXML) has been introduced that uses the PLML pattern form 
combined with UsiXML models to specify and interlink patterns from task, dialog, 
presentation and layout model. Furthermore, a wizard plug-in for Eclipse has been 
developed, that guides the users throughout the pattern application process. The 
Interface Development Environment for AppLications specified in UsiXML 
(IdealXML) [20] uses patterns to exchange design experience amongst different 
developers and to increase reuse in a model-based development process. A pattern is 
represented by one of four core user interface models (task, mapping, presentation 
and domain model. Furthermore, an extended PLML form has been introduced which 
has been enriched with elements that support a SWOT analysis for evaluating 
patterns. In [21, 22] the Pattern-based Modeling and Generation of Interactive 
Systems (PaMGIS) Framework has been introduced, which addresses the model-based 
development of interactive systems. In PaMGIS several models (task, user, device 
and context models) are used to generate code for different target languages – e.g. 
C++, C#, Java and HTML. PaMGIS introduces an explicit “automation” element to 
enable the automatic code generation. 

While these approaches showed how patterns can be integrated into MBUID 
processes, they suffer from different shortcomings. IdealXML for example doesn’t 
support the user in the pattern integration process. The tool whether supports the 
specification of pattern parameters neither does it allow application of a pattern on a 
given problem context. Therefore patterns in IdealXML represent a rather low 
generativity and only serve as static model fragments, which have to be manually 
adapted by the developers. Other approaches, like PaMGIS, use a concept of 
constraints that supports the specification of pattern parameters, which can be used to 
derive problem specific pattern instances. But since PaMGIS implicitly includes 
layout information within the automation element (by the relation and anchor 
element) of the pattern language it doesn’t support a clear separation of concerns. 
Furthermore, this intermixing results in a very fine-grained (and complex) pattern 
language, which conflicts with the idea that patterns represent a “bigger picture” [23]. 

UsiPXML represents one of the more mature approaches, since it encapsulates the 
core models from the pattern specification and allows the definition of pattern 
parameters for a flexible instantiation. Although UsiPXML interlinks patterns on 
different abstraction levels, these links are rather static. This hinders the flexible 
selection of pattern alternatives and limits the mightiness of the pattern concept. 
Based on these observations we state, that there is a demand to further investigate 
how patterns can be formalized and used to increase the flexible reuse of different 
model components within a user-centered MBUID process. In the following sections 
we present a first approach of a concept that addresses the before mentioned 
shortcomings of existing pattern-driven engineering approaches. 
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3   Towards a Framework for Pattern-Driven Engineering 

In this section we present the three core user interface models of our MBUID 
approach that are most relevant for our pattern framework which is presented 
afterwards. 

First, a Room-based Use Model (RUM) [24] is used to specify the user’s tasks and 
goals in a platform independent task model. To separate the tasks (“what” is 
displayed) from the design aspects (“how” the tasks are presented) we have 
introduced an explicit presentation model and mapping language [5]. This 
presentation model is specified in the User Interface Markup Language (UIML) [25] 
and specifies the concrete interaction objects as well as their layout on the graphical 
user interface. Additionally, we started to incorporate the Dialog and Interface 
Specification Language (DISL) [26] for specifying the user interface behavior in a 
separated dialog model. While the RUM is used for structuring the users’ tasks in the 
conceptual design phase, dialog models represent finite state machines that are 
interpreted during run-time, representing the executable tasks for the current situation. 
This further improves the separation of concerns and closes the gap between the RUM 
and the modality-dependent – but still platform-independent – presentation model. 

For promoting a better scalability and a higher degree of reuse we identified 
patterns as a promising solution that can help to reduce the complexity of recurring 
design tasks. In Fig. 1 the initial version of our pattern framework for our 
development process is introduced. 

A pattern language has been developed to organize and manage the user interface 
patterns and the model artifacts they represent. Overall the language capsulates and 
links patterns on three different levels of abstraction. Task patterns represent the 
highest form of abstraction. They focus on formalizing recurring user tasks – e.g. 
maintenance steps for a field device. The solution of these patterns is modeled within 
a RUM artifact, specified in the Useware Markup Language (useML) 3.0 [27]. Dialog 
patterns are specified in DISL and used to capture recurring navigational user 
interface aspects. Presentation pattern have the most concrete character in our 
framework presenting the layout aspects as well the use of concrete interaction 
objects. Presentation patterns are modality-dependent and formalized with UIML 
model fragments. 

To fully employ the power of the language and to drive the development process, the 
introduced patterns are interlinked via semantic relationships within the pattern 
language. Due to these relationships the patterns can be further categorized. Single 
Patterns represent abstract building blocks in one modeling language that can be used 
by other patterns. For example the Split-Pane presentation pattern is such a single 
pattern in our language, which is reused in the Extras-On-Demand pattern (see Fig. 3). 

Intra-Model Patterns are more constructive then Single patterns since they use 
lower patterns within the same modeling language for specifying the solution. In the 
same time these patterns are less abstract since they represent a refinement of other 
patterns. For example the Overview Detail pattern can be considered as an intra-
model pattern, since it uses an instance of the Split-Pane pattern within its solution 
specification. 
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Fig. 1. The Pattern Application Framework 

Inter-Model Patterns are the most powerful patterns in our framework. Besides the 
reuse of other patterns in the same modeling language their solution capsulates user 
interface aspects which are described in more than one modeling language. They also 
can be interlinked with patterns of other user interface modeling languages. Inter-
Model Patterns may also further be interlinked with other Inter-Model Patterns that 
have a higher degree of abstraction. 

To integrate the pattern language into the overall development process a sub 
process for the pattern application is demanded. Like proposed in [6, 28, 29] we 
specify four sequential core phases that have to be implemented by the pattern 
application tools: The pattern consumer starts with the (implicit) Identification of the 
model subset which should be refined by a pattern. Within the Selection step the 
pattern for the current problem context is selected. After that a concrete pattern 
instance is derived in the Instantiation phase by passing problem context specific 
pattern parameters. The last process phase is represented by the Integration of the 
pattern instance into the identified application spot of the target model. 

In the next section we introduce our concept of a pattern form which enables the 
definition of a user interface pattern and supports the implementation of a pattern 
application process. 
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4   Towards a Pattern Notation for Generative Patterns 

Generative pattern forms are demanded for a formal description of a patterns’ 
solution. In Fig. 2 the structure of a generative pattern solution is proposed. Each 
pattern solution consists of three core sections. The Model Fragments describe the 
pattern solution in form of at least one model instance specified in one of our core 
modeling languages useML, DISL or UIML. Since patterns represent building blocks, 
these model fragments have to be flexible so that they can be instantiated in a given 
problem context. To support this without touching the language specification we use a 
concept of unique identifiers to address model elements as well as variables for 
implementing flexible attribute values in the model fragment. Addressing model 
elements is important to design patterns that support the specification of flexible 
substructures. For instance, in case of the Split Pane pattern, the pattern consumer 
should have the possibility to instantiate the pattern with a varying number of sub 
panes, which are modeled as containers in UIML. 

 

Fig. 2. Concept of a generative pattern form exemplified on the Split Pane pattern 

Although it is important to give pattern consumers the possibility in 
adding/removing substructures to models and assigning values this also imposes a 
problem if the consumer misinterprets the pattern. Specifying constraints can be 
helpful to precisely describe which instances of a pattern are valid. While this might 
limit the degree of variability of a pattern it reduces the danger of misinterpreting and 
misusing a pattern The Pattern Specification Interface is used to exploit and constrain 
the patterns variables that can be set during the instantiation phase by the pattern 
consumer. As exemplified in Fig. 2 the pattern interface is specified via parameters. 
As introduced in [19] a parameter represents one external available variable that has 
an effect on the pattern model elements or attributes. A parameter has a unique name 
and an optional short description to document the parameters semantic. Following 
content types can be specified by a parameter: 
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• Variable: A variable represents a single data value used for the specification of 
standard parameters like texts for interaction objects. A variable is coded in one of 
the simple XML data types (e.g. String, Integer…). Furthermore, variables allow 
the specification of a lower and upper boundary (min, max) as well as a default 
value. In Fig. 2 the parameter “$NrOfPanes” is implemented as a variable, which 
specifies that a Split Pane pattern can have 2 to 3 panels for representing the 
content. 

• Selection: A selection represents a set of constant data values and is used for the 
specification of fixed values like attribute lists. Like variables, selections use the 
content element to specify a list of parameter values. In Fig. 2 the orientation of the 
Split Pane pattern instance is specified as an parameter selection. The pattern 
consumer can chose between a vertical or horizontal orientation of the content 
containers, when instantiating the pattern. 

Based on the pattern specification interface the Pattern Interface Implementation 
section is used to specify the according model manipulation actions during the 
instantiation phase of a pattern. Four basic model manipulations are used to tailor the 
generic model fragment according to the instantiation parameter values. The add-, 
remove- and replace-operations are needed for manipulating sub structures within the 
pattern model fragments. These operations are used for example to insert sub 
containers within the Split-Pane pattern or to add concrete interaction objects in case 
of the Main-Menu pattern. An assign-operation is used to pass parameters of the 
pattern interface to the model fragments and to assign the parameter values during the 
pattern instantiation. For example, the Orientation attribute value of the Split Pane 
pattern is assigned during the pattern instantiation to the according UIML attribute. 

We use XSLT as the implementation language for the Pattern Interface 
Implementation since the language specification supports the before mentioned 
required operations. 

5   Illustration of the Pattern Framework 

In the presented scenario, patterns are used to develop a user login screen. The design 
process starts with the specification of the users task in useML. The Login Form 
pattern is a intra-model pattern that specifies the basic tasks of Enter Username, Enter 
Password and Login in the RUM and refines them in the presentation model by 
mapping these tasks on concrete interaction objects. Parameters are used in this 
pattern to assign the descriptions of the interaction object labels. This inter-model 
pattern further implements different other patterns in its presentation model. For 
example the Extras-On-Demand pattern is used for the specification of the Remember 
Me and I forgot my password interactions, which are presented on demand. The 
Extras-On-Demand pattern itself implements a vertical Split Pane pattern with two 
panes separating the Login-Form from the Extras-on-Demand content. 

After the task model specification the user interface layout is specified. In the first 
step the user interface is split into two main panels, one for navigation and one for 
presenting the content. To do so, an instance of the Split Pane pattern is derived with 
two panes and horizontal alignemt specified via the patterns’ parameters. Each 
content pane of the split pane pattern has a source which can be further refined by 
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other presentation patterns or user specified UIML content. After that the left panes’ 
source is refined by applying the Main Menu pattern. This pattern is a inter-model 
pattern that adds navigational aspects to the dialog model. For each of the three 
navigation links that have been passed via the patterns’ parameters an abstract 
interaction object is added to the dialog model. These objects represent the triggers 
for the navigation transitions in the DISL model. After that, the UIML fragment is 
instantiated and the according concrete interaction objects as well as the events for 
triggering the DISL transitions are generated. 

The output of the pattern application process is a set of models that describes the 
users’ login task, the user interface transitions to other dialog states and the 
presentation of the login screen. The resulting rendered user interface is depicted on 
the right side of Fig. 3. After the instantiation these models have to be further refined 
by the developer. For example it has to be specified, what action is executed when the 
user clicks the login button. 

 

Fig. 3. Inter-Model Patterns (left) and the Resulting Rendered UI (right) 

6   Summary and Outlook 

In this paper we presented a concept for the pattern integration into our MBUID 
process. A framework has been introduced that defines different types of patterns – 
single, intra-model and inter-model patterns – that represent different levels of 
abstraction in the pattern language. To promote the separation of concerns we use 
different models for the implementation of a pattern. A concept of a generative 
pattern form has been introduced that enables the specification of pattern instance 
components. The pattern specification interface and pattern interface implementation 
supports the fine grained definition of valid pattern model instances without touching 
the core models’ language specifications. 

Since our work presents a research in progress we have to address several aspects 
in the future. Tools will be developed that support the pattern consumers from the 
identification to the integration phase of the pattern application process. Another 
crucial aspect is to refine the inter-model pattern relationships. A modular linking of 
patterns on different abstraction levels promises to improve the quality of the pattern 
language since the pattern consumers can search for refined patterns that aggregate 
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other pattern instances and may better fit on the given problem context. Besides these 
tasks we want to continuously extend the pattern language with new patterns to test if 
the pattern notation itself is sufficient to formalize the identified patterns and further 
to extend the set of reusable user interface artifacts. 

 
Acknowledgments. Our special thanks go to Peter Reuter and Markus Kleine who 
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Abstract. This paper proposes a structure to increase the level of abstraction in 
building visual user interfaces, establishing an initial set of features and 
properties that a system for abstract complex components specification must 
have. Two approaches of AIOs have been studied: Interactors and ADV. The 
study was focused on the way in which these techniques manage interaction and 
presentation of interface objects. In the following section an interface complex 
component definition is proposed. In section 3.1 a basic set of properties and 
features for interface complex components are showed. In the last section an 
analogy between classes and objects in object-oriented programming and 
interface complex components are presented. 

Keywords: Complex Components, Abstract Interaction Objects. 

1   Introduction 

Some work in the field of interactive graphics involves describing the interface of a 
system in terms of a collection of interaction objects (components). This approach 
applies both to the level of implementation [12] (where the term widget is sometimes 
used), and at the more abstract level of system specification [11]. A user interface can 
be specified considering a framework formed by several interface design steps [13], 
represented with a proper user interface specification. Those steps correspond to 
models that describe different aspects of the user interface. For each model we can 
find diverse constructors in the literature [15] and different purposes. Following we 
indicate some of these constructors and their abbreviations for future reference. An 
abstract interaction object (AIO) represents a user interface object without any 
graphical representation and independent of any environment [15]. Usually, is 
understood as a conceptual representation of an interface object. A view is a collection 
of AIO’s logically grouped to deal with the inputs and outputs of a task [15]. An 
environment is the global interface to which the interaction object belongs [6]. A 
concrete interaction object (CIO) represents any visible and manipulable user 
interface visual component that can be used to input/output information related to 
user’s interactive task. CIOs are sometimes called widgets (windows gadgets) or 
physical interactors, which often include simple objects (e.g. edit box, push button) 
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[4]. [13] uses the CIO terminology with other significance: conceptual interaction 
object, which has multiple states and with which is possible to interact. This is the 
most close with the complex component concept which will be introduced on this 
paper. 

Most of the visual interfaces are created for the user to interact with them. 
However, the visual components of an interface can be divided into interactive (with 
one or multiples states and behaviors) or no interactive (visible, but without related 
events, basically having just one state). The main objective of this paper focuses on 
interactive visual components, meaning those which presuppose the existence of 
dialog. Much work in the field of interactive graphics involves describing an interface 
in terms of a collection of interaction objects [6][8][14]. [9] refers that the notion of 
interaction object do not need to be confined to graphics systems, because it 
represents a useful structure for thinking and reasoning about the behavior of 
interactive systems in general. Usually, interaction objects are seen as an independent 
entity with a local state that can engage in events with its global interface, possibly 
resulting in changes to the state. Actually, interaction objects are not necessarily 
visual, but no visual interaction objects are a weak percentage of the interaction 
objects total. The following section presents two concepts that increase the level of 
abstraction on the AIOs specification. The next section focuses on presenting the 
concept of complex component, establishing the features that a complex component 
must have, referencing also union mechanisms between complex components and the 
global interface in which it is represented. Then some similarities between complex 
components and object-oriented paradigm are presented. On last section some 
conclusions are taken and future work is envisaged. 

2   Abstract Interaction Objects 

Each human computer interaction relies on three dimensions: the user, the task and 
the environment. Thus, on the interface designing process three steps can be 
identified: (1) the selection of appropriate AIOs; (2) the transformation of AIOs into 
CIOs and (3) the placement of CIOs to form the final observable environment [3]. On 
this section we introduce two concepts related with the above step (1): interactors and 
abstract data views. 

2.1   Interactors 

[6] introduced the concept of interactors which are components (objects) in the 
description of an interactive system. With interactors is possible to structure 
interactive systems models using the concept of an object that is able to present part 
of his state to outside of him. Two models have adopted this concept on their 
specifications: CNUCE and York [9] [10]. The formalisms used to express these 
models afford different approaches to the construction and analysis of specifications. 
On the case of CNUCE model, at a very abstract level, an interactor is viewed 
(externally) as what the authors called a “black box” that mediates a “user side” and 
an “application side”. It can receive information from either side, process that 
information and return it. 
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The interactor model developed at York [6] is based on states, commands, events 
and renderings. Thus, at an abstract level, an interactor encapsulates a state (defined as 
a set of attributes) which is reflected through a rendering relation (rho) onto some 
perceivable representation (P) [9]. Typically, an interactor has a specific functionality 
and a unique appearance of his state, because models do not consider multiple rendering 
functions for the state of an interactor. This is because the model specification is based 
on the interactor dialog rather than in its visual appearance. The interface between an 
interactor and its environment consists of an event set (defined as a set of actions) of 
two kinds: responses (events generated by the interactor) and stimuli (events that reach 
the interactor from the environment). Is important to note that an interactor is an 
algebraic conceptualization and as such its meaning does not contemplate the existence 
of a visual presentation. Never is called a function of a visual renderer, but only an 
algebraic renderer. And so, an interactor is viewed more as a useful concept that can be 
used in formal analysis of an interactive system. 

2.2   Abstract Data Views (ADVs) 

[1] refers the increasing number of authors advocating the concept of dialog 
independence, where interactive systems are designed and implemented with the goal 
of providing a clear separation between the user interface and the application. Many 
advantages of dialog independence referred by the authors are, for example: 1) ease of 
maintenance of the existing system; 2) support for alternative visualizations of a 
single system; 3) design and application reuse. 

A user interface design concept which corresponds to the characteristics mentioned 
is the Abstract Data View (ADV). ADVs are used as an interface between the 
computer system and the user and have been viewed as a design paradigm for user 
interfaces [7]. An ADV conforms to the state of its associated abstract data object 
(ADO) [2]. Different ADVs may view the same ADO, since interfaces can support 
alternate “views” of data (or modes of interaction) [2]. In order to maintain separation 
of concerns and promote reuse, ADOs are specified to have no knowledge of their 
associated ADVs. The connection between the ADO instance and ADV instance 
captures the WYSIWYG nature of a user interface [7]. At first glance this design would 
appear to be the MVC model [5]. However, in MVC the controller handles input, 
whereas in the ADV model the input and the output are handled by each ADV 
instance, and vertical consistency is maintained by the objects managing the relation 
between the ADV and ADO instances. Both ADVs and ADOs can be used upon by 
actions to change or query their state. Those actions can be divided into two 
categories: causal actions and effectual actions. Causal actions denote the input 
events acting on an ADV when it is acting as a user interface or interface to some 
other media. These actions are triggered from outside the system and internal objects 
are not able to generate this type of action. A “keystroke” or a “mouse click” are 
simple examples of input events that are causal actions. Effectual actions are the 
actions generated directly (or indirectly by a causal action) and are supported by both 
the ADVs and ADOs. The triggering of an effectual action by another action will 
normally be a synchronous process. This type of actions can be viewed as the 
activation or call of a method or procedure that is part of the public interface of an 
ADO or ADV. It is possible to indentify similar features between interactors and 
ADVs, concerning the possibility of both receive/send events from/to the environment. 
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Table 1. Interactors and ADVs input/output 

 Receives (in) Sends (out) 

interactor stimuli response 

ADV causal action effectual action 

 
Is important to refer that interactors and ADVs makes a description of interface 

objects but do not allow describing the complete interface. They only allow defining 
the interaction between the interface objects. 

3   Complex Components 

Until now, were presented two interface specifications that consider AIO: interactors 
and ADVs components. However, the objective is intended to seek a specification that 
allows the definition of visual interface components, their composition and interaction 
(dialog) on these same components. In the case of interactors, they appear as an 
algebraic conceptualization whose usefulness will be higher in the formal analysis of 
an interactive system. ADVs are closely linked with the concept of ADO, and act as 
the views of those objects. Both components, interactors and ADVs, do not consider 
their specification in the context of a complete interface, focusing primarily on 
defining simple components with multiple states and the relationship between them. 
A new concept is presented here and is called complex component, which should be 
integrated within a specification that fits the parameters of interface components 
definition, components composition and user interaction over those components. 

We have introduced the concept of interface component as appears in literature, 
showing different interface components and their properties. As it was possible to 
verify, each component is individually defined and can make relationship with other 
components on the interface. Now, we will introduce the concept of complex 
component and then we detail their properties. Basically, a complex component is a 
component composed of other components (simple or/and complex) interact with each 
other through its self events (described below) working toward a common goal (e.g. a 
toolbar allows a user to select a specific tool to perform a task at a given time). The 
components follow a hierarchical topological structure, so that each can be contained 
within others. The idea of representing a complex component has the underlying need 
of existing a component container (not necessarily visual) which, together with other 
visual simple (or/and complex) components will constitute a complex component. 
Besides acting as a container, a complex component also has its own states and the 
ability to interact with other simple and complex components, external to him. 

A complex component allows the possibility to define different spaces of activation 
(interaction) especially on the visual components in direct manipulation interfaces. 
With regard to its importance for these components, the areas must have visual 
significance: those areas must be visual components. Within complex components 
may exist those with one activation area and those which have more than one 
activation area. An example of those which have a single activation area is the button 
(can have several states). Usually, the user interacts in the same physical area. An 
example of a component with more than one activation area is a toolbar that usually 



 Complex Components Abstraction in Graphical User Interfaces 313 

 

has several areas of interaction (options) with different spatial positions. Thus, this is 
an important issue to be studied on a complex component: which have more than one 
state and more than one activation area. One important issue related with the complex 
component abstract definition is his close relation with the abstract composition 
model [13] since it is necessary to establish spatial rules between the components 
inside the container, and the spatial rules of him related with the global interface on 
which it appears. Is important to state that complex components always have dialog, 
otherwise we are only in the presence of components topological composition and 
visual appearance. There are several advantages in creating the complex component 
concept, highlighting four of those advantages: 

─ Reduces complexity of user interface design; 
─ Allows reuse of components; 
─ Allows formal specification of UI parts; 
─ Is near to the user tasks model by tasks decomposition. 

The use of complex components to specify a user interface will allow entropy 
decreasing, resulting that the complexity of the interface decreased, by the fact that 
this component type increases the specification abstraction level. This happens 
because the interface creation problem can be subdivided in small parts represented 
by complex components. Another advantage that complex components have is the 
ability to reuse components in the design of the user interface. A complex component 
is not dependent on the interface where is created, which means that due to its 
flexibility it is possible to reuse it in different interfaces. This advantage of reusing 
components simplifies the interface specification. For example, this allows reusing 
components with certain behavior, to make visual changes and still maintain its 
functionality. Another advantage is that using complex components is possible to 
formally specify each component individually and then, at the global interface level, 
is only necessary to formally specify the part that is not present in the complex 
components. Thus, it is possible to define complex components separately, is also 
possible to verify them separately. The last advantage indicated above concerns the 
complex component architecture, which has an approach to the task model, in sense 
that it performs task decomposition. This analogy happens since each component can 
be decomposed into a hierarchy of components similar to a hierarchy of objects with 
their specific properties. 

3.1   Complex Components Features 

We establish several features that a complex component must have. One is progressive 
level of abstraction (from basic to more complex specification) at three different 
aspects: 

─ Visual appearance; 
─ Topological composition; 
─ Interaction. 

The above three aspects can be related to some of the interface design steps [13]. 
The visual appearance representation usually is presented on the abstract 
presentation model, which includes, for each component, his visual description. The 
topological composition appears represented on the abstract composition model, 
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responsible for defining the spatial relations between components. Usually, the 
interface components dialog is established in the dialog model. 

It is possible to verify on (Fig. 1) the typical structure of a complex component, 
structured in the three abstraction levels considered on his definition. Observing that 
figure we can infer that a complex component manages the visual appearance and 
topological composition of the components (simple or/and complex) that are inside of 
it, due to its characteristics of component container. Furthermore, from that figure we 
can see that the complex components consider interaction. 

 

Fig. 1. A complex component typical structure 

Visual Appearance. (Fig. 1) represents a complex component (bounded by a ticker 
black rectangle) which corresponds to the (CC) on the top of the visual appearance 
rectangle with rounded corners. This complex component is composed of three other 
complex components which in turn are composed by two simple components (SC). A 
simple/complex component has several properties [13], one being visibility (visible or 
invisible). For example, in figure, the simple/complex components represented in gray 
refer to components with the property invisible active. The other simple/complex 
components represented in white have the visible property active. That means, on a 
real global interface, which components are visible at a given time. 

Topological Composition. From (Fig. 1) is easy to verify that complex components 
consider topological composition. The complex components follow a hierarchical 
topological structure, so that each can be contained within others. In the figure is 
illustrated the topological composition of four complex components and six simple 
components, arranged on a three levels hierarchy. Inside topological composition 
rectangle with rounded corners are represented several simple/complex components. 
The (CC) on the top corresponds to the first hierarchy level. 
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Interaction. Interaction is included in complex components and occurs between them 
and between them and the global interface to which they belong. In addition to 
topological composition and visual appearance, a complex component will manage 
(to trigger or to receive) two kinds of events: self events and delegate events. 

─ Self events (SE): on a complex component there are visual transitions between 
components (simple or/and complex) inside of that complex component, that 
affect only the complex component and not the components that are outside of 
him. These transitions are triggered by (SE) which are events that proceed from 
a component that is within the same complex component which receives it. With 
respect to establishing dialog with the application, a complex component also 
has mechanisms of interaction in both ways through (SE) (application events 
(AE) are represented in (Fig. 1) as a subpart of the self events) which means that 
the complex component can sends/receives events to/from the application. 

─ Delegate events (DE): is the other event type which proceeds from a component 
that is outside of complex component which receives it (meaning that events 
over a complex component may cause changes in other interface components 
outside of it (represented by the dashed rectangle)). 

Global Interface Component. Interaction can happen between complex components 
and between complex components and the global interface. The global interface can 
be represented by a complex component and is responsible for the union between 
components at the higher topological level on the interface. 

3.2   Similarities between Complex Components and OO Paradigm 

The object-oriented programming (OOP) paradigm is quite widespread and its 
robustness has been validated by the vast community of programmers who use it. The 
complex component concept here described is an abstraction which represents a 
simplified description of a system (a user interface visual component on this case) 
which captures the essential elements of that system. In (OOP) the abstractions are 
mostly represented as classes. Classes support encapsulation, inheritance and 
polymorphism. They are mostly static and define the capabilities of an object (which 
is a dynamic entity) and every object has identity, state and behavior. It is possible to 
find similarities to (OOP) paradigm, establishing an association between complex 
component features and class concepts (Table 2). 

Table 2. Similarities between Complex Components and OO Paradigm 

OO Paradigm Complex Component 
encapsulation modularity and information hiding 

inheritance features and events reuse and addition of new ones 
polymorphism allows visual presentation changes keeping functionality 

identity each one has its own and unique identifier 
state a visual appearance at a given moment that waits for an event from the 

user or from the application  
behavior the behavior is represented by events on the complex component dialog 
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Encapsulation. Encapsulation is a mechanism that brings together the code 
(methods) and the data (attributes) keeping them controlled in relation on their access 
level. One important feature envisaged by complex components is his encapsulation 
capability emerging two advantages from that: 

─ modularity: complex components can be reused on other interfaces, allowing 
changing its visual appearance and to keep its behavior. This feature keeps the 
system flexible and becomes easier to have a better description and organization 
of used components, which allows for greater ease in building and maintaining 
the global user interface. 

─ information hiding: the possibility to define public and private information is 
important to establish communication rules between complex components, 
concerning his capability to trigger and respond to self events (SE) and delegate 
events (DE) (which may be related to public and private methods of a class). 

More important becomes this encapsulation feature in a complex component, since 
it contains composition at three levels (visual, topological and dialog). From the point 
of view of complex component features, is more difficult to do dialog composition 
characterization than the other two compositions. This happens by the fact of the 
interactive nature of a complex component. 

Inheritance. Inheritance is the ability to specialize classes (object types) so that new 
classes contain (in addition to structural and behavioral characteristics as defined by 
their “ancestors”) other characteristics set for them own. When complex component is 
created (topologically above other(s) that already exists) features and behavior 
(events) are inherited, being possible to add new features and behaviors. This means 
functionality reuse, which increases interface complex components organization when 
they are being created. 

Polymorphism. Polymorphism is a term derived from Greek and means many forms. 
In (OOP) means the possibility of an abstract type (interface or abstract class) to be 
used to create multiple objects, reusing the methods. [15] uses polymorphism on 
virtual interaction objects creation, allowing plural objects instantiations from 
different application programming interfaces (APIs) manipulated via the same 
abstract object instance. On a complex component the polymorphism occurs when, for 
example, we want to modify the graphics that make up the visual appearance. This 
can be done without the need to change complex component functionality. 

After presentation of the previous three properties that complex components have 
in their composition, objects created when the interface is being executed have three 
other properties that are presented below. 

Identity. The identity is the property of a thing which distinguishes it from all other 
objects (is unique and identifiable). A complex component has it, which guarantees 
that his identifier is unique and is not used on any other component. 

State. State is the set of values that an object encapsulates (two objects may have 
identical state, and yet are still separate, distinct, identifiable objects). On a complex 
component, distinct visual appearances represent different states. 
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Behavior. Behavior is the set of actions that an object knows how to take (usually 
known as methods). The dialog on complex components results from self events (SE) 
and delegate events (DE) derived from user or/and application interaction. 

4   Conclusions 

When referring interaction we focus its importance in the role of user in it. However, 
with this work we are focused on the interaction between abstract interface complex 
components when the user interacts with the interface. We can consider an interface 
as a set of interface simple components that user perceives or as a set of interface 
complex components that have the same goal and the user perceives as a unique entity 
of user interface. We showed that the complex component concept makes sense if 
considered integrated with other components to create the global user interface. As 
more progressive and higher is the abstraction level of a complex component simpler 
becomes a visual user interface representation. The definition of complex components 
seems to indicate that it is possible to use them to facilitate user interfaces creation, 
due to high level of abstraction that they introduce to build a complete representation 
of user interface. The study presented on this paper was made with the objective of 
identify the main features that an abstraction of complex components must include to 
build visual user interfaces, establishing the foundations for a future specification of 
complex component. 
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Abstract. One of the main indicators concerning the usability of an application 
is the corresponding level of accessibility provided by this application. 
Although a lot of work has been done in the software engineering domain, the 
accessibility problem has not been enough tackled in the HCI area. In this paper 
we present an idea to resolve the user-related accessibility problems since the 
modeling stage of smart environment applications while being assisted by 
patterns. The proposed idea is to provide two generic patterns used for any 
accessibility modeling problem, and additionally the creation of two pattern 
libraries presenting concrete solutions for the most common user-based 
accessibility problems. 

Keywords: Smart Environments, Bidirectional Information Accessibility, Task 
Models, Patterns. 

1   Introduction and Motivation 

The need for applications taking user accessibility problems into account has obviously 
increased over the last few decades. 1 out of 5 people in the United States has some kind 
of disability. The number of people with disabilities is still increasing, as it has increased 
with about 25 % in the last ten years. Consequently, the fact that an application is 
universally accessible has become one of the top concerns of this application’s usability 
evaluation. A very common understanding of the word ‘Accessibility’ defines it as 
“Authorization, opportunity or right to access records or retrieve information from an 
archive, computer system or a website”. In our point of view, the ‘Accessibility’ must be 
defined in a broader way while speaking about ubiquitous computing environments and 
especially smart environments for two main reasons: 

a) In [1] smart environments have been defined as “physical environments where 
actors are performing tasks cooperatively while being assisted by mobile and 
stationary devices”. From this definition, one can easily see that a given actor or user 
in a smart environment is receiving information not only from the existing devices 
and domain objects but also from the other actors, which implicitly means that in 
order to solve the accessibility problem we have to guarantee that this user is able to 
receive and understand the ambient information sent by the other actors as well as the 
devices and the computing systems in the environment. 
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b) The user needs to perform tasks so that he can successfully accomplish his role 
and achieve the goal for which he is in the smart environment. But actually in order to 
accomplish his role, he may also need to deliver information to the other entities in 
the environments as actors, devices and computing systems. Consequently here we 
can see another dimension of the accessibility problem, as the user must also be able 
to deliver information to the environment. This new requirement increases the 
complexity of the accessibility problem, as we have to guarantee as well that the 
information provided by this user is accessible to any other entity in the environment.  

Taking these requirements into account, we define the word ‘Accessibility’ in the 
domain of smart environments in the following manner:  

“The opportunity for all the users to receive and to deliver all kinds of information, 
regardless of the information format or the type of user impairment”.And so here we 
are dealing with a need for bidirectional accessibility concerning any information 
coming from or going towards any user in the smart environment.In Fig.1 the 
information flow for the role listener in a presentation scenario is depicted, and the 
direction of the arrows represents the direction of the information. In this paper we 
present the solution of using patterns for the integration of the accessibility needs into 
the modeling process of smart environment applications. 

The remainder of the paper is structured as follows: In Section 2, the related work 
and a background about the topic are presented. After that, the approach of using 
patterns to deal with the accessibility problems is discussed while in Section 4 the 
presented approach is fostered by an example which illustrates and puts into evidence 
the use of these patterns. Finally we summarize and give a brief overview of the 
future research avenues in this domain. 

 

Fig. 1. Information flow for the role ‘Listener’ in a presentation scenario 

2   Background and Related Work 

In spite of the fact that patterns were first invented in urban architecture by 
Christopher Alexander in 1977[2], their influence has spread and reached the software 
engineering as well as the HCI area. In [3] The Gang of Four have introduced patterns 
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as recurring solutions for common software design problems. These patterns realized 
a brilliant success in the software engineering field, and consequently the idea of 
using patterns has also conquered the HCI domain. In [4] Borchers defines HCI 
design patterns as “a structured textual and graphical description of a proven solution 
to a recurring design problem”. Also in [5] Tidwell defines a collection of interaction 
design patterns where the solution is expressed in terms of suggested perceivable 
interaction behavior. 

The accessibility is one of the fields where HCI patterns have already contributed. 
However, a lot of work needs to be done in this direction as the existing patterns are 
unable to deal with this problem in environments with high complexity like smart 
environments where the user is exchanging information with all the surrounding 
entities. For example in [6] accessibility patterns solving the web design and content 
accessibility problems were discussed, while in [7] an approach merging accessibility 
and usability UI needs by the use of patterns is presented. The main shortcomings are 
that these approaches are just coping with Human-web accessibility problems and 
they present solutions in order to make the application’s UI accessible to every user, 
while in smart environments the user can receive information from other sources and 
consequently one can have other types of accessibility problems such as Human-
human accessibility problems for example. An illustration of such an accessibility 
problem can be clarified if we imagine the case of a normal lecture taking place in a 
smart meeting room. If one of the existing students is having troubles to get 
information from the professor, so in fact this student is having a Human-human 
accessibility problem. Another major disadvantage is that the solution is usually 
presented on the UI design level, while it would be better and more effective if we can 
integrate a solution earlier in the application’s modeling stage. 

Task models proved a great success as a starting point for modeling applications in 
the HCI area. In [8] the idea of using task models for smart environment is tackled. 
The main argumentation why task models are suitable for these environments is the 
high complexity of task performance, and since the main goal behind smart 
environments is to assist the user while performing his tasks and to give him a nice 
experience about the environment, so a successful modeling method should stress on 
the good understanding of the user tasks in order to be able to deliver a high level of 
assistance. Several notations for task modeling exist, however the most common one 
is CTT [9]. It provides a set of temporal operators that express the precise order in 
which the tasks have to be performed in order to achieve the desired goal. 

From this background one can infer the need for patterns being capable to model 
solutions for any user-related accessibility problem and furthermore these patterns 
have to be task-based in order to fit into the HCI application domain. In the next 
section we present our task-based patterns to deal with the user-related accessibility 
problems in ubiquitous computing and smart environment areas. The notation used 
for our patterns is the CTT notation. 

3   User-Oriented Accessibility Patterns 

As already mentioned, in smart environments by using the term ‘Accessibility’ we 
mean the capability of any user to receive/deliver any kind of information from/to any 
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existing entity in the environment without being restricted by the information format 
or any kind of user impairment. In our point of view, any user-related accessibility 
problem can be categorized as one of the two following types: 

1. Input accessibility problem: The user is not able to get information from one or 
some entities in the environment. 

2. Output accessibility problem: The user is not able to express himself and to deliver 
information to one or some entities in the environment. 

Let us take the example of a presentation scenario in a smart meeting room. In 
order to be able to follow a presentation the user has to be able to listen to the 
presenter and to read the slides shown on the canvas. Then, let us assume we have a 
blind user in this meeting room trying to follow the presentation. This blind user is 
able to get information from the talker while it is impossible for him to read the slides, 
and so he is having a serious problem to get information from the slides (The 
information presented on the slides are considered as input for the user).We can 
describe this situation by telling that our blind user is having an input accessibility 
problem. 

Now, what if the same user is trying to take notes while listening to the 
presentation? Actually to take notes, one has to write some points either by normal 
handwriting or using one of his devices (e.g. laptop). Evidently, our blind user is also 
unable to take notes in the normal and usual way, but this time he fails to deliver 
information to one of the environment entities and consequently such a problem is 
categorized as an output accessibility problem, as the environment is unable to receive 
information from this user. 

If we look to the situation from the modeling point of view, how does the problem 
look like for a developer who is trying to take the accessibility needs into account 
while constructing his model for a smart environment application? The problem is 
that there are some tasks which are modeled as atomic actions in the case of normal 
users, but now these tasks have to be extended in the case of impaired users. So the 
developer has to integrate an accessibility mechanism or model for each task the user 
is unable to perform in the usual manner. To overcome this problem and in order to 
assist the developer to integrate the accessibility needs into his model we present our 
idea which is composed of two parts. The first step is to construct the input and output 
generic accessibility patterns, while the second step is to provide two pattern libraries 
with some concrete instantiations of the generic patterns for the most common 
accessibility problems. In the following these two ideas are discussed in further 
details. 

3.1   The Input and Output Accessibility Patterns 

Any user-related accessibility problem we can imagine is based on the fact that the 
current type of the information is not suitable for this user, or in other terms our 
specific user is unable to receive the information in its actual format. That is why our 
approach relies on the fact that a typical accessibility problem can be solved by 
providing a mechanism changing the current format of the information to another 
suitable and understandable format to the user. On a concrete level, this mechanism is 
a software performing the information’s transformation process from the former to the 
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recent format. Such softwares already exist, as an example to change the information 
format from text to speech the program “verbose” [10] can be used, while “Dragon 
Naturally Speaking 11”[11] can be used for the inverse process. The basic idea behind 
the input and output accessibility patterns is to provide a core model which is able to 
describe the information format adaptation mechanism regardless of the type of 
information or the kind of user impairment, and consequently the developer can take 
any kind of user impairment or accessibility problem into account by just instantiating 
these patterns and integrating them into his model. The existence of users having 
some kind of disability can take place in several types of smart environments. For 
example the probability of having impaired users or elderly people in smart homes is 
relatively high, as smart homes are able to offer them real assistance while performing 
their daily life tasks. Consequently, it is crucial that those people be taken into  
account by the developer while constructing his model for such environments. 
Moreover smart offices and smart meeting rooms are places where the existence of 
impaired users is also probable. Therefore we present here our patterns which help the 
developer to consider these accessibility problems within his model.    

As a result, in Fig. 2 we have the generic input accessibility pattern containing the 
input accessibility mechanism which behaves like a black box having as input the 
information received by the environment in the usual format and as output the 
information in the new convenient format processed and understood by the user. 

 

Fig. 2. User-oriented input accessibility pattern 

Also in Fig.3 we have the generic output accessibility pattern containing the output 
accessibility mechanism having as input the information received by the impaired 
user in the format he can provide it with, and as output the information broadcasted to 
the environment in the normal format. 

3.2   User Impairment-Based Accessibility Patterns Libraries 

There is a huge set of possible user impairment types. However, in our point of view 
the two already mentioned generic patterns can be employed to model any 
accessibility problem after being instantiated and adapted to the context of use which  
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Fig. 3. User-oriented output accessibility pattern 

 

depends on the modality or format of the information and the type of user handicap. 
In order to maximize the benefit of our patterns we provide here two pattern libraries 
which contain concrete instantiations out of these generic patterns for the most 
common and known user impairment types (e.g. blind user, deaf user, paralyzed 
user…). By having this set of patterns the level of assistance offered to the developer 
is increased, as for the most expected situations he is able to directly load the 
convenient pattern from the pattern library without going through any adaptation 
process. The first library is responsible for any input accessibility problem concerning 
one of the listed impairment types, and the second library is responsible for the 
corresponding output accessibility problem. As an example of such patterns we 
present here the detailed structure of the blind input accessibility pattern. In Fig.4 the 
solution proposed by the pattern is depicted. Some blind users use screen readers for 
which the functionality is also based on the idea of changing the modality of the 
information from text to speech or Braille formats, and so the usage of these screen 
readers is modeled in the same manner. 

 
Name: Blind input accessibility 
 
Context: A blind user fails to receive information from the environment because 
this information is presented in unsuitable format (text format).The information 
type must be changed to a new suitable format in order to be processed and 
understood by the user. 
   
Problem: How to integrate the information adaptation process into the model. 
 
Solution: Receive the information in its usual format. Use a mechanism 
(software) in order to convert the information type from the text to the speech 
format. 
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Fig. 4. Blind input accessibility pattern 

4   Patterns Application Example 

In this section we show an example illustrating the use of our patterns in smart 
environment application modeling process. In [12] the suitability of CTML 
(Collaborative Task Modeling Language) as a modeling language for smart 
environments applications is discussed. Briefly, CTML defines five main steps the 
developer has to follow in order to model any scenario in smart environment. The first 
step is to define the roles which are associated to the existing actors in the environment. 
Let us take the scenario of giving a presentation in a smart meeting room as an example. 
In this scenario we have three possible roles as we have the chairman, the presenter and 
the listener. For the sake of brevity, we just focus here on the role ‘listener’. In the 
normal case the role ‘listener’ is a very simple role to model. A listener has to listen to 
the talk, take notes and he may ask questions at the end. In Fig.5 this simple case is 
presented. Normally the listener takes some notes every while during the presentation, 
and that is why the “Suspend/Resume” temporal operator was chosen before the task 
‘Takes notes’. Also at the end of the talk this listener may or may not ask questions, and 
so this task is not mandatory for the accomplishment of his role and consequently the 
“Choice” temporal operator comes before the task ‘Asks questions’. 

 

Fig. 5. ‘Listener’ role for normal user 

Now let us think about the same role but in the case of a deaf user. How can the 
developer use our patterns in order to extend this model and adapt it to the deaf user 
needs? To have a valid transformation, the developer has to iterate over all the 
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existing tasks and has to substantiate every atomic action the impaired user cannot 
perform by one of our patterns. To be able to choose the right pattern, the developer 
has to decide whether the problem for the current task is an input or an output one. So 
in this example, we will begin by the ‘Sits and listens’ task. Listening to a 
presentation implies getting information from the slides shown on the canvas and 
meanwhile getting information from the presenter. Our deaf user does not have any 
problem to read the slides but he is incapable of listening to the presenter and 
consequently it is impossible to get input from the talker. This is an input accessibility 
problem and so here we need the input accessibility pattern. If we come to the next  
task ‘Takes notes’ we figure out that our impaired user does not have any problem to 
take notes either by handwriting or even using his notebook. So this task does not 
need to be extended and it remains just the same. Finally when we come to the last 
task ‘Asks questions’, most of the deaf users are not able to speak as well. So our user 
is not able to raise his hand and just begin asking his questions in the usual way, and 
here we say that the user is having troubles to express his ideas and to deliver 
information to the environment and so it’s an output accessibility problem and the 
solution is provided by the output accessibility pattern. In Fig.6 the corresponding 
role ‘Listener’ for a deaf user is depicted. In fact the developer is able to load the 
mentioned patterns from the pattern libraries directly as the deaf user case is an 
expected one. For other kinds of impairment which are not so common he has to use 
the generic input and output accessibility patterns by instantiating and adapting them 
to his context of use.  

 

Fig. 6. 'Listener' role for deaf user 

5   Conclusion and Future Research 

In this paper we discussed the user-related accessibility problems from a different 
point of view, as we provided a new definition of what accessibility means in the 
context of smart environments. Based on this definition bidirectional accessibility 
should be guaranteed to the user, and so we tried to discuss this requirement from 
modeling point of view. We illustrated the problem as it is seen by the developer by 
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arguing that some atomic actions in the normal user case have to be extended in the 
case of an impaired one in order to model his accessibility needs. We provided our 
input and output generic accessibility patterns which can be employed as a core model 
to be instantiated and adapted to any user-based accessibility modeling situation. 
Furthermore, to offer a higher level of assistance we suggested two pattern libraries 
containing instantiations of the two main generic patterns for the most recurrent user-
impairment cases. These pattern libraries save the effort and the time consumed by 
the developer in order to adapt the generic patterns into his context. To illustrate the 
use of our patterns we presented a simple case study which implements the way these 
patterns can help the developer in the transformation of his model from the normal to 
the impaired user case. Finally, we would like to mention that although the scenario 
tackled in this paper was always the presentation scenario inside a smart meeting 
room, but the presented patterns can also offer the same level of assistance for 
modeling applications in other smart environment domains and scenarios as in smart 
homes for example. Actually the existence of impaired users can even be more 
common in smart homes, and so the intervention of our patterns can have much more 
influence in the corresponding scenarios. 

In the future we would like to answer the question whether it is possible or not to 
provide device-oriented accessibility patterns as well and consequently we can build a 
pattern language addressing any kind of accessibility problem in the whole 
environment. 
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Abstract. Empirical evidence suggests that users often exhibit a viewing 
pattern that favors the top and left sides of web pages. This viewing pattern may 
cause users to miss a great deal of information. Grounded in the model of visual 
hierarchy, this study examines the impact of visual complexity on how users 
view a page. The results show that users’ viewing pattern in our study was more 
scattered than those reported in previous studies, which used pages with a 
relatively less complex visual hierarchy. We also examined the impact of 
browsing and information retrieval on viewing pattern. Such an investigation 
can provide insight for the design of homepages that can effectively serve both 
those who browse and those who retrieve information. The results also show 
that eye tracker can serve as a valuable tool for designers to develop and test 
new designs.  

Keywords: Eye Tracking, Design Science, Visual Hierarchy, Viewing Pattern, 
Fixations, Home Pages. 

1   Introduction 

The Internet has become a valuable source of information for users and a valuable 
means of communication for companies [1, 2]. Not surprisingly, providing a positive 
user experience has become a major focus of industry research [3-6]. One way to 
improve users’ web experience is by enhancing the effective communication of key 
information on a page. Understanding users’ viewing pattern can play an essential 
role in achieving this goal.  

According to Nielsen/Norman research group (http://www.nngroup.com/), people 
tend to exhibit F shaped reading patterns when viewing a page [7]. The F shaped 
viewing pattern implies that users are likely to miss key information that is not placed 
on the left or top of a text based page [7-9]. Users missing information on the bottom of 
a page is particularly evident in studies showing that users focus more on information 
above the fold, or the part of page that is visible to users without scrolling [10, 11]. 

Despite the important implications of the F shaped viewing pattern, little work has 
been done to investigate factors that can affect such a pattern of viewing. Studies have 
shown that users consistently exhibit an F-pattern of viewing on text-based web 
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pages, regardless of whether they are browsing or completing tasks, or whether the 
text is columnar [12, 13].  However, on purely image-based pages, users do not 
exhibit the F-pattern [13]. Web pages, and particularly homepages, commonly have a 
mixture of text and images; viewing pattern on homepages is also of particular 
importance to firms because research shows that a user’s impression of a company 
can be significantly influenced by the design of the company’s homepage [14].  
Therefore, this current study expands on previous research by investigating two 
factors that may affect the F shaped viewing pattern: 1) visual hierarchy, or the 
arrangement of elements, and 2) task. To conduct these investigations, four prototypes 
of the homepage from a real company’s website were used. Each prototype was 
manipulated to have a different visual hierarchy.  We investigated the impact of two 
types of tasks, browsing and searching for specific information, on viewing behavior. 
Because of their relevance to homepages these two types of tasks are often used in 
usability research [e.g., 10, 13].  

2   Visual Hierarchy 

According to the model of visual hierarchy, viewing pattern is guided by two distinct 
cognitive processes: searching and scanning. The first phase, searching, refers to a 
viewer’s attempt to find a point of entry into the page. The second phase refers to a 
viewer’s behavior after finding such an entry point. In this second phase, the viewer 
extracts information which is located around the entry point [15]. This model suggests 
that both processes can be influenced by the attributes of the web components. For 
example, the search process can be influenced by attributes such as the size, color, 
location, text style and visual information (images) of components. Similarly, the scan 
process can be influenced by attributes such as proximity and order of components. 
When used effectively, these attributes create a visual hierarchy that can guide users 
in viewing a page. For example, by manipulating the size or location of an item, 
designers can manipulate the order in which web components are viewed and thus 
influence the search process. Because larger items draw more attention than smaller 
items, larger objects on a page will be viewed before smaller ones. Similarly, because 
people exhibit a top down viewing preference, items located at the top of a page will 
have priority in the visual hierarchy over other items on the page. Designers can also 
influence the scanning phase of viewing. Because items in close proximity are 
perceived as related to each other [16], placing related information around an entry 
point on a web page can facilitate a more effective scan phase.  

3   F Shaped Pattern of Viewing 

A number of studies show that users exhibit a viewing pattern that is shaped like the 
letter “F” [7, 8, 17]. An example of such an F shaped pattern of viewing is displayed 
in Fig. 1. This viewing pattern tends to contain two long horizontal scans and one 
long vertical scan. The first horizontal scan tends to be longer than the second one 
[13, 18]. 
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Fig. 1. F-shape pattern of viewing in a text based web page for browsing (the heat map on the 
left) as well as searching text (the heat map on the right) [13] 

According to the above mentioned studies, the F shaped viewing pattern is not 
affected by task type, such as browsing or searching (e.g., see Fig. 1). A recent 
investigation, however, shows that, when using web pages composed primarily of 
images, users do not show an F shaped pattern of viewing. For example, as shown in 
Figure 2, the top three rows of images receive similar intense fixations while the 
bottom two rows receive relatively fewer fixations. Moreover, as shown in Figure 2, 
the fixation pattern for such a page is not independent of the task. Because images 
often serve as entry points to web pages [15], these findings suggest that visual 
hierarchy manipulated by images is likely to have a significant impact on users’ 
pattern of viewing. Moreover, such a visual hierarchy may also affect whether users’ 
viewing pattern is task dependent. The next section contains an explanation of how 
these possibilities were examined though an eye tracking experiment. 

     

Fig. 2. Viewing pattern for an imaged based webpage browsing (the heat map on the left) as 
well as searching images (the heat map on the right) [13] 

4   Eye Tracking Experiment 

The theory of visual hierarchy [15] argues that by using size, color, and images, 
designers can create a visual hierarchy that guides users’ attention through a 
webpage. Such a hierarchy can help users locate entry points and, subsequently, 
scan for information around those entry points. In other words, according to the 
theory of visual hierarchy, the design of the page is likely to have an impact on 
users’ viewing pattern. In particular, the visual hierarchy of a page is likely to 
influence users’ tendency to view it in an F-shaped pattern. This viewpoint is 
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supported by the findings of previous research [13]. In particular, results suggest 
that manipulating the visual hierarchy of a page via images may affect users’ F 
shaped viewing pattern [13]. 

To test the impact of visual hierarchy on F shape viewing behavior, we used two 
prototypes of a web page of a real company. These two prototypes were designed to 
differ in terms of visual hierarchy. One page was designed to have clearer visual 
hierarchy, with differing font sizes and sectioning (Page A in Fig. 3), while the other 
was designed to have less clear visual hierarchy, with uniformly sized text (Page B, 
Fig. 3). The visual hierarchy of each of the two prototypes was further manipulated 
through the inclusion or exclusion of images of faces. Because images tend to attract 
users’ attention, their inclusion affects the visual hierarchy of the homepage [15]. In 
this study, images of faces were used because human faces are particularly effective 
in drawing users’ attention [19], and thus can serve as effective points of entry for 
directing users’ attention to information located around them. Based on this, we 
expected that the inclusion of images of faces on the prototypes to have an impact on 
users’ viewing pattern. In order to examine this, the images of faces were placed in 
two sections of the page that are typically missed when users exhibit an F shaped 
viewing pattern: below the fold and on the right side of the page. In the prototype with 
a clearer visual hierarchy, the faces were placed below the fold of the page, and in the 
prototype with a less clear visual hierarchy, faces were placed on the right side of the 
page. The inclusion/exclusion of images of faces on the two prototypes (page A and 
page B) resulted in a total of four prototypes: two prototypes with clearer visual 
hierarchy, with and without faces, and two prototypes with less clear visual hierarchy, 
with and without faces (Fig. 3).   

Because task type was of interest in this study, participants were instructed either 
to browse or to complete an information retrieval task. Because images of faces 
attract users’ attention [5] and serve as points of entry for information that is located 
in their close proximity [15], their presence on the page may play an important role in 
users’ viewing pattern, both when they browse a page and when they retrieve related 
information that is placed next to those images.  

4.1   Participants and Design 

Forty eight (33% male, 67% female) participants in this study were the employees 
from various industry sectors such as insurance, finance, real estate, and construction. 
The age of participants ranged from twenty to fifty years. Participants were randomly 
assigned to one of the two task conditions, browse or information retrieval. Each 
participant was also randomly assigned to one of the four prototypes (Fig. 3). 

4.2   Task 

The participants in the task condition were required to retrieve different specific 
information in random order. For example, the participants were asked to find “an 
opinion on what's next for GE”. Two of these specific pieces of information on the 
page were located next to images of the faces.  
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Fig. 3. The prototypes used in our study. The dotted areas show the area where the faces or 
their textual counterparts were included on the two home pages A and B. 

4.3  Measurements 

Using the eye tracker, the eye movements and fixations of the participants were 
tracked. A fixation is defined as a gaze of a minimum of 300 milliseconds and 
reliably indicates interest [20-22]. Fixation patterns are often analyzed using heat 
maps, which show how long participants fixated on any given area. Heat maps are 
typically created using data from several participants, allowing the analysis of fixation 
trends.  Examples of heat maps are shown in Fig. 4.  Areas with color were fixated 
upon, with red indicating longer fixations, and green and yellow representing 
decreasing lengths of fixation. Areas with no color are those that that did not receive 
fixations. 

4.4   Results 

The analysis of the heat maps (Figure 4) indicate that, regardless of experimental 
condition (task vs. browsing) and prototype (Page A and B with or without faces), 
users fixated more above the fold of the webpage. This behavior is consistent with the 
top-down viewing preference suggested by the model of visual hierarchy [15], as well 
as the F shaped viewing pattern [8, 17]. The fixations in all eight conditions in this 
study, however, appear more scattered, covering more areas of the page, than the 
fixations on the heat map from previous studies, shown in Figures 1 and 2. For 
example, there is much more fixation on the left side of the page, particularly in the 
information retrieval (search) condition in our study, compared to those shown in Fig. 
1 and 2.  
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Fig. 4. Heat maps 

Comparison of the prototypes provides interesting insight as well. The heat maps 
for prototypes that did not include faces (4c, 4d, 4g, and 4h) show that, regardless of 
task condition, Page A received more fixation than Page B. This suggests that the 
clearer visual hierarchy of Page A retained more attention. Additionally, regardless of 
task condition, Page A received more fixation below the fold. This is particularly 
important because the area below the fold often receives little attention from users.  

The differences between the pages that did not include faces were not evident in 
the heat maps for the pages that included faces (4a, 4b,4e, and 4f).  In the face 
condition, Page A contained images of faces below the fold, while in Page B the 
images were placed above the fold. This suggests that changing the visual hierarchy 
of Page B by placing faces above the fold had a major impact in attracting users’ 
attention. This is particularly evident in Fig. 4f. The fixation pattern of users in Figure 
4f shows that the presence of faces above the fold enticed users to browse the page 
more meticulously, even below the fold.   

The comparison of the task conditions also provides interesting insight. In the 
browsing condition, the fixations appear more in the central part of the page, as 
opposed to the left or right sections. This is particularly evident in the Page A 
prototypes that have clearer left, center, and right sections. Consistent with the 
principle of visual hierarchy [15], the bright yellow on the text around the image on 
top left corner of the center section suggests that viewers used this image as an entry 
point when viewing that part of the page.  In the information retrieval condition, in 
contrast to the browsing condition, there was a high amount of fixation on the left side 
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of page, where navigational links are located (for example, compare Fig. 4a and 4e). 
There was also a higher amount of fixation on the right side of the page in  
the information retrieval condition than in the browsing condition. In other words, the 
information retrieval condition has a more scattered viewing pattern than the 
browsing condition. These heat maps together suggest that placing information that is 
important in retaining new visitors in the center of the page is likely to help attract 
those who browse a homepage. Placing useful links on the left side of a page is likely 
to be particularly helpful to those who retrieve information on a page. 

In the browsing condition, there was a difference in fixation between the 
prototypes that included faces and those that did not include faces. This was different, 
however, depending on the location of the faces. Whether participants were browsing 
or retrieving information, they spent more time fixating on the manipulated section of 
the page (the Expert Insight section). When faces were above the fold (4f) they 
attracted longer fixations on the Expert Insight area than when they were not present 
(4h). The fixations on the prototype with faces (4f) covered more text around the 
image compared to the prototype without faces (4h), which shows intense fixation 
only on the title. When faces were placed below the fold, however, they did not seem 
to attract a great deal of attention. For example, the heat maps in images 4e and 4g 
show that the Expert Insights section received more intense fixation when faces were 
not present. Additionally, it is interesting to pay attention to fixations on faces 
between the two task conditions. When users were browsing rather than were 
searching for information, faces received more intense fixations. For example, there is 
more intense fixation on faces in Fig. 4f, as evidenced by a strong shade of yellow on 
the faces, compared to Fig. 4b, which has green on faces. 

5   Discussion 

The results showed that the pattern of viewing in this study was different from the 
pattern shown in a previous study (Fig. 1 and 2). We used prototypes of a homepage 
that had a more complex visual hierarchy than the previous study. For example, the 
text in our prototypes utilizes a greater number of attributes (such as size, style, and 
color) than the text used in Figure 1.  The web page used in our study also had fewer 
images than the page in Figure 2. The combination of text and images, as well as the 
use of size, color, and location in the main section of our web page creates a more 
complex hierarchy than the main section of the page in Fig. 2, which contains five 
rows of equal size images. Thus, the discrepancy between our heat maps and those 
from previous study indicates that the complexity of visual hierarchy on a page can 
affect the viewing pattern and guide users to view the page more carefully.  

The comparison between the heat maps for the two task types (browsing, 
information retrieval) in this study showed that the participants concentrated on the 
central part of the page when browsing, evidenced by shorter fixation on the left or 
right side of the page compared to fixation on the middle section of the page. When 
retrieving information, however, the left side of the page (where the links were 
located) was heavily fixated upon. Moreover, there was higher fixation on the right 
side of the page (compared to the browsing condition) as well. These results suggest 
that viewing patterns on the prototypes used in this study were task dependent. 
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Because the page in this study had a more complex hierarchy than that of the page 
used in Fig. 1 and 2, the results of this study indicate that visual complexity may 
affect the effect of task on viewing pattern.  

The comparison between the prototypes also showed that the inclusion of images 
had an impact on viewing pattern. The results show that the images of faces that were 
placed above the fold attracted the attention of those who browsed the page to text 
around them. These images also encouraged users to view the page, even below the 
fold, more carefully. On the prototype without images of faces, viewers fixated more 
intensely on the headings as opposed to the text beneath. When the faces were placed 
below the fold they did not attract as much attention as when they were placed above 
the fold. For those who were searching for information that was located next to the 
images of faces below the fold, the fixations were less intense on titles when images 
of faces were available on the prototype compared to when they were not included on 
the prototype. 

These results have important theoretical and practical implications. Studies show 
that the visual appeal of a page has a significant impact on users’ perception of 
usability [23, 24]. Visual aesthetics is also shown to be a strong predictor of users’ 
willingness to revisit a page [25, 26], suggesting that this work has practical 
implications for improving the likelihood that website visitors become customers. 
Because our results show that people fixate more on the center of the page, they 
suggest that creating visual appeal in this area may be of great importance in creating 
a favorable aesthetic experience for a user who is browsing a page.  These results also 
contribute to literature by showing that task has an effect on viewing a page with a 
more complex visual hierarchy. While the participants assigned to browsing 
concentrated more on the center, those who were tasked with retrieving information 
focused heavily on the left side of a page. Moreover, this finding is different from 
previous studies that report a task independent behavior for text-based pages (Fig. 1). 
More concentration on the left side is also different from the findings of previous 
studies that show little fixations on the left section of text or image based pages with 
less complex visual hierarchy (Fig. 1 and 2).   

The results indicate that images of faces can serve as an effective entry point to a 
page. When placed above the fold, these images encouraged users to more carefully 
inspect the page. When placed below the fold, faces drew the attention of those who 
browsed the page to the text around them. Additionally, faces attracted stronger 
fixations when users were browsing the pages. These results suggest that images of 
faces may play an important role in influencing users’ viewing behavior, particularly 
for those who browse a page.  The above results together suggests that eye tracking 
can serve as an effective tool in developing and evaluating design and thus the 
analysis of eye tracking data can contribute to human computer interaction research as 
well as design science.   

6   Limitations and Future Research 

As with any study, the results of this work are limited to its setting.  To minimize the 
effects of the setting the laboratory was designed to create a natural user setting and 
the eye tracker used was completely remote from participants, allowing for free 
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movement. Future studies can expand upon this research by including a prototype that 
replicates web pages in Figure 1 and 2 to more directly compare the effect of visual 
hierarchy on F-shaped viewing behavior reported in previous studies.  Future studies 
can also extend our results by examining different genres and types of websites. For 
example, a retail homepage has different goals than a financial homepage and, 
therefore, is naturally arranged differently. As a result, these two different types of 
pages can result in different viewing patterns.  

7   Conclusion  

This research indicates that the F shaped viewing pattern is affected by the visual 
complexity of a webpage, and that the type of task does have an effect on the way 
users view a more complex homepage.  These results are consistent with the theory of 
visual hierarchy and show that a more complex visual hierarchy can guide users’ 
attention to areas outside of the F shaped pattern of viewing found on less visually 
complex pages.  These results have both theoretical and practical implications. On a 
broad level, theoretically, this research contributes to design science and human 
computer interaction research by providing insight about users’ fixation patterns when 
browsing and when retrieving information from a homepage. More specifically, this 
research expands prior findings on the effect of task on user behavior, as well as the 
effect of images and, more specifically, images of faces. Practically, this work 
provides additional understanding of how users view pages. This allows companies to 
provide a better user experience, which in turn can help attract more users to their 
websites.  
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Abstract. Air Traffic Control systems are a kind of service which allows 
controllers from the ground to keep aircraft safely separated to avoid collisions. 
It is important to use cognitive systems for the development of this type of 
critical system. Systems should not only have high performance functions, but 
also have better user friendly functions and accessibility. It can be said that we 
have to analyze the functional elements in the work of systems design. To 
design more reliable interfaces or training programs for the provision of ATC 
systems, we need to understand the details of basic functions of air traffic 
controller's tasks within the system. In this research, we discuss the analysis of 
ATC tasks and modeling of the knowledge of air traffic controllers. And then, 
we attempt to formalize the basic knowledge of controllers to help them to have 
a good understanding of the knowledge structure and logical relations. 

1   Introduction 

Air Traffic Control (ATC) services need to be smoother and more efficient in order to 
respond to increasing air traffic demands. In current ATC systems, air traffic 
controllers control air traffic flow by way of their decision making using computer 
tools.  

Air traffic controllers are expected to provide services to keep the air space safe 
and maintain smooth air traffic flow On the other hand, as the work and tasks of 
controllers become more complex and the volume and types of information required 
to carry out these tasks becomes increasingly greater and more complex, the need for 
systems that are designed to support controllers becomes greater (Banks, 2002). Thus, 
supporting systems are necessary to enable appropriate cooperation between air traffic 
controllers and systems in the performance of ATC work in the near future.  

With human-machine systems, it is important that design consideration is given to 
each role and relationship between the human and the machine in order to achieve 
appropriate cooperation. This is also a key issue for design in ATC systems. On the 
other hand, however, it is difficult for designers and developers to understand the 
knowledge content of air traffic controller work, with that knowledge being highly 
specialized. 
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Besides acquiring basic knowledge, air traffic controllers undergo simulator 
training to gain sufficient experience for the acquisition of specialized knowledge and 
skills. The knowledge needed for ATC operation is not sufficiently formalized, as a 
large part of ATC operation depends on the experience of each Air Traffic Controller. 

We see a need to analyze and model structures of objective work to understand this 
tacit knowledge and skills. In this research, we first discuss the task analysis method 
based on distributed cognition for analyzing the real situation of ATC. After that, we 
also discuss the framework of knowledge management for Air Traffic Controllers. In 
this research, we attempt to formalize basic controller knowledge to facilitate the 
controllers’ understanding of knowledge structures and logical relations. The aim of 
this project is to study the applicability of distributed cognition to such knowledge 
management tasks, with the objective of developing a systematic framework to 
represent knowledge relevant to ATC expertise for support. 

2   Cognitive Process Perspective in ATC Systems 

Future air traffic control systems will become more complex and more accomplished 
by including the element of management. The cognitive systems approach plays an 
important role in the development of such complex systems. However, even if s 
systems is complex, they do not need to have many high performance functions, but 
should always be user oriented and provide greater accessibility. So, there is a need to 
analyze the functional elements for designing systems. In order to design a system 
that can assure system safety, enhanced usability, and increased operator reliability, it 
is critical for the developers of ATC systems to consider the specifics of how the 
control system is operated, as well as the cognitive characteristics of controllers. 

Automation tools have been used as effective support tools in various industrial 
sectors. However, human error occurs when the mutually dependent relationships 
between controllers and machines break down. A promising strategy for systems to 
assist in task performance is the concept of cognitive systems that try to enable 
human-systems interactions in a knowing manner that is similar to the way in which 
humans interact with one another (Forsythe et al, 2006). 

Such systems require a user model that explains user behaviour from various 
aspects of cognitive processes such as awareness, memory, user knowledge and 
experience, context recognition, planning, intention formation, and even 
consciousness. User models can be used to predict a users’ cognitive processes which 
in turn can be used to better support them (Haikonen, 2003). 

In particular, from the cognitive process perspective, it is essential that systems 
developers understand the complex working processes that are involved in 
cooperative work by multiple controllers. 

However, little has been studied about the cooperative work of air traffic 
controllers using analytical methods. Since air traffic controller skills are acquired 
through specialized training, their cooperative work processes are very complex and 
temporal constraints are also very restrictive and severe. In order to design and 
develop more reliable systems or training programs for controllers for the future ATC 
systems, we need to understand the details of the basic system (including controller) 
functions.  
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Distributed cognition is a methodological framework by which to analyze the 
cognitive processes that span multiple actors mediated by technology (Hollan et al, 
2000). Distributed cognition can be effective in analyzing cooperative work from the 
cognitive process perspective. A central tenet of distributed cognition is that cognition 
should be regarded as a property of a system of individuals and external 
representational artifacts carrying out cooperative activities (Fields, 1998). 
Distributed cognition analysis makes explicit the dependencies between human actors 
and artifacts by examining the transformation and propagation of information through 
the various forms of representations. As such, 'knowledge' can be represented in terms 
of interactions in context, which lends itself to further analysis.  The management of 
knowledge, and hence the retention of knowledge, is through changes in distributed 
cognition induced by the introduction of new systems, personnel, and norms. 

3   Task Analysis Based on Distributed Cognition 

3.1   Distributed Cognition 

In this research, we attempt to analyze and model interactions that take place in 
current en route ATC work based on distributed cognition. We have taken the 
activities of a cooperative team of en route controllers as our unit of analysis from a 
cognitive process perspective. We discuss the application of ethnographical analysis 
in en route controllers' work as a team, and report on the findings from our 
ethnographical analysis, followed by a description of analytical models. 

An ethnographic approach can be effectively applied when the problem involves 
the analysis of what knowledge and experience people use in the context of 
cooperative work. Ethnomethodology is a method of sociology for determining the 
implicit orders, rules, or norms behind human activities through observation in the 
actual work environment.  

In this paper, we focus on the factors of team performance. As a first step, to 
analyze how air traffic controllers work, we carried out data collection through the 
observation and recording of actual work activities in the Tokyo Area Control Centre 
(TACC) control room. 

3.2   ATC Work Setting 

We observed that there are some specific and characteristic points in ATC work; in 
particular, the basis of that work is prediction and instruction, to secure and maintain 
a safe traffic situation. 

Air traffic controllers control air traffic separated into many distinct areas called 
sectors and more than two controllers are allocated to and take charge of each sector 
as a team. Usually one controller takes the role of radar controller, and the other takes 
that of coordination controller. An additional controller will join in for a busy sector, 
but twin controllers as shown in Fig. 1 are assumed for this work. 

 



344 S. Inoue, H. Aoyama, and K. Nakata 

 

 

Fig. 1. Working situation of Japanese en route ATC 

We carried out observation during a time period of relatively heavy traffic that 
imposed a certain level of workload on the air traffic controllers. Two fixed video 
cameras were used for recording the behaviour of the controllers at work, and another 
was used for recording the radar screen of an auxiliary control console that displayed 
the same radar image as the controllers were looking at on their work console. A 
digital audio recorder was set up above the control console to record conversations 
between the radar controller and the coordination controller. In addition, radio 
communication between the radar controller and airplane pilots, and between the 
coordination controller and different sectors, and traffic data such as the position, 
ground speed, and altitude of aircraft, which were displayed on the radar screen and 
stored in the control centre computer , was obtained.  

In our case, the target of observation was a sector called “Kanto-north” (T03) 
shown in Fig. 2, which spreads over the northern area of Tokyo. The radar controller 
in en route control predicts and estimates traffic from five to ten minutes into the 
future. Meanwhile the coordination controller elaborates on these instructions to keep  
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Fig. 2. Kanto-north sector 
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a safe separation of aircraft based on current information. Many interruptions occur 
when the controllers have to handle more than two aircraft at the same time: calls 
from other aircraft outside the immediate focus, requests for handoff from another 
sector, etc. The coordination controller, who has similar tasks to the coordinating 
tasks of neighboring sectors, also has to deal with interruptions. In addition, the 
controllers have to control all IFR aircraft in their own sector. Since en route ATC 
work has to deal with a variety of states and conditions in their sector, it differs 
significantly from well formalized tasks such as assembly line operation. 

3.3   Data Gathering for Analysis 

In this observation, we recorded motions and sounds by video, and system logs as 
basic data for the analysis. From these we reconstructed the controllers’ actions and 
protocol logs, and analyzed the controllers’ tasks in each situation. The system had 
functions to record multiple types of time-series data such as video, audio and 
operation logs. We obtained this data for a total of 6 hours by spending 3 days in 
observation.  

Video data 
The Video recorded the air traffic controllers’ behaviour such as instruction, and 
coordination, etc., in the control room. Cameras recorded the entire control room from 
three directions including the radar screen, the flight-data-strip bay, and the view from 
the back of the room. Moreover, we combined the video from all of the cameras and 
the audio from the radar controller, the coordination controller, and the pilot, 
synchronized them, and then recorded them in a batch. 

Flight-data-strip 
Markings, notes, etc., for flight-data-strips are written by the air traffic controller 
during their control work. We can find clearance data and instructions for individual 
airplane pilots and the content of coordination with other sectors in the records on 
these strips. 

3.4   Overview of Data Analysis  

In the analysis of the video data, audio data, and radar screen images, they were firstly 
combined into a single track of video-audio data with synchronized time stamps. 
Radio communications and conversations among ATCos were then transcribed, and 
the speakers and listeners of these conversations were identified. The actions of 
controllers were next recognized from the video data and added to the transcribed 
protocol data. The data derived from these conversational records and behavioral 
records, and so on were segmented by the basic units of ATC instructions. With the 
help of a rated ATCo, we clarified the relationships between the segments and 
identified the expert knowledge and judgment behind them. This analys showed that 
Rader Controller and Coordination Controller shared control strategy and team 
intentions through both verbal and nonverbal communications and established mutual 
beliefs on SA. These processes lead to smooth cooperation in en-route ATC. 
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4   Definition and Description of Knowledge 

It is not easy to acquire the knowledge needed for ATC work as ATC operations are 
complex and performed as a team. To codify and manage this knowledge can assist in 
effective knowledge acquisition. However, explicit knowledge is only part of the 
whole. Therefore, we need to examine what knowledge is tacit and what knowledge is 
explicit in ATC work. This chapter will discuss the definitions and representations of 
knowledge. 

4.1   Theory of Knowledge Management 

Within the general concept of knowledge management, there is "tacit knowledge" and 
"explicit knowledge." Tacit knowledge is individual knowledge which is personal and 
context-specific. But, such knowledge is difficult to formalize and communicate 
concisely to others.  

On the other hand, explicit knowledge can be represented by a formal, logical, 
systematic language (Polanyi, 1958). Polanyi wrote that "human beings acquire 
knowledge by actively creating and organizing their own experiences." Given this 
concept, knowledge that can be represented by systematic language or symbols is part 
of overall knowledge. Tacit and explicit knowledge are closely related; however, they 
each have different aspects. Tacit knowledge is subjective while explicit knowledge is 
objective. Nonaka and Takeuchi (1995) refer to explicit and tacit knowledge, saying 
that "the dynamic model of knowledge creation is anchored to a critical assumption 
that human knowledge is created and expanded through social interaction between 
tacit knowledge and explicit knowledge," and that the process, called "knowledge 
conversion," is cyclical and mutual. Knowledge conversion forms a process of 
transformation called the “knowledge spiral,” shown in Fig.3. This cycle is a dynamic 
process in organizational activity (Nonaka et al. 1994).  
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Fig. 3. Four modes of knowledge conversion, and the knowledge spiral (Nonaka & Takeuchi, 
1995) 
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One purpose of codifying a systematic structure of knowledge is to assist the 
transformation process of these modes of knowledge. In order to formalize the 
knowledge of air traffic controllers in ATC work, it is important to analyze the 
relationships between work processes and to understand the specific content of tacit 
knowledge and explicit knowledge. In the next section, we will discuss knowledge 
forms in ATC work. 

4.2   Composition of Knowledge 

If we learn to master technical skills and special knowledge, to demonstrate the good 
performance of a system that includes humans, there must be a formal, systematic, 
codified training program in which logical thinking, experience and skills are 
combined. The knowledge conversion process can thereby proceed smoothly and 
efficiently by formalizing the theory and experiences described in the previous 
section. The framework should enable the efficient organization and acquisition of 
special knowledge and skills by assisting in the process of knowledge conversion, 
such as the tacit knowledge creation or acquisition of explicit knowledge. Air Traffic 
Controllers have special knowledge and skills for carrying out ATC operations. We 
therefore consider knowledge management by Air Traffic controllers to be an 
important element for the future in ATC systems from the perspectives of safety and 
training.  

In ATC work, air traffic controllers learn about conventional rules and technical 
regulations which they first encounter in manuals. They then acquire basic knowledge 
of and skills for control operations through iterative simulator training. After that, 
controllers learn specific rules, technical regulations, and orders for the sector where 
they will be in charge of operations. They finally qualify as controllers after acquiring 
through training the knowledge and skills needed to perform operations in the sectors 
where they will work. Here, explicit knowledge such as rules and regulations are 
captured and provided to the controllers as documents, while tacit knowledge is 
acquired through the training and application of learned knowledge in developing 
their skills. As such tacit knowledge is more embedded in the context of work and 
depends on audio-visual perception, situational awareness, and norms that are not 
easily represented and captured. The following definitions elaborate on explicit 
knowledge and tacit knowledge as used in this study. 

Explicit knowledge 
Knowledge that can be written in a systematic language in a document. The most 
basic ATC operational information is written in the form of regulations and rules. 
Moreover, knowledge which can be described in a systematic language following 
analysis and evaluation is assumed to be explicit knowledge, even if the knowledge is 
based on empirical measurements or techniques involving the exercise of an 
individual’s skills. 

Tacit knowledge 
By analyzing and arranging the data pertaining to knowledge and skills, there are 
some types of information more easily understandable as non-linguistic visual or aural 
stimuli than in a systematically linguistic form. Knowledge or skills of this type, such 
as situational awareness, temporal awareness, timing of actions, and interaction 
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through space, are defined as tacit knowledge, which is difficult to represent 
linguistically. 

4.3   Representation of Explicit Knowledge 

We have examined the work of controllers in terms of distributed cognition, and 
analyzed task-flow knowledge. We will now discuss the development of a knowledge 
structuring tool which focuses on the management of explicit knowledge. We report 
here some results of our attempt to formalize and express explicit knowledge, which 
forms part of the development of a knowledge management framework. 
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Fig. 4. Concept level of knowledge network diagram in ATC work domain 
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Fig. 5. Knowledge network structure into the “Instruction” layer 

The relationships between the forms of knowledge that are applied in ATC work is 
represented in Fig.4 and Fig.5 as a knowledge network, formulated on the basis of 
observation and interviews. ATC task processes are expressed as state transitions in 
the knowledge network. The knowledge network has a layered structure, but how the 
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structure is layered depends on how the knowledge is quantized. In this regard, 
appropriate quantization techniques are not discussed. The advantage of having a 
task-flow clarified by distributed cognition analysis expressed as a network of 
knowledge is in being able to arrange the relationship between the form of work an air 
that an traffic controller engages in and the information that he/she uses. It is difficult 
to arrange information regarding the means of use of an entire body of knowledge, 
because even if each state uses the same information, when expressing it in a task–
flow diagram that information has to be described discretely for every state; however, 
by using a knowledge network, it is easy to understand the state of the information 
use, as each state is arranged by describing its relationships with other states in 
relation to that state. Moreover, it is effective in that tacit relations are re-written as 
explicit knowledge, thus clarifying till then unseen informational relationships. We 
attempt to describe this knowledge structure using the prototype tool of the 
knowledge management framework. 

ATC knowledge is roughly divided into 2 types: knowledge about rules and 
regulations, and knowledge related to skills for operation. We tried to make a model 
of skills knowledge analyzed using distributed cognition: a tool to describe the 
classifications and knowledge relationships by tagging each state of a node in a 
knowledge network. In addition, the rules for the task process, which are in turn 
invoked by the trigger of state transition, can be described as system properties at the 
node. The conditions and parameter items which describe the system properties can 
be considered a knowledge model of the decision making process for air traffic 
controllers. We consider the tagging of system properties to be effective in shedding 
light on the relationships between, and attributes comparing, other processes. 
Codifying and managing system property tags as knowledge has promise for the 
standardization and improvement of training. As a result, we believe that distributed 
cognition analysis can contribute to improved reliability in controllers and safety in 
ATC systems. 

5   Conclusion 

Distributed cognition is applicable to knowledge management tasks where the 
objective is to develop a systematic framework representing knowledge relevant to 
ATC expertise. We have proposed a technique for knowledge management as an 
approach to the study of problems relating to the human factor in an ATC system, and 
to the structuring of ATC tasks in order to overcome these problems. 

The formalized techniques of explicit knowledge have already been covered above; 
however, the issue of how to represent tacit knowledge in our frame-work of 
knowledge management remains to be addressed. An approach that describes and 
represents information in the form of images, a movie or a role-playing simulation 
(such as a serious game) may be necessary in acquiring knowledge which is difficult 
to describe or understand in a linguistic form. Learning from a story of a situation can 
be effective in acquiring tacit knowledge. We are still examining the issue of the 
representation of tacit knowledge for a future project. 
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Abstract. In the present study we examined the individual differences in work 
load while doing high and low cognitive load multimodal (audive + tactile or 
visual + tactile) tasks. We found among other things that participants that are 
characterized as having high information capacity had lower levels of work load 
and shorter reactions times during easy and difficult multitask as compared to 
participant that are characterized as having lower level of information 
processing capacity. 

Keywords: Multitasking, multimodal information, context awareness, cognitive 
task load, individual differences, tactile, audio. 

1   Introduction 

Modern work is involving more and more usually multitask technological and 
information environments. The information load and modalities have been increasing 
rapidly as the sophisticated computers can now present and take advantages of all 
human senses: ears, eyes, touch and movement. As people are loaded with increasing 
amount of information in different modalities, it is important to know the interactions, 
limitations and individual differences in coping with the multimodal information to be 
able to build effective information systems and interfaces. For example, an 
inappropriate information system in critical work environments, such as emergency 
and military environments, may have serious consequences. 

The interest in the research on multitasking and support for task awareness in 
critical and other information work has rapidly increased in last few decades. The 
present work is related to a project called “Supporting Situation Awareness in 
Demanding Operating Environments through Wearable Multimodal Interfaces 
(SAWUI)”. One of the very central aims of the project is to study the limitations of 
human information processing as well as the possibilities of multimodal information 
in user interfaces (See Laarni et.al, 2010). In our previous study, we examined the 
usability of tactual information during high and low cognitive load tasks (see Kallinen 
and Ekman, 2010). We found for example, that people were able to detect tactual 
information quite fast and reliable even though their attention was occupied in other 
task. However, even though there already seems to be a quite large amount of 
research on multitasking (in addition to our previous study), there seem to be fewer 
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studies on the potential individual differences that moderate the ability to perform 
multiple tasks simultaneously. And yet it is obvious that people differ in their capacity 
for information processing and coping with mental load for example. These individual 
factors may play an important role in how people manage in critical information 
processing situations. Task awareness and multitasking systems should be designed so 
that they would be optimal for individual users.  

In the present study we were especially interested in the BIS and BAS dimensions of 
personality, information processing capacity, and capacity to cope with stress. We 
expected that people with high information processing capacity and capacity to cope with 
stress would experience less work load even in hard work conditions as people with 
lower levels of such skills. BIS and BAS sensitivities are also potential moderators of 
task performance, given that BIS regulates aversive motivation and the BAS regulates 
appetitive motivation. It has been suggested that people characterized as extroverts (e.g, 
high BAS scorers) are generally under aroused and seek greater stimulation than 
introverts (e.g. high BIS scorers) to keep their arousal in an optimal level. 

2   Method 

2.1   Participants 

Participants were 34 healthy Finnish men, from 20 to 59 years of age (M=30.62). 
Their average height was 180 cm and weight 79.7 kg. They evaluated that they were 
in pretty good shape (M=3.71 on a 5 point scale) and that their ability to cope with 
stress was good (M=3.65 on a 5 point scale). 

2.2    Stimuli 

Stimuli material consisted of 5 Finnish army voice commands (e.g., Halt! Password!), 
5 pictures that presented military equipment (e.g., a tank), and tactual stimuli that 
were given to four locations in both right and left side of the body: head, neck, arm 
and torso. 

Engineering Acoustics Inc. C2 tactors were used to give the tactual stimuli (see 
Figure 1). 

2.3   Measures 

Demographics and BIS/BAS Sensitivies. Background factors such as age, gender, 
and level of stress management skills as well as Behavioral inhibition (BIS) and 
Behavioral activation (BAS) sensitivities, were assessed with questionnaires before 
the experiment. Dispositional BIS and BAS sensitivities of the participants were 
measured with the BIS/BAS scales (Carver & White, 1994), a 20-item self-
administered questionnaire. The BIS scale is comprised of 7 items (e.g., “I feel pretty 
worried or upset when I think or know somebody is angry at me”). The BAS scale is 
comprised of three subscales: BAS Drive (DR) reflects the persistent pursuit of 
desired goals (4 items; e.g., “I go out of my way to get things I want”); BAS Fun 
Seeking (FS) reflects both a desire for new rewards and willingness to approach a  
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Fig. 1. EAI C2-tactor 

 

potentially rewarding event (5 items; e.g., “I crave for excitement and new 
sensations”); and BAS Reward Responsiveness (RR) reflects the orientation to 
respond positively to the occurrence or anticipation of reward (4 items; e.g., “When I 
get something I want, I feel excited and energized”). Each of the items was rated on a 
4-point scale, ranging from 1 (very false with me) to 4 (very true for me). The 
psychometric properties of the instrument have been shown to be acceptable (Carver 
& White, 1994). 
 

Work Load. The NASA TLX (see http://humansystems.arc.nasa.gov/groups/TLX/) 
was used to assess the work load. The overall workload is a summary of the following 
subscales in the questionnaire: mental load, physical load, temporal load, 
performance, effort and frustration. Each scale was rated with a 9 point gradual scale 
from very low to very high. In addition to overall work load, we also analyzed the 
mental load subscale separately. 
 

Task Performance. The task performance was measured by the reaction time to the 
tactual stimuli. 

2.4   Procedure 

After a brief description of the experiment, participants filled in the background and 
BIS/BAS questionnaires.  

Participants were told that the experiment involve multitasking. They were advised 
to respond as fast as possible to pictures presented on a screen or sounds presented in 
earphones. They were told to click a button whenever a picture or a sound they 
saw/hear was the same as previous picture or sound (in N1, low cognitive load, easy 
task) or the same as picture or sound as the picture or sound before the previous 
picture or sound (in N2, high cognitive load, difficult task). They were also told that 
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during this so called n-back task stimuli, tactile stimuli will be presented randomly to 
different parts of their body and that they have to respond immediately to the tactile 
stimuli by pushing a button. 

There were four approximately 20 minutes blocks of stimuli that were the 
following: N1 auditive, N2 auditive, N1 visual, N2 visual. The order of the 
presentation of the blocks was counterbalanced. After each block the subject filled the 
NASA TLX questionnaire, and had a short break before the next block of stimuli. 

2.5   Study Design and Analyses 

The study design was Difficulty (2 levels: low, high) x Presentation Modality (2 
levels: audio, visual) within-subjects design. The data for the NASA-TLX was 
analyzed using GLM Repeated Measures Analysis and the data for the reaction time 
using Linear Mixed Model in SPSS. 

3   Results 

The analysis confirmed the manipulation for the task difficulty: the N2 task (difficult 
task) elicited higher NASA-TLX scores and longer reaction times to tactual stimuli 
than N1 (easy task; For NASA-TLX Ms = 46.25 and 42.00, p<.001; for reaction times 
Ms=1.33 and 1.20, p<.001). 

3.1   Work Load (NASA-TLX) 

In predicting work load (NASA-TLX scores), a significant Task Difficulty (N1, N2) x 
BAS interaction was found (p=.006).  As illustrated in Figure 2, among participants 
scoring high on BAS there was not so large difference in workload ratings between 
the difficult and easy task (Ms = 42.52 and 39.97), whereas among low BAS scorers 
the difficult task elicited much higher work load than the easy task (Ms = 50.44 and 
44.28).  

The analysis revealed also a significant Task Modality x BIS interaction in 
predicting work load (p=.031). The auditive modality elicited lower workload than 
visual modality among high BIS scorers (Ms=41.09 and 47.06), whereas among low 
BIS scorers there was not so large difference (Ms = 42.93 and 45.42).  

The GLM Repeated Measures analysis revealed also a significant Task Difficulty x 
Information Processing Capacity in predicting workload (p= 0.33). As illustrated in 
Figure 3, N2 was especially more difficult than N1 among people with low 
information processing capacity (Ms = 52.41 and 44.86), whereas among people with 
high information processing capacity the difference between N2 and N1 was smaller 
(Ms = 43.30 and 40.63). 

The analysis revealed also a main effect for ability to cope with stress in predicting 
mental load (p=.01). People that were able to cope with stress more efficiently 
experienced less mental load (M=8.43) than people that are not so good at coping with 
stress (M=13.23). Analysis also showed an interaction between Ability to Cope with 
Stress and Task Difficulty in predicting mental load. The difference between difficult 
and easy task was smaller among people that are good in coping with stress (M=8.64 
and 8.22) than among people that are not as good in coping with stress (Ms = 14.11 
and 12.34). 
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Fig. 2. Workload scores for low and high BAS scorers during easy and difficult task 

 

Fig. 3. Workload scores for participants scoring low and high on information processing 
capacity (IPC) during easy and difficult task 
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3.1   Reaction Time 

In regard to task performance, the LMM analysis revealed a significant interaction 
between BIS and Task Difficulty in predicting reaction time to tactual stimuli (p<.001). 
For low BIS scorers the reaction time to the tactual stimuli was considerable higher in 
difficult than easy task (Ms = 1.36 and 1.22), whereas for high BIS scorers the 
difference in reaction time in easy and difficult task was smaller (Ms = 1.28 and 1.19). 

In predicting reaction time, the analysis also revealed a significant main effect for 
ability to cope with stress (p<.001). Participants scoring low on ability to cope with 
stress reacted faster to the tactual stimuli than participants scoring high on ability to 
cope with stress (Ms = 1.25 and 1.27). 

Analysis also showed a significant main effect for information processing capacity (p 
<.001) and an interaction between Task Difficulty and Information Processing Capacity 
(p = .001) in predicting reaction time. Reaction time was lower among participants 
scoring high on information processing capacity than among participants scoring low on 
information processing capacity (Ms = 1.26 and 1.27). As illustrated in Figure 4., the 
difference between reaction times in difficult and easy tasks was greater among subjects 
scoring low on information processing capacity (Ms = 1.36 and 1.18) than among 
subjects scoring high on information processing capacity (Ms = 1.31 and 1.21). 

 

Fig. 4. Reaction times during easy (N1) and difficult (N2) tasks among low and high 
information processing capacity scorers 

4   Discussion 

The results showed several individual differences in workload while doing multitasking 
with a computer. We found among other things that the difficult task was especially 
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more difficult than the easy task for participants scoring low on information processing 
capacity, whereas participants scoring high on information processing capacity 
performed almost equally well in easy and difficult task (in terms of self-report work 
load). Similarly, people with lower capacity to cope with stress tend to feel more overall 
mental load than people with higher capacity to cope with stress. The result on task 
performance showed that in addition that people with high information capacity tend to 
evaluate easy and difficult tasks as almost equally loading, they also performed almost 
equally well in both conditions: the difference between reaction times in difficult and 
easy tasks was significantly lower among subjects scoring high on information 
processing capacity than among subjects scoring low on information processing 
capacity. In addition, in general reaction time was lower among participants scoring 
high on information processing capacity than among participants scoring low on 
information processing capacity. Thus the results suggests that information processing 
capacity can be measured meaningfully with a simple likert scale, and that the scores on 
this measures can be used to predict the participant’s processing capability (reaction 
time and work load) in a multitasking task environment. 

We also found that among participants scoring high on BAS there was not a large 
difference in workload ratings between easy and difficult task, whereas the opposite 
was true for low BAS scorers. We also found that for low BIS scorers the reaction 
time to the tactual stimuli was considerable higher during difficult than easy task, 
whereas for high BIS scorers the difference in reaction time during easy and difficult 
task was smaller. As low BIS correlates with high BAS and low BAS correlates with 
high BIS, it seemed that even though the results supported the idea that extrovert 
subjects are prone to any kind of stimuli as opposite to low BAS or high BIS scorers, 
their performance during easy and difficult task nevertheless differed greatly. 
However, these speculations and reasons for these findings need to be validated in 
follow-up studies. 

In regard to the reaction time, we also observed that participants scoring low on 
ability to cope with stress reacted faster to the tactual stimuli than participants scoring 
high on ability to cope with stress. We feel that this finding reflect the higher 
reactivity of the people that are not very good in coping with stress on external stimuli 
on their body (a possible stressful stimuli). 

In sum, the results show that there are many individual factors that may affect the 
nature and magnitude of work load and task performance in multitasking computer 
environments. The results have implications for the design of multimodal systems as 
clearly some people can perform quite heavy tasks easily while for others they may be 
more difficult. Optimally a multitasking environment should be designed so that it 
would be able to adjust it to adapt the task interface and the presentation of 
information to fit the user capabilities. 
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Abstract. This chapter introduces a relationship between Internet anxiety and 
human behavior.  The Internet has become an avenue for service provision, 
third-party applications, connectivity and social media. Thus, a clear 
understanding and comprehensive description of the relationship between 
Internet anxiety and human behavior becomes essential. The objective of this 
paper is to provide an assessment of the behavior and anxiety patterns of 
different age groups on the Internet. The study contributes to knowledge on 
human behavior and Internet anxiety. The preliminary investigation was 
realized with a small number of participants using qualitative research 
methodologies, including a structured themed interview. The result indicates 
that participants felt more anxiousness on Internet time delay anxiety, 
Experience anxiety, and Net Search anxiety. 

1   Introduction 

“A man who carries a cat by the tail learns something he can learn in no other way.” 
--Mark Twain  

 
With reference to above quoted sentence, imagine the world of the Internet as if it 
were a cat. It is understood that a user’s experience on the Internet might be pleasant 
or unpleasant. Thus, a user who uses contents on the Internet also “learns something 
that he can learn in no other way”.  Regardless of millions views of ‘cat videos’ 
found in YouTube, thousands of friends created/destroyed in the Facebook, and 
countless contents spawning  on the Internet daily, it is still extremely difficult to 
reduce and measure user’s behavior on the Internet. Moreover, one could argue that 
everybody wants to be on the Internet regardless of race, color, country, ethics and 
culture. Thus, the Internet can be seen from many different perspectives.  On positive 
note, contents on the Internet acts as a great platform to share, collaborate and learn 
new stuff.  On negative note, consuming lots of unnecessary information could cause 
anxiousness and stress. It seems that we no longer live in the ‘age of information’ but 
we ‘float in the age of information’. Therefore, Internet anxiety is a serious problem 
simply because it causes cultural, social, economical and psychological stress. We 
might define Internet Anxiety as the state of helplessness, a conscious struggle for 
right information at the right time, and a feeling of distress to some extent. Similarly, 
a user’s action or reaction at the Internet interface could define his/her behavior. 
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Finding a relationship between user’s behavior and Internet anxiety seems significant 
in order to ‘axe the trouble’ of using contents on the Internet.  

2   Related Work 

In twenty years of research, many researchers on HCI (Human Computer Interaction) 
field have reported about the computer anxiety [8, 9, 10, 11, and 12]. More 
elaborately, Compeau, D.R.,  et al. proposed a model based on Bandura’s social 
cognitive theory in which longitudinal study with 394 participants were performed 
and reported, “self-efficacy and outcome expectations impact on an individual’s 
affective and behavioral reaction to IT” [8]. Another study with Durndell, A. and 
Hagg, Z. suggests gender effects on computer usage –“males with higher computer 
self-efficacy, lower computer anxiety, and positive attitudes towards the Internet use 
than females” [9]. While Heinssen, R.K.,et al. reported no significant difference in 
gender for computer anxiety[10].In another study, Mcilroy, D., et al., demonstrated 
students with “computer phobia” on the basis of self-report measures [11]. Popovich, 
P.M., et al., has shown that there is no gender differences towards the use of 
computers, computer courses in college, amount of time spent using computers or 
degree of self-reported computer anxiety [12].  

Twelve years ago, one study suggested that Internet users used to spend most of 
the time online using email and Web [7]. It has also been hypothesized that those who 
have higher computer anxiety will also possess higher Internet anxiety [6]. On the 
other hand, Internet anxiety is related to computer anxiety [1]. In very simple terms, 
an anxiety caused by contents on the Internet can be defined as the Internet anxiety. 
Empirical data has illustrated that computer anxiety and Internet anxiety vary [2, 3, 
and 4].  However, it is understood that Internet can cause anxiety [5]. Many studies 
have elaborately discussed on Internet Addictive Behavior (IAB). These behaviors 
encompasses physiological factors such as depression, anxiety, loneliness and 
personality factors [13], gender and Internet usage [14], self esteem [15] and personal 
attachments [16].  Nevertheless, none of the existing literatures is focused on 
assessment of human behavior and anxiety on the Internet.   

With an advent of services, applications, games, social networking sites on the 
Internet, many things have changed in recent years. There are evidences of anxiety 
and stress caused by online contents. However, Literature study suggests that it is 
very difficult to determine the self-reinforcing relationship between anxiety and 
behavior. Moreover, in literature there is no link between anxiety and behavior.  

3   Research Questions and Methodology 

In this chapter, we mainly focused on building relationship between human behavior 
and Internet anxiety. Figure 01 below illustrates how the Internet anxiety and human 
behavior study was conducted. Two sessions of Interviews (Interview 1 and 
Interview2) were conducted with varying number of users. A set of questionnaires 
(Q1 and Q2) were prepared and distributed among users. 
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Fig. 1. Diagram illustrating the process of the study, the green color indicates the 
input/literature whereas the blue color indicates the output/results 

What is the nature of Internet anxiety? The below bulleted points summarize the 
assumptions about the Internet anxiety. Is any part of this wisdom correct? The 
various literature reviews on Internet anxiety and human behavior was taken into 
account. The demographic data with professors, researchers and students were 
collected during this research enhances our understanding of the phenomenon and 
may help to break down some of the wisdom surrounding myths on Internet anxiety. 

• Majority of young students are not anxious about using the contents on the 
Internet. 

• Students with high technical skills can easily understand almost anything on the 
Internet. 

• Most human behave normally on the Internet. 
• Women will have higher level of Internet anxiety problems. 
• Any information can be obtained from the Internet therefore, there is no anxiety. 
• User/human with greater computer experience will suffer less Internet anxiety. 
• Social networking causes no anxiety. 
• I could never get depressed—I am too strong a person on the Internet. 
• My Interaction with the Internet do not cause any harm to others. 
• I do not care about the Internet anxiety and its types. 
• I am never anxious. My online behavior is excellent. 
• All types of Internet anxieties are caused by … (A single cause is referenced. For 

example. Personality, past experiences, health, social-economical scenarios, mental 
illness, fear and apprehension. )  

 
Can Internet anxiety be treated? If Internet anxiety is real, than the treatment is 
necessary. Until date, Internet anxiety has not been realized as “general anxiety”. The 
necessary approaches for the treatment of Internet anxiety are vital. In case of human 
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behavior on the Internet, there are wide ranges of questions that need to be resolved if 
the problem has to be fully understood: 

What is the human behavior on the Internet? One needs to conceptualize behavior 
in the context of Internet usage, task and user’s characteristics.  Can human behavior 
be measured? If human behavior can be measured, the types of measurement should 
be specified. Various types of research methodologies need to be discussed. After the 
investigation of these sub-questions, we came across the main question: 

How can we build a relationship between human behavior and human anxiety on 
the Internet? To build any kind of relationship, the correlation of two variables is 
necessary.  The two variables mean ‘Internet anxiety’ and ‘human behavior’. One 
needs to investigate these two variables and their types. Thus, the coupling between 
Internet anxiety and human behavior has been examined with small user groups in 
different demographics conducting interviews. The data was gathered by Qualitative 
research approach such as Interview analysis. There were two sessions of Interview 
conducted among participants. In the first session of the Interview, first round of the 
questionnaires were administered to nine participants with different demographics. 
All the nine participants accepted the interview  questions that yielded fruitful 
response which was recorded using audio tapes and evaluated 

4   Study Setup 

The aim of the study was an attempt to put the human in different age, gender and 
Internet context. These user’s opinion data was audio taped. Hence, we started to 
design the study by conducting a first session of Interview with only nine participants 
in the laboratory settings. In session one, the interview was conducted with three 
smaller groups consisting of three participants each. There were two reasons behind 
conducting this session. Firstly, we wanted to make sure that our study set-up was 
clearly understood by the participants. Therefore, we needed some time to define 
types of users and their demographics. Secondly, we believed that it is important to 
start with smaller number of participants. The participants in the first session were all 
male. The participants in the second session were male and females. The three 
participants from each group were divided such that each group age range was 
different. The first group consisted of professors, second group consisted of 
researchers and third group consisted of students.  

Sample evaluation and analysis. The sample consisted of fifteen participants. These 
samples were divided into three groups based on age. Each group consisted of three 
equal participants. It is important to note that three participants were above the age of 
40 and they belong to the category of professors or researchers. They all have used 
the Internet since 1988 or 1989. The mean average age of all the participants has been 
calculated as 31, 89.  

Interview Questions. The interview was structural interview. The reason of 
conducting this interview was to select the expert participants who had background 
knowledge about the Internet technology in general. The Interview began with simple 
questions and later difficult questions were given to the participants.  
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Interview Questions 01 

1-4: Why/when/where/how, you are using the Internet. 

5: What Internet means to you? 
6: What is not in the Internet that you would like to have? 
7: What is in the Internet that you would like to use offline? 
 

Interview Questions 02 

1. What are categories of problems that you encounter on the Internet? 
2. How are you feeling, when you encounter such problems? 
3. What sorts of thing affects your feeling? 
4. How are you behaving, when you encounter such problems? 
5. What sorts of things affect your behavior? 
6. In above seven types of anxieties, which one you feel the most and why? (Strongly 

Disagree: 1, Disagree: 2, Neutral: 3 Agree: 4, Strongly Agree: 5) 
7. What are other types of anxieties you have encountered on the Internet? 
8. What are the technical-enablers to overcome your anxiety (e.g., plug-ins in 

browser, advertisements blocker client programs etc)? 
 

Data Collection. The data was collected by audio tape recording and note taking 
mechanism. The entire interviews were recorded and notes were taken at the same 
time. After the completion of interviews with all the participants, annotation of audio 
tape and notes were carried out. The summary of that review is discussed in result and 
discussions section.  

5   Results and Discussions 

We divided our results based on participants understanding about the Internet in 
general by asking “W/H questions”. After the interview for the session was finished, 
the tape-recorded was analyzed. Let us start by describing what happened with 
participant 2 and 3 on seven different interview questions. P2 is 24 years old student, 
using the Internet since 1998 and P3 is 30 years old researcher using the Internet since 
1997. When they both arrived in the lab, they said that they felt quite relaxed. The 
study set up was demonstrated and demographic details of paper were given. The 
detailed transcript of the interview is avoided. Likewise, the participants 9 is a 
researcher who works in the laboratory. He has been using the Internet since 1996 
and is 31 years old. This participant usage the Internet “quite a lot” and “getting 
information” while at work or home is very significant for him. The common 
keywords recorded from his interview have been shown in the figure below. 

Afterwards, the interview was conducted individually with those participants who 
were above 40. The participant 8 is a professor and he has been using the Internet 
since 1988. The participant uses the Internet “whenever, wherever”. For this 
participant, the Internet is “possibility” for various “information” and believes 
“everything is on the Internet”. Similarly, the interview was conducted individually 
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with the participant 1. He is an adjunct professor and he has been using the Internet 
since 1989. The participant uses the Internet “a lot”, and mainly at “work” or at 
“home”. For this participant, the Internet is “information”, “connectivity” for various 
“services” and believes “synchronization of calendar” is not present on the Internet. 
The study was conducted among three participants 4, 5 and 6 who are students 
studying in the technological university. They have been using the Internet since 
2001, 2000 and 1999 respectively. These students view the Internet as the 
“information source” and they want the services on the Internet to be “free”. They 
extensively use the multimedia contents on the Internet. In addition, they also want to 
learn, share and collaborate with other users using social networking sites (SNS) for 
example, Facebook, Twitter and MySpace. They use the Internet with their laptops, 
desktop and mobile devices. The final interview was carried out with participant 7. He 
is a researcher who works in the laboratory. He has been using the Internet since 
1989. He uses the Internet almost “every time” and for him the Internet means 
“connectivity” sharing of various “services”, “information”, different types of 
protocols for communications. He believes that “calendar” synchronization is not 
present in the offline mode and it would be useful application.  

It can be concluded that all the participants viewed the Internet as the medium for 
communication, sharing contents, information, and connectivity. These participants 
were asked about their applicability of Internet and their common reply was “almost 
everywhere”. The majority of participants did not use the Internet using the mobile 
devices. Two participants suggested “calendar synchronization” on the Internet 
would be a great idea. The student participants suggested mainly on “free services” 
and “free contents” (for example, Online TV, Free Streaming Multimedia Contents 
and Free WebPages). They would like to share contents with friends and family 
“almost every time”.  

In response to the sixth item of the Interview Question 02, following table and 
graph was recorded from the seven users. As there has been no threshold to define 
Internet anxiety, we presumed 3.5 to be more anxiousness (See Table 1 and Figure 
02). Therefore, the tabular data below shows that, Internet Time delay anxiety, 
Experience anxiety and Net search anxiety are more in the users than others types of 
anxieties. 

Table 1. Rating of seven different types of Internet anxiety by users 

Types of Internet anxieties User1 User2 User3 User4 User5 User6 User7 Average
Internet Terminology anxiety 1 2 3 2 1 3 2 2
Internet Time delay anxiety 5 4 5 2 4 5 5 4,28571
General Fear of Internet Failure 3 4 4 1 3 4 2 3
Usage anxiety 3 3 3 4 4 2 3 3,14286
Experience anxiety 4 5 3 4 3 3 4 3,71429
Environment and attraction anxiety 2 4 2 5 4 4 3 3,42857
Net search anxiety 4 4 4 3 3 3 4 3,57143
Average 3,14286 3,71429 3,42857 3 3,14286 3,42857 3,28571  
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Fig. 2. The graph illustrating seven different types of users and their ratings for severity of 
anxiousness 

5.1   Relationships between Anxiety and Behavior 

The following discussion based on the themed interview resulted into mathematical 
derivation of relationships between Internet anxiety and human behavior. The process 
below shows how Internet Anxiety (IA) could be linked to human behavior (HB). 
This is because a user while considering use of the Internet may feel or inhibit 
emotions related to Internet use that might lead to anxiety. A set of assumptions for 
the assessing relationship between anxiety and behavior has been developed.  In the 
figure below, Internet Anxiety is abbreviated as ‘A’ and human behavior is 
abbreviated as ‘B’. The path of the Internet Anxiety and human behavior are depicted 
into four smaller diagrams. For example, In a) anxiety is shown as a dynamic entity 
whereas in c) behavior is shown dynamic. Similarly, in b) both anxiety and behavior 
are linked to each other. In d) both anxiety and behavior are shown with various 
causes separately (See Figure 03). 

1. A ≠ B   
2. IA ≠ HB or, IA↔ HB 
3. IA ~ HB means HB ∈ [IA] (and equivalently IA €€  [HB])  
4. IA €€  {fear, worry, frustration, apprehension, and negative feelings}  
5. HB= {negative action/reaction}  
6. IA €€  {fearlessness, reassurance, success, easiness, and positive feelings}  
7. HB= {positive action/reaction}  

8. IA ∉ {fearlessness, reassurance, success, easiness, and positive feelings} and 

9. ∉ {fear, worry, frustration, apprehension, and negative feelings} 
10.HB= {neutral action/reaction} 
11.A= (fear, worry, frustration, apprehension, and negative feelings) 
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12.B= (fearlessness, reassurance, success, easiness, and positive feelings) 
13.C= (no feelings/emotions) 
14.IA= (A, B, C) 
15.HB= (negative, positive and neutral action/reactions) 
16.If negative=- , positive= + and neutral = * then {A, B, C} = {-, +, *} 

17.IA ⋈ HB 

 

Fig. 3. The diagram shows the relationship between anxiety and behavior 

6   Conclusions and Future Work 

From our preliminary study, the Interview result suggests that the Internet anxiety 
could be part of human behaviour but not vice versa. Furthermore, among seven types 
of anxiety identified, participants felt most anxious on Internet time delay anxiety, 
Experience anxiety, and Net Search anxiety. Majority of the participants also 
suggested that they do not have any impact of anxious behaviour on the Internet. A 
relationship between Internet anxiety and human behaviour can only be determined 
by understanding user’s behaviour. In order to understand how human/user behaves 
on the Internet it is extremely important to measure user’s reaction at the Internet 
interface. Moreover, a user with certain types of Internet anxieties is much easy for 
measuring behaviour. A priori to understand and find relationship between Internet 
anxiety and human behaviour is determinant of not only types of Internet anxieties but 
also user’s action/reaction at the Internet interface.  

The limitation of study suggests that analyzing and conceptualizing human 
behaviour may not be the complete solution. Thus, the possible alternative to reduce 
human anxiety on the Internet is by classification of anxieties and by use of 
qualitative methodologies to enhance sound empirical results. The future work would 
comprise of measuring user’s reaction to reduce Internet anxieties, building 
conceptual framework to assess human anxiety on the Internet and creating 
tools/techniques/methods to measure human anxiety on the Internet. In short, 
development of technological tools to understand relationship between Internet 
anxiety and human behavior would be an asset to the community of HCI.   
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Abstract. In this paper, we propose a novel agent-based simulation modeling of 
human behaviors. A conceptual framework of human behavioral simulation is 
suggested using the ecological definition of affordances in order to mimic 
perception-based human actions interacting with the environment. A simulation 
example of a ‘warehouse fire evacuation’ is illustrated to demonstrate the 
applicability of the proposed framework. The perception-based human 
behaviors and planning algorithms are adapted and embedded within human 
agent models using the Static and Dynamic Floor Field Indicators, which 
represent the evacuee’s prior knowledge of the floor layout and perceivable 
information of dynamic environmental changes, respectively. The proposed 
framework is expected to capture the natural manners in which humans 
participate in systems and enhance the simulation fidelity by incorporating 
cognitive intent into human behavior simulations. 

Keywords: Human Behavior, Affordance Theory, Finite State Automata, 
Agent-based Modeling, and Simulation. 

1   Introduction 

While systems theory has grown rapidly, modeling and simulation of human-involved 
systems has not kept pace. We suspect that it is, in part, because no common 
framework exists to accommodate both human cognitive models and the discrete 
system representations within which humans play critical roles. This creates a major 
modeling void as most complex systems contain human activities. In this research, we 
present a generic simulation framework to fill up the void using the ecological 
concept of affordance and a formal modeling methodology for human-involved 
complex systems. 

In 1979, Gibson initiated an ecological understanding of human actions in animal-
environment systems [1]. According to him, a human action is regarded as a consequence 
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of the juxtaposition process of affordance and effectivity (an individual’s property of 
ability to take a specific action) which are directly perceived by the human. That means a 
human makes decisions to take actions based on perceived information regarding sets of 
affordance-effectivity couples.  

From this perspective, we run into the challenge to address the human in the 
system and to provide a modeling vision for a human-involved system. In this 
research, an affordance-based simulation framework that is capable of analyzing 
perception-based human behavioral patterns in complex and uncertain environs is 
developed for modeling systems with people. For illustrative purposes, we discuss the 
problem from the standpoint of the ecological concept of affordance to interpret 
human actions and simulate their perception-based planning and behavioral patterns. 
The proposed framework will provide a predictive analysis capability for the design 
of human-involved system. 

The remainder of this paper is organized as follows: Section 2 provides the related 
work and background of this research. Section 3 presents the conceptual simulation 
framework and its components to cater for human-involved discrete event 
simulations. We demonstrate the proposed simulation framework by implementing 
the ‘ware house fire evacuation’ scenario in which human evacuees make decision 
based on their perception as well as previous knowledge in Section 4. Finally, we 
conclude this paper with a discussion of the direction for future research in Section 5. 

2   Background 

2.1   Human Behavior Modeling and Simulation 

Human decision behaviors have been studied by researchers in various disciplines 
such as artificial intelligence, psychology, cognitive science, and decision science. 
Lee et al. [2] classified human decision behavior models into three major categories 
based upon their theoretical approach: 1) economics-based approach, 2) a 
psychology-based approach, and 3) a synthetic engineering-based approach.  Each 
approach exhibits strengths and limitations.  First, models employing the economics-
based approach have a concrete foundation, based largely on the assumption that 
decision makers are rational [3, 4]. However, one limitation is the inability to 
represent the nature of human cognition. To overcome this limitation, models using a 
psychology-based approach have been proposed [5, 6]. While these models explicitly 
account for human cognition, they generally address human behaviors only under 
simplified and controlled laboratory conditions [7].  

While current synthetic models available in the literature consider human 
perceptions explicitly, none of them is grounded both on the ecological concept of 
affordance and a formal system theoretic method for human-involved complex 
systems. Therefore, the goal of this research is to develop a generic framework for 
affordance-based simulation of human behavior using affordance-based finite state 
automata (FSA).  
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2.2   Affordance Theory and Perception-Based Human Actions 

Gibson first defined the affordances of the environment as what it offers to the animal 
(person), what it provides or furnishes, either for good or ill [1]. Since Gibson 
proposed his definition, the notion of affordance has been further refined and 
theorized. For example, Turvey presents a perspective on the ecological ontology of 
affordances with links to prospective control [8]. Turvey bases the definition of 
affordance in terms of properties that represent a potential state and are not currently 
realized (called dispositional properties or dispositions). Dispositions occur in pairs in 
which a property of the environment (i.e., walk on – ability for the person) is 
complemented by a property of the animal’s capability known as an effectivity (i.e., 
to walk on the stairs’ surface). So the terms of affordance and effectivity can be 
combined together so that they incur a different property (i.e., climb the stairs) to be 
activated [8]. Specifically, Turvey presents a formal definition of affordances 
mathematically using a juxtaposition function as follows; 

Let Wpq=j(Xp,Zq) be a function that is composed of an animal (X) and a 
environmental object (Z), and further p and q be properties of X and Z, respectively. 
Then, p refers to an affordance of X and q is the effectivity of Z, if and only if there 
exists a third property r such that: 

i) Wpq=j(Xp,Zq) possesses r,  
ii)  Wpq=j(Xp,Zq) possesses neither p nor q, and 
iii)  Neither X nor Z possesses r, where r is a joining or juxtaposition function. 

For example, in case of a person-climbing-stairs system (W), a person (Z) can walk 
(q), stairs (X) can support something (p), and they together yield climbing property 
(r). This formal definition of affordance, effectivity, and juxtaposition function can be 
mapped to the precondition set of state transition function in the FSA and provides a 
foundation that the concept of an affordance can be combined with software 
engineering and systems theory. 

2.3   Affordance-Based Formal Modeling of Perception-Based Human Actions 

The affordance-based modeling approach has been widely adapted for designing 
robot controls and mimicking human actions in specific environmental situations [9]. 
However, most of these efforts lack formal ways to model human actions with respect 
to system transitions, due to the low level of abstraction in modeling perceptual 
properties.  

Kim et al. suggest an affordance-based descriptive formalism for human-involved 
complex systems using finite state automata. In their work, an environmental system 
is defined as a set of nodes and arcs which describe discrete states of the system and 
the transitions between states, respectively [10]. Then, a set of transitions between 
states is triggered by certain human actions to lead to the next states. Affordance-
effectivity combinations are considered as preconditions for actualizing possible 
human actions. In their work, a perception-based human action and its associated 
properties of an affordance and effectivity are systematically defined as placeholders 
in the context of discrete systems for implementation of a dynamic juxtaposition 
process (see Figure 1). There are two kinds of state transitions: external state 
transition and internal state transition. The external state transition can bring physical 
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changes of system state caused by a specific human action in the human-environment 
system. On the other hand, the internal state transition is concerned with a 
precondition(s) that must be satisfied for actuating the external state transition in the 
system. It connects two sub-states each of which is a combination of a specific 
affordance and effectivity. These affordances and effectivities are time-varying 
properties which are determined by the physical situations of environmental elements 
and human capabilities. In a certain amount of time, tint, if the current status of 
affordances and effectivities (pi, qj) may be changed to (pm, qn) to meet a specific 
action condition, then the juxtaposition function will generate a human action and 
then an external state transition will occur, and then a physical state of the system 
goes to the next. The formal modeling of human behaviors in the sense of perception-
based decision making provides a systematic way to include physical preconditions of 
human action possibilities within computable modeling methodologies. 

 

Fig. 1. External and internal transitions of Affordance-FSA formalism [10] 

3   Conceptual Framework of Affordance-Based Human Behavior 
Simulation 

3.1   System Architecture of Affordance-Based Simulation 

In the system theoretic perspective, a human can be regarded as a non-deterministic 
and unpredictable agent within an environment. Envision of theory of affordance 
allows us to include the properties of perception-based actions into discrete event-
based systems and to build the affordance-based simulation framework [10].  The 
proposed affordance-based simulation framework is able to evaluate action 
possibilities and predict human behaviors using the embedded formal automata 
models of human-involved systems. It considers both affordance and effectivity as 
dynamic control parameters which trigger human actions in the simulation in order to 
deal with the interactions between human and dynamic environmental elements.  

Figure 2 depicts the system architecture of the proposed affordance-based 
simulator, where four major components include 1) Affordance-based FSA model, 2) 
Agent Models, 3) Event Generator, and 4) Human Action Planner. The Affordance-
based FSA models are formal automata models of human-involved systems that 
describe the whole state map of human actions and dynamics of environments. The 
FSA model provides dynamic (temporal and spatial) situations and preconditions of 
possible transitions for agents in the system. The agent models are classified into a 
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human agent and an environmental agent. A human agent represents each human in 
the system. An environmental agent describes each environmental element (or cue) of 
the system which may affect human decision makings in the simulation model such as 
fire, smoke, and flood. Each human agent has an action planning (or decision) 
algorithm and the environmental agent follows its own governing rule based on 
physics, while they make transitions from one state to another on the state map of the 
affordance-based FSA. The event generator triggers each event according to pre-
defined human action plans by perceived property data of affordances and 
effectivities from a human agent. The human action planner generates a feasible 
sequence of actions reaching from the current toward the goal state for a human agent. 
In order to do that, the planner refers to dynamic data of affordances and effectivities 
as well as static data of human prior knowledge such as the layout of an 
environmental space. If an unexpected or undesired situation occurs in the system, it 
causes a transition that leads to deviation from the active plan. If it happens, the 
planner immediately recalculates the plan in order to cope with the dynamic change of 
the environment. 

 

Fig. 2. System architecture of the proposed affordance-based human behavior simulator 

3.2   Agent Models 

The concept of agent can vary by its application area. In software engineering, the 
most widely accepted definition of agent model is that: the agent is a computer system 
that is situated in some environment and capable of autonomous action to meet the 
system objectives [11]. An agent in simulation model implies the nature of each entity 
and expresses the complex interaction with other agent in the environment, so that the 
simple agent rule can generate the complex system behaviors.  

In this research, two different types of agent models are defined for the model 
verification (see Figure 3). While a human agent model is represented by goals, 
perception abilities, decision making algorithm and action capabilities, an 
environmental agent maps dynamics of environmental elements onto the system 
model. The concepts of perception-based human action and planning are used to 
develop the decision making algorithm in a human agent model in Section 3.3. 
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Several attributes (e.g. type, name, moving speed, etc) and characteristics for each 
agent are defined to reflect the diversification of humans and environmental elements 
in the system. A conceptual model is developed to illustrate functional procedures of 
and interactions between the human agent and the environmental agent in Figure 4. It 
is noteworthy that human actions are affected by the information on affordances and 
effectivities perceived in the human-environment system. 

 

Fig. 3. Conceptual model of human agent and environmental agent 

3.3   Human Action Planner 

Considering the perception based actions and planning of human agents, we need to 
define a concept of a perceivable boundary (PB) as a horizontal space that a human 
can visually perceive surrounding situations. Since perceivable boundary is 
determined by the position of a person and dynamics of other environmental 
conditions such as lighting and fog, it should be continuously updated according to 
the movements of a person. While the shape and range of a perceivable boundary are 
dependent on the human visual direction, it is assumed in this example that human 
agents have 360 degree viewing angle by rotating their body and head of their own 
free wills. 

The plan is generated based on not only static information of human knowledge on 
the surface layout of an environment, but also perception of dynamic information 
within perceivable boundary obtained at the very moment of the planning (or re-
planning) and decision making. In this research, the static information is defined as 
Static Floor Field Indicator (SFFI) which is a set of numbers indicating distance to the 
exit [12], whereas the dynamic information as Dynamic Floor Field Indicator (DFFI) 
which is a set of numbers representing affordances (move-abilities for a human) of 
perceived areas within a perceivable boundary. 

For the static information in the simulation, it is assumed that a human has 
previous knowledge about the floor layout regardless of his or her perception of the 
environment, so as to make a complete plan which persists until achieving his goal. 
He or she is supposed to know how far the goal position (i.e., the exit) is from the 
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current position in the layout. For the dynamic and complex situation which can 
change the floor layout, however, it is not the case. Suppose that the evacuation route 
for human should be changed because of a fire on a corridor within the evacuee’s 
original evacuation route. If the system is too large for a person to perceive the entire 
area, he or she cannot know every details of a current situation of the environment 
beyond his or her PB. So, the evacuee with insufficient information of the 
environment can make his or her evacuation plan only within the perceivable 
boundary. Beyond the boundary, he or she may be able to make a rough plan with the 
layout information in his or her memory. The rough plan here means a plan made 
only with prior knowledge of the layout (static information). On the other hand, the 
detailed plan is made based on both the static information (prior knowledge) as well 
as dynamic information (perceptual properties) within the perceivable boundary. The 
planner generates and updates both types of plans every time it’s needed (e.g, when 
an unexpected situation which blocks the current planning path occurs). While the 
detailed plan within a perceivable boundary is expressed via affordance-based FSA 
considering perceptual properties of affordances and effectivities, the rough plan 
outside of the perceivable boundary is generated based on the FSA model without 
consideration of the perceptual properties.  

The evacuee decides his or her movement to next position based-on his or her 
objective of behavior in the system which is composed of conditions and goals. An 
exemplary objective of human behavior is “safe and quick (conditions) escape to an 
exit (goal)” in the case of emergency evacuations. In this paper, we propose a generic 
planning algorithm that can be easily applied to generate a human action plan for the 
affordance-based simulation problem as follow:  

• Step1: Define current location of a human agent and perceivable boundary (PB).  
• Step2: Based on the current information, make an action plan until the final states 

(goal state) by calling an objective analysis algorithm. If multiple solutions exist, 
then randomly choose one of them. (It should be noted that the objective analysis 
algorithm can be developed for each application domain by specifying its 
characteristics.) 

• Step3: Move the human agent to the next position on the plan as long as the 
position is currently affordable. If the human agent reaches the final state (goal 
state), then stop.  

• Step4: Update PB and FFIs of cells that newly added to PB. If any state in the plan 
is not affordable, go to Step 2 and revise the plan. Otherwise, go to Step3. 

4   Illustration: Warehouse Fire Evacuation Problem 

4.1   Scenario 

To verify the applicability of the proposed framework of affordance-based simulation, 
the Warehouse Fire Evacuation (WFE) problem is investigated in this section. In this 
considered WFE Problem (see Figure 4-(a)), a fire breaks out in a warehouse in which 
two human operators are working. The warehouse area is equally divided in a 
rectangular grid of 0.8 × 0.8 m2 which is used for either storage or passageway. In this 
storage area, goods are stacked up so high that operators cannot observe what happens 
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over the storing lots. Fires are firstly broken out at three different locations in the 
warehouse and are fast propagated to neighboring lots in a certain amount of speed as 
shown in Figure 4. As soon as an operator perceives the fire, he/she shall have to find 
a possible and safe route to an exit along passageway by considering perceived 
surrounding situations in order to escape from the fires. When he/she tries to move to 
a next passageway lot, if the lot is already occupied with a fire, he/she cannot access 
to the lot and have to find another passageway that offers an affordance to move. The 
following assumptions are made to simplify the considered problem: 

1. Each evacuee can perceive the situations with 360 degree viewing angle in the 
warehouse. 

2. An evacuee can move to next lots only in the direction of front and back or right and 
left in right angle. He/she cannot move to diagonal directions in the warehouse.  

3. Every evacuee acts independently with each other, but some interactions are 
possible among evacuees to share their information and knowledge about the floor 
layout or current situations of the warehouse when they meet in the same places. 

4. Fire is only considered as dynamic environmental element. (Smoke and heat are 
excluded.) 

4.2   Model Description 

The human behaviors in this evacuation problem can be interpreted as a typical 
example of affordance-based human actions in prospective control. Turvey defines 
that prospective control is concerned with future events, usually interpretable as goals 
to be realized [8]. In this example, each evacuee determines his or her own goal and 
plan before starting to move. The goal of each evacuee is to get out of the warehouse 
via one of the exits while avoiding a spreading fire. Once a goal is determined, each 
evacuee will make a plan for his or her movements along passageways to the exit. To 
this end, the plan is made by using not only his or her prior knowledge about the floor 
layout in the warehouse, but perceived information on surrounding situations within 
the PB at the moment of the planning. A concept of the goal and plan in this 
evacuation problem is also found in Figure 4-(a). 

In order to realize this evacuation problem into a simulation model, the warehouse 
is described by a two-dimensional grid of equally divided 64 lots. Each cell can be 
empty, occupied by goods or by fires. Its size corresponds to 0.8×0.8m2, the typical 
surface occupied by more than two persons in a dense situation [13]. Once the 
geometry of the floor field and exit locations is determined, each cell is assigned with 
a constant value of a static floor field indicator (SFFI) representing its static distance 
to the exits. Nearer the exit, lower values correspond to cells. Thus, these static values 
indicate to the evacuees the direction to the exit, since they always prefer to move to 
an adjacent cell with a lower value of SFFI than the current one. So the values of the 
floor field indicator are used as a basis for generating plans to the way to the exits 
with dynamic perceptual information on the floor. Cells occupied by goods or fires 
are assigned with very high values of dynamic floor field indicators (DFFIs) to ensure 
that there is no affordance of move-ability to an evacuee and he or she will never 
attempt to occupy them. The floor layout and the values of the static floor field 
indicators are shown in Figure 4-(a). 
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        (a) human action plan and PB at time t0            (b) human action plan and PB at time t6 

Fig. 4. Entity state transition model for Warehouse Fire Evacuation Problem 

In the affordance-based simulation model, each evacuee is represented as a human 
agent, and fire is represented as an environmental agent. The continuous time is 
discredited into time steps which are unit times for the simulation. The mean velocity 
of evacuees is around 2 m/s [14]. If we set the time step Δt to 0.4 s, human agents 
move 0.8 m per time step in average. The mean velocity of fire propagation is 
assumed to be 0.4m/s. This means that a fire broken out in a cell can be propagated 
into its adjacent cells at every five time steps averagely. Therefore dynamics of the 
warehouse can be implemented by the floor layout of the warehouse and a dynamic 
interaction between human agents and propagating fire agents in the warehouse.  

To perform this behavior, each human agent perceives whether its adjacent lots 
provide it with the affordance, “is-move-able” for the human agent, or not. So, in this 
warehouse evacuation problem, the affordance is “move-ability for an evacuee to an 
adjacent lot,” and the accompanying effectivity for a human agent is “capability to 
move to an adjacent lot.” 

5   Conclusion 

In this research, we suggest a generic framework for human behavior simulation by 
combining both human cognitive models and the discrete system representations, 
which is the affordance-based FSA. The simulation model presented in this paper is 
agent-based as well as perception-based. The human agent (evacuee) in the 
demonstrated simulation model has its own algorithm to generate evacuation plans 
based on both the prior knowledge on the floor layout and what it perceives in the 
perceivable boundary. The agent model can regenerate evacuation plans whenever its 
perceivable surrounding environments are changed. This simulates realistic human 
behaviors which are dependent on perception-based decision making claimed by 
ecological psychologists. 

While we focused on the conceptual framework and human’s perception (a major 
function) in this work, we will consider other human attributes (e.g. social 
psychology, emotions, cultures, and knowledge levels) in the future.  Also, we shall 
have to validate the simulation results via human experiments in a suitable task 
environment (e.g. virtual reality). 



 Human Behavioral Simulation Using Affordance-Based Agent Model 377 

 

Acknowledgment. This research was supported by Basic Science Research Program 
through the National Research Foundation of Korea(NRF) funded by the Ministry of 
Education, Science and Technology(20090077993) " 

References 

1. Gibson, J.J.: The Ecological Approach to Visual Perception. Houghton Mifflin, Boston 
(1979) 

2. Lee, S., Son, Y., Jin, J.: Decision field theory extensions for behavior modeling in dynamic 
environment using Bayesian belief network. Information Sciences 178(10), 2297–2314 
(2008) 

3. Mosteller, F., Nogee, P.: An experimental measurement of utility. J. Pol. Econ. 59, 371–
404 (1951) 

4. Opaluch, J.J., Segerson, K.: Rational roots of irrational behavior: New theories of 
economic decision-making. Northeastern Journal of Agricultural and Resource 
Economics 18(2), 81–95 (1989) 

5. Edwards, W.: The theory of decision making. Psychological Bulletin 51(4), 380–417 
(1954) 

6. Payne, J.W.: Contingent decision behavior. Psychological Bulletin 92, 382–402 (1982) 
7. Rothrock, L., Yin, J.: Integrating compensatory and noncompensatory decision making 

strategies in dynamic task environments. In: Kugler, T., et al. (eds.) Decision Modeling 
and Behavior in Complex and Uncertain Environments, pp. 123–138. Springer, New York 
(2008) 

8. Turvey, M.T.: Affordances and Prospective Control: An Outline of the Ontology. 
Ecological Psychology 4(3), 173–187 (1992) 

9. Kirlik, A., Miller, R.A., Jagacinski, R.J.: Supervisory Control in a Dynamic Uncertain 
Environment: A Process Model of Skilled Human-Environment Interaction. IEEE 
Transactions on Systems, Man, and Cybernetics 23(4), 929–952 (1993) 

10. Kim, N., Thiruvengada, H., Rothrock, L., Wysk, R.A., Shin, D.: Modeling of Affordances 
in Human-involved Complex Systems Using Finite State Automata (FSA). IEEE 
Transactions on Systems, Man, and Cybernetics Part A: Humans and Systems (submitted 
for publication) 

11. Varas, A., Cornejo, M.D., Mainemer, D., Toledo, B., Rogan, J., Munoz, V., Valdivia, J.A.: 
Cellular automaton model for evacuation process with obstacles. Physica A: Statistical 
Mechanics and its Applications 382, 631–642 (2007) 

12. Zhang, Z., Zhang, C.: Agent-Based Hybrid Intelligent Systems: An Agent-Based 
Framework for Complex Problem Solving. Springer, New York (2004) 

13. Burstedde, C., Klauck, K., Schadschneider, A., Zittartz, J.: Simulation of Pedestrian 
Dynamics using a two-dimensional cellular automaton. Physica A: Statistical Mechanics 
and its Applications 295, 507–525 (2001) 

14. Daoliang, Z., Lizhong, Y., Jian, L.: Exit dynamics of occupant evacuation in an 
emergency. A: Statistical Mechanics and its Applications 363, 501–511 (2005) 



 

J.A. Jacko (Ed.): Human-Computer Interaction, Part I, HCII 2011, LNCS 6761, pp. 378–387, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Investigating the Effects of Metacognition in Dynamic 
Control Tasks 

Jung Hyup Kim1, Ling Rothrock1, Anand Tharanathan2, and Hari Thiruvengada2 

1 Industrial and Manufacturing Engineering, Pennsylvania State University, USA 
2 Honeywell Labs, USA 

jzk170@psu.edu, lxr28@engr.psu.edu,  
{Anand.Tharanathan,Hari.Thiruvengada}@Honeywell.com 

Abstract. Metacogntion is a broadly studied concept in cognitive science, 
educational psychology and developmental psychology. Prior research on 
metacognition shows that successful learning is often based on specific 
metacognitive activities which have to be frequently monitored during learning 
[1]. An important limitation in prior studies is that most experimental tasks 
were designed within static environments. Only rarely have researchers 
investigated metacognition during dynamic decision making. Therefore, the 
purpose of this research is to investigate the significance of metacognition while 
training to execute dynamic control tasks. Findings from this study demonstrate 
that the experimental group which was provided more focused feedback had 
higher situation awareness accuracy, relative to the groups which received 
relatively less focused feedback or no feedback. In addition, results indicated 
that metacognitive behaviors which were measured using subjective ratings of 
Pre and Post Meta probes showed different patterns. Preliminary findings 
provides evidence that enhanced metacognition has a significant impact on 
actual situation awareness in dynamic control tasks. Detecting causes for these 
changes is the next step of the research.   

Keywords: Metacognition, Human Performance, Human-in-the-loop-simulation, 
Situation Awareness. 

1   Introduction 

Metacognition is thoughts about thoughts or cognition about cognitions [2]. Since 
Flavell (1976) studied the processes of metacognition, it has been a popular area of 
study. However, most researchers who have studied metacognition focus on theoretical 
aspects of metacognition or educational application such as children’s learning [3] and 
academic performance [4]. Transfer of an effective and appropriate strategy from one 
related problem to another has not received much attention from the metacognitive 
research community. This transfer is a vital sign which would indicate that a problem 
solver not only knows how to use a strategy but also when to use it [5]. In this paper, the 
effects of metacognition and its relation to situation awareness in dynamic control tasks 
are described. A human-in-the-loop test bed was developed to facilitate the experiment. 
Rules were embedded into the simulation so that participants can gradually learn  
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task-specific rules from training exercises. The primary research question is: does 
feedback influence the metacognitive monitoring process and the accuracy of situation 
awareness in dynamic control tasks? This study also illustrates how and when a focus 
on metacognition can be adopted for training complex rule-based model.  

2   Literature Review 

2.1   Metacognition 

There are three facets of metacognition that have been studied widely in the 
psychology and education fields: metacognitive knowledge, metacognitive 
monitoring, and metacognitive control. First, metacognitive knowledge is the 
awareness of one’s own cognition. In other words, it is peoples’ declarative 
knowledge about cognitive processes. According to Squire (1986), facts, beliefs, and 
episodes are three main components of declarative knowledge [6]. Metacognitive 
knowledge can be generated by the reciprocal action between person and task 
characteristic with the suitable strategies in a learning situation [2]. Secondly, 
metacognitive monitoring is the ability to make accurate judgments at the 
metacognitive level form. Metacognitive monitoring is a necessary component of 
strategy formation because accurate metacognitive monitoring will produce more 
effective regulation, and this in turn will produce improved learning [7]. Last facet is 
metacognitive control which can regulate ongoing cognitive activities such as 
decision making procedure for using new tactics to solve a difficult problem. In a 
study conducted by Son (2004), it was shown that participants implemented a 
metacognitive control strategy to determine the most beneficial re-study option when 
they had a choice of massing or spacing each item [8]. This is an example of how 
metacognitive control is utilized to make decision.   
 
Framework for Metacognition. The general framework between metacognition and 
cognition is conceptualized by the interplay of two levels: meta-level and object-level [9].    

In terms of this framework, the definition of object-level is the process of ongoing 
cognitive activities such as learning and problem solving. The meta-level has a model 
of subject’s understanding of a certain task which is related with ongoing cognitive 
processes at the object-level. In Figure 1, metacognitive monitoring and control are 
the main process activities to communicate between two levels. Through 
metacognitive control process, it is possible to observe the modification at object-
level. Information from the meta-level influences the ongoing activities at the object-
level. According to Nelson and Narens (1990), monitoring activities must be 
performed in order to update the model in meta-level [9]. 
 
Metacognition in Training Skills. Although there are many extraneous factors that 
influence metacognitive activities, several studies have shown the effect of 
metacognitive activities on skills training. According to Teong (2003), outcome from 
the experimental and case study showed that experimental students who trained on the 
ability to determine when to make metacognitive decisions outperformed control 
students on ability to solve word-problems [10].  In addition, results from Veenman’s  
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Fig. 1. A framework relation metacognition and cognition level [9] 

 

research (2002) revealed that metacognitive skillfulness was positively related to 
learning behavior and scores on the qualitative test during inductive training with a 
complex computer simulation [11]. However, there are still lots of roadblock in 
metacognition research as the successful transfer of an effective and appropriate 
strategy from one related problem to another depends on how and when the strategy is 
used. Moreover, some metacognitive activities showed different contribution to 
problem solving performance and mental representations across different types of 
domain areas  [12].    

2.2   Situation Awareness (SA) 

Endsley (1995) defined Situation Awareness (SA) as the perception of the elements in 
the environment within a volume of time and space (level 1 SA), the comprehension 
of their meaning (level 2 SA), and the projection of their status in the near future 
(level 3 SA) [13].  

As represented in Figure 2, Level 1 SA is related to perceiving the status, attributes 
and dynamics of the relevant elements. By using the information, Level 2 SA can be  
 

 

Fig. 2. Model of Situation Awareness [13] 
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achieved. Level 2 depends on understanding of the significant elements information 
from Level 1 SA. Achieving Level 3 SA necessitates the use of information from both 
Level 1 and Level 2 SA. Endsley (1993) applied the model of situation awareness to 
air-to-air fighter aircraft [14]. Examples of elements include: 

─ Level 1: location, altitude, and heading of ownship and other aircraft 
─ Level 2: tactical status of threat aircraft (offensive/defensive/neutral) 
─ Level 3: projected aircraft tactics and maneuvers 

3   Method 

3.1   Participants 

The total experimentation time took approximately 4 hours per applicant. A total of 
48 participants (age 18 or older) were recruited from Pennsylvania State University. 
All participants were undergraduate and graduate students. Participants were screened 
for prior experience with the task domain and those who had a past experience of 
radar monitoring task were excluded from the experiment. This experiment did not 
exclude any particular subject based on gender, ethnic or racial group. Subject ID was 
assigned to every subject to preserve their privacy. Participants were randomly 
assigned to three experimental groups (Skilled-Based Feedback (SBF), Overall 
Feedback (OF), and No feedback group (CG)). Each group had 16 participants. 
Average rating of participants’ previous experience level using computer interfaces 
was 3.7 on a scale of 1 (Novice) to 5 (Expert). Average rating of participants’ 
previous experience level playing resource management video game was 2.72 on a 
scale of 1 (Novice) to 5 (Expert). 

3.2   Dynamic Decision-Making Task 

The AAWC (Anti Air warfare Coordinator) test Bed is interactive simulation in 
which a controller must defend his/her ship against hostile aircraft. It was developed 
at the Human Performance Assessment and Modeling Laboratory at Pennsylvania 
State University and has been modified for metacognition studies in association with 
Honeywell. Participants were required to identify unknown tracks and take 
appropriate action on those aircrafts based on the Rules of engagement (RoE). 
Participants must focus on identifying unknown aircraft correctly to defend the ship. 
The details of the Rules of Engagement are shown below: 

• Identification Rules (Unknown aircraft only) 

─ Make a primary identification of air contact (i.e., friendly, hostile, assumed 
hostile/friendly) 

─ Make an AIR identification of air contact (i.e., Strike, Missile, Helicopter, etc.) 

• Warning Rules (Hostile or Assumed hostile only) 

─ Issue Level 1 Warning at 50NM 
─ Issue Level 2 Warning at 40NM 
─ Issue Level 3 Warning at 30NM 
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• Assign / Illuminate aircraft (at 30NM; Hostile or Assumed hostile only) 
 
AAWC can be run directly from a Windows-based PC. Figure 3 shows a snapshot of 
the main user interface; the yellow arrows show various components of the interface. 

 

Fig. 3. AAWC interface components 

 

Fig. 4. Geographical relationship between Scenario Map and AAWC Interface 
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The user interface contains several components that aid the subject in his or her 
tasks. These provide dynamic information to participants in order to perform 
appropriate actions. In addition to visual feedback, auditory feedbacks 
corresponding to actions performed by participants are also provided from a sound 
library. AAWC test bed is used to simulate a complex command-and-control task 
environment in the laboratory setting to promote decision making under dynamic 
task conditions. Figure 4 shows the geographical representation used to create 
realistic experimental scenarios. Eight scenarios are developed to conduct the 
experiment. All events occurred in specific time sequences and were tied to 
Situation Awareness probes. 

3.3   Procedure 

Participants were asked to control the resources to perform tasks during the 
simulation. The experiment consists of two sessions – training session and actual trial 
session. Before the experiment, the participants were administered a questionnaire to 
solicit the experience on simulation task in the past. The participants participated in 
initial training session (Day 1) which lasted 60 minutes. During this session the 
participants were trained on the specific skills and provided with feedback on their 
task. Participants gained experience and understanding of the tasks based on the 
feedback provided by the instructor. The practice scenario lasted approximately 5 
minutes with a task complexity that was easier than the actual trial. Based on the 
result of the pilot test, participants were ready to engage the actual trials after they 
executed the practice simulation for the third time. The participants after being trained 
underwent two experiment sessions (Day 2 and 3). Each subject experienced 8 
scenarios.  Each experiment session lasted approximately 90 minutes. During this 
session the participants were required to answer specific situation awareness 
questions that were designed for each scenario. Each scenario was designed to run 15 
minutes long. Freeze occurred randomly between 10 and 15 minutes after the start of 
the scenario. Once the simulation was frozen, the participants answered situation 
awareness questions. Participants also required answering specific Pre-Meta and Post-
Meta Probes. Based on the feedback type, participants experienced two different 
styles of Pre-Meta & Post-Meta Probes (different questions for each level of situation 
awareness for each scenario or one question for overall situation awareness for each 
scenario). Examples of Pre-Meta & Post-Meta Probes used for measurement are 
shown below: 

• Pre-Meta & Post-Meta Probes for Skill based feedback and Control Group 

─ Level1:“How well do you think you have detected the objects in your airspace?" 
─ Level2:“"How well do you think you are aware of the current overall situation 

of your airspace?" 
─ Level3:"How well do you think you are aware of where the overall situation of 

your airspace is heading?" 
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• Pre & Post Meta Probe for Overall feedback Group 

─ Overall: "How well do you think you are aware of the objects and events in your 
airspace?” 
 

We formed two experimental groups: skill- based feedback and overall feedback 
group. Each group was exposed to a different posttest feedback screen after 
participants had answered all probes. Participants who provided skill-based feedback 
monitored results of each level SA probes with each level of Pre-Meta and Post-Meta 
outcomes separately. Participants in the overall feedback group monitored overall 
result of all SA probes with their overall Pre-Meta and Pos-Meta rating. The control 
group did not receive any posttest feedback. In overall feedback trainees were allowed 
to view the feedback screen for a duration that was three times longer than the skill 
based feedback screen.  

3.4   Performance Metrics 

Based on the feedback type, participants experienced two different styles of Pre-Meta 
& Post-Meta Probes. Metacognitive behaviors are measured by the subjective ratings 
of Pre-Meta and Post-Meta Probes. Skill-based feedback group and control group had 
different questions for each level of situation awareness. Participants in these groups 
rated using % accuracy (1 to 100) scale. On the other hand, overall feedback group 
had one question for Pre-Meta and one for Post-Meta for each scenario (1 to 100) 
scale. The average response of all SA probes was used as a performance metric to 
assess participants’ SA accuracy.  

4   Results 

To answer the research question, the influence of the posttest feedback in 
metacognitive monitoring process and the accuracy of situation awareness at dynamic 
control tasks, analysis of variance (ANOVA) was conducted. Figure 5 shows the 
mean and patterns of the participants’ accuracy on the three groups.  

 

Fig. 5. Comparison of the results: SA accuracy 
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Table 1 shows the results of analysis of variance. It indicates SA accuracy of skill-
based feedback group is significantly better than both overall and control group. 
However, there is no significant difference between overall feedback and control 
group on SA accuracy.  

Table 1. One-Way ANOVA test of SA accuracy 

 T-Value F-Value P-Value 

Skill-Based vs. Overall Feedback 2.72 7.39 0.007 
Skill-Based vs. No Feedback 4.06 16.5 0.000 
Overall vs. No Feedback 1.32 1.73 0.189 

 
Metacogntive behaviors were monitored using the subject ratings of Pre-Meta and 

Post-Meta probes. Table 2 explains the results of analysis of variance. It shows that 
subject’s rating of Pre-Meta in skill-based feedback group was significantly higher 
than control group. For the Post-Meta, the rating of participants who were in the skill-
based group had higher scores than other groups.  

Table 2. One-Way ANOVA test of Pre and Post Meta 

  T-Value F-Value P-Value 

Pre 1.94 3.76 0.054 Skill-Based vs. Overall Feedback 
Post 2.88 8.31 0.004 

Pre 3.05 9.3 0.003 
Skill-Based vs. No Feedback 

Post 2.18 4.74 0.03 

Pre 1.07 1.14 0.287 
Overall vs. No Feedback 

Post -0.7 0.5 0.482 

5   Discussion 

The present study compared the effects of the posttest feedback conditions in dynamic 
control tasks. Accuracy of situation awareness and subject rating of metacognitive 
behavior, Pre-Meta and Post-Meta, were monitored through the human-in-the-loop 
simulation. An important finding is the skill-based feedback group appears to 
outperform overall and no feedback group. In addition, three different patterns of 
metacognitive behavior were collected from the data.  

Figure 6 indicated that the metacognitive monitoring activity has a strong impact 
on the operators’ situation awareness performance due to the opportunity it provides 
to perform self error correction. This issue merits further attention. The preliminary 
findings of this study provide a better understanding of the impact of metacognitive 
training in the dynamic computer-based tasks. 
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Fig. 6. Metacognitive behavior (top: Skill-based, middle: Overall, bottom: No feedback) 
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Abstract. The basic objective of this paper is to make an extensive reference of 
a combination of concepts and techniques coming from different research areas, 
Psychology and Web personalization technologies, both of which focus upon 
the user. It has been attempted to approach the theoretical considerations and 
technological parameters that can provide the most comprehensive user profile, 
under a common filtering element, supporting the provision of the most apt and 
optimized user-centered web-based result. It further underpins the significance 
of the comprehensive user profile that incorporates not only the traditional user 
characteristics, but other intrinsic values of the user such as user psychological 
preferences (affect, personality and emotional processing parameters). 
Eventually, this paper introduces our first experimental results that concern the 
concept of personality and its effect on decision making and problem solving 
user profiles. 

Keywords: Personality, emotion, personalization, decision-making, problem 
solving, learning. 

1   Introduction 

Since 1994, the Internet has emerged as a fundamental information and 
communication medium that has generated extensive enthusiasm. The Internet has 
been adopted by the mass market much quicker than any other technology over the 
past century and is currently providing an electronic connection between progressive 
businesses and millions of customers and potential customers whose age, education, 
occupation, interest, and income demographics are excellent for sales. The explosive 
growth in the size and use of the WWW as well as the complicated nature of most 
Web structures result in orientation difficulties, as users often lose sight of the goal of 
their inquiry, look for stimulating rather than informative material, or even use the 
navigational features unwisely. As the e-Services sector is rapidly evolving, the need 
for such Web structures that satisfy the heterogeneous needs of its users is becoming 
more and more evident.  
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To alleviate such navigational difficulties, researchers have put huge amounts of 
effort to identify the peculiarities of each user group and analyze and design 
methodologies and systems that could deliver up-to-date adaptive and personalized 
information, with regards to products or services. To date, there has not been a 
concrete definition of personalization. The many Web solutions offering 
personalization features meet an abstract common goal: to provide users with what 
they want or need without expecting them to ask for it explicitly [1]. Further 
consideration and analysis of parameters and contexts such as users’ cognitive and 
mental capabilities, socio-psychological factors, emotional states and attention 
grabbing strategies should be extensively investigated. All these characteristics could 
affect the apt collection of users’ customization requirements and along with the 
‘traditional’ user characteristics (i.e. name, age, education, experience, profession 
etc.) constitute a comprehensive user profile that serves as the ground element of most 
of these systems offering in return the best adaptive environments to their preferences 
and demands. 

Although one-to-one Web-based content provision may be a functionality of the 
distant future, user segmentation is a very valuable step in the right direction. User 
segmentation means that the user population is subdivided, into more or less 
homogeneous, mutually exclusive subsets of users who share common user profile 
characteristics enabling the possibility of providing them with a more personalized 
content. The subdivisions could be based on: Demographic characteristics (i.e. age, 
gender, urban or rural based, region); socio-economic characteristics (i.e. income, 
class, sector, channel access); psychographic characteristics (i.e. life style, values, 
sensitivity to new trends); individual physical and psychological characteristics (i.e. 
disabilities, attitude, personality and emotion). 

Adaptivity is a particular functionality that alleviates navigational difficulties by 
distinguishing between interactions of different users within the information space 
[2]. The user population is not homogeneous, nor should be treated as such. To be 
able to deliver quality knowledge, systems should be tailored to the needs of 
individual users providing them personalized and adapted information based on their 
perceptions, reactions, and demands. 

2   Elements of Web-Based Appraisal Systems 

For many years people have been trying to measure differences between individuals. 
Over the course of time, a combination of developments in statistical know-how and 
the evolution of thought within psychology enabled the refinement of measures, and 
subsequently the assessment of more specific factors in the field of individual 
differences like different kinds of ability, affect and personality. This knowledge has 
been used in many areas within psychology and at the same time the advancement of 
technology has enabled the development of web-based appraisal systems that measure 
specific factors relevant to specific situations.  

Web-based information systems are increasingly being used for learning and training 
applications. Computers are becoming better and more sophisticated every day. They 
can already perceive information related to user needs, preferences and characteristics 
[3, 4]. One possible implementation of a Web-based system’s interface that can appraise 
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human characteristics is through the use of a series of online tests and questionnaires 
that can assess the abilities and properties of the user [5]. E-assessment is the use of 
information technology for any assessment-related activity. Due to its obvious similarity 
to e-learning, the term e-assessment is becoming widely used as a generic term to 
describe the use of computers within the assessment process. E-assessment can be used 
to assess cognitive and affective abilities using e-testing software. 

A web-based assessment system usually measures verbal and quantitative abilities 
but in order to acquire a more solid impression of the users’ potential we include in 
addition some purely psychological constructs that help us measure terms like 
personality and affect. It does not measure a person’s knowledge on specific fields of 
study and only minimal computer skills are needed. The Verbal section measures a 
user’s ability to read and comprehend written material, to reason and evaluate 
arguments. Two types of multiple-choice questions are used in the verbal section, 
Reading Comprehension and Critical Reasoning. The Quantitative section measures a 
person’s ability to reason quantitatively, solve quantitative problems, and interpret 
graphic data. Two types of questions are used in the quantitative section, Problem 
solving and Data sufficiency. Both types of question require basic knowledge of 
Arithmetic, Elementary algebra and commonly known concepts of geometry [6]. 

The use of psychometric data is considered a valuable tool for the evaluation of the 
individual. Psychometrics is an area of Psychology concerned with the systematic 
testing, measurement and assessment of aptitudes and personality. Psychometric 
assessments are used to complement less formal and more subjective methods to help 
teachers or managers reach more widely informed and objective judgements about 
people. We believe that by putting a special emphasis in the psychometric abilities of 
the user we will be able to examine a hidden but very important aspect of his behavior 
and performance.  

3   Incorporating Cognitive and Affective Factors in the 
Personalization Process 

The concepts of personality and affect underpin psychology’s attempt to identify the 
unique character of individuals. The terms describe properties of behavior which 
concern the individual’s typical ways of coping with life events [7]. An in-depth 
model that grasps the complexity of these underlying concepts is the first purpose of 
our research. Instead of selecting one area of implementation we are trying to 
combine these three levels of analyses (verbal, quantitative and psychological) and 
form a typology that will help us circle effectively the cognitive and affective 
mechanisms of the brain. In order to apply a purely psychological construct to a 
digital platform we adjust the various theories concerning cognition and emotion 
having in mind to make our model flexible and applicable to users’ profiles, needs 
and preferences. The verbal and quantitative sections of the appraisal system are 
straightforward and cannot be significantly manipulated since they are easily 
quantifiable. In order to manipulate the parameters in the psychological section 
according to user characteristics, our research has to go through the stage of 
extracting quantified elements that represent deeper psychological and affective 
abilities. The latter cannot be directly used in a web environment, but a numerical 
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equivalent can define a user characteristic. Apart from the standard personality 
questionnaire we developed a theory and a corresponding battery of questionnaires for 
the concept of Affect. Our psychological model of Affect has two base elements: 
Emotional Arousal is the capacity of a human being to sense and experience specific 
emotional situations. An effort to construct a model that predicts the role of specific 
emotions is beyond the scope of our research, due to the complexity and the numerous 
confounding variables that would make such an attempt rather impossible. We focus 
on arousal as an emotional mechanism and not on a number of basic emotions 
because emotional arousal can provide some indirect measurement of general 
emotional mechanisms since it manages a number of emotional factors like anxiety, 
boredom effects, anger etc. Our model would be problematic without a regulatory 
mechanism of affect. For this reason we constructed the measure of Emotion 
Regulation that is comprised from terms like emotional intelligence, self-efficacy, 
emotional experience and emotional expression. Emotion regulation is the way in 
which an individual is perceiving and controlling his emotions. Individuals attempt to 
influence which emotions they have, when they have them and how they experience 
and express them [8]. By combining the affective state of the individual with his 
regulatory mechanism we can reach into a conclusion of how affect influences his 
performance and the outcome of his behaviour. 

4   The Concept of Personality 

The personality theory that we follow is based on Eysenck’s PEN model. The PEN 
model is comprised of three personality dimensions based on psychophysiology: 
Psychoticism, Extraversion and Neuroticism. These three dimensions are related to 
basic emotions and are considered to be superfactors that include lower-order factors 
such as sociability and positive affect. These lower order factors in turn include habits 
and behavioral patterns such as the components of sociability and impulsivity. 
Psychoticism is associated with the liability to have a psychotic episode or break with 
reality and also with aggression. Extraversion is related to social interest and positive 
affect, while Neuroticism is related with negative affect, stressors and pressure of 
many kinds. In this paper we present our first experimental procedure which 
investigates the connection between personality factors and decision making and 
problem solving styles. We consider important to clarify these basic and important 
concepts before examining deeper affective constructs. Personality is the doorway to 
emotional behavior and decision making and problem solving is an indirect way to 
make inferences to a person’s learning pattern since learning includes continuous 
decision making and problem resolution [9]. 

5   Experimental Evaluation 

5.1   Sampling and Procedure  

The study was carried out within one week and the participants were all Greek 
citizens that live in Greece. All participants were of relatively young age studying or 
working at the time of administration. They could either participate in the 
experimental sessions that were held in the New Technologies laboratory in 
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University of Athens or fill in the questionnaires that could also be found online in the 
web page designed specifically for that purpose. They were all given a battery of 
questionnaires. A total of 247 questionnaires were completed and returned. 55 of 
them were half completed or had double answers and were omitted from the sample. 
Our final sample included 192 participants giving a completion rate of almost 80%. 

Participants varied from the age of 18 to the age of 40, with a mean age of 27 and a 
standard deviation of 5. 73 respondents were male and 119 were female. Among other 
demographic characteristics that were examined were the profession and the computer 
experience level of each participant. 

5.2   Questionnaires 

The study used questionnaires to collect quantitative data. It included five measures, 
one each for personality, emotional arousal, emotion regulation, decision making 
styles and problem solving styles. Our first treatment involved the close examination 
of the personality questionnaire and its correlation with decision making and problem 
solving styles. To evaluate personality we used Eysenck’s Personality Questionnaire, 
the revised short version (EPQR-S), a short version of EPQR with 48 items and three 
scales (Extraversion, Neuroticism, Psychoticism), suitable for web environments 
because it can be administered fast and it is accurate enough in predicting user 
behaviour [10]. For Decision Making we used the General Decision-Making Style 
Inventory (DMSI) by Scott and Bruce [11] which includes 25 items and 5 scales 
(Spontaneous, Dependent, Rational, Avoidant, Intuitive) and for Problem Solving the 
Problem Solving Styles Questionnaire (PSSQ) by Parker with 20 items and four 
scales (Sensing, Intuitive, Feeling, Thinking). 

5.3   Design 

Internal consistency was assessed by computing Cronbach alphas for the three 
measures. Although there are no standard guidelines available on appropriate 
magnitude for the coefficient, in practice, an alpha greater than 0.60 is considered 
reasonable in psychological research [12]. After the inspection of the alpha 
coefficients, we performed descriptive statistics for the study sample as a whole and 
for the particular scales under investigation to examine the sample’s suitability. Since 
our sample was normally distributed with variance of suitable proportions we 
continued our statistical analysis with the use of the statistical package SPSS. The 
statistical analysis used to perform this study was mainly one-way Analysis of 
Variance (ANOVA). Our research hypothesis stated that personality factors will have 
an effect on the participant’s style of action. More specifically, participants that score 
high in Neuroticism, Extraversion and Psychoticism scales will have a tendency 
towards more emotional and less rational styles. 

6   Results 

For the purposes of the experiment, Analyses of Variance (ANOVA) were performed 
in order to indicate the relationships between the variables of the study. Table 1 
presents the main findings between the scale of neuroticism and the scales of the 
DMSI and PSSQ. The analyses indicated that neuroticism correlated highly with the  
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Table 1. Statistical Significance between the Neuroticism scale and Decision-Making and 
Problem-Solving Styles 

Constuct F Sig. 
DM-Spontaneous 4.422 .037* 
DM-Rational 4.888 .028* 
DM-Avoidant 5.319 .022* 
PS-Feeling 9.579 .002** 
PS-Thinking 5.005 .026* 

*p<0.05 
**p<0.01 
 
spontaneous, rational and avoidant styles of the decision making questionnaire and 
the feeling and thinking styles of the problem solving questionnaire.  

A person highly neurotic is typically anxious, tense and moody. He can get 
emotional easily and therefore is reasonable to react in a spontaneous and not 
thoughtful way in occasions or with an inhibition of action in others. His pattern of 
behavior is tense as his character and is subjective to strong feelings. On the other 
hand a stable person is more rational and more methodical in his behavior. In figure 
(graph) 1 we can clearly see that neurotics have a higher mean in spontaneous, 
avoidant and feeling scores while stable participants have higher scores in rational 
and thinking styles. 

 

Fig. 1. Means of neurotic and stable participants in the statistically significant styles. Neurotic 
participants have higher means in the more “emotional” styles of spontaneous, avoidant and 
feeling while stable participants score higher in the “logical” ones such us rational and thinking. 

The Psychoticism scale includes traits such as egocentric, dogmatic, tough-minded 
and aggressive. People that score highly in this scale tend to react on their own. In 
table 2 can be seen the significant differences between people with high psychoticism 
score and people with low. 
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Table 2. Statistical Significance between the Psychoticism scale and Decision-Making and 
Problem-Solving Styles 

Constuct F Sig. 
DM-Spontaneous 4.719 .031* 
PS-Intuitive 4.905 .028* 

*p<0.05 

 
The extraversion construct includes traits such as sociable, sensation-seeking, 

impulsive, expressive and active. On the contrary, the other side of the scale, the 
introvert is more reflective and more centered in the inner energy of his self. Table 3 
shows once again the significant differences with styles. 

Table 3. Statistical Significance between the Extraversion scale and Decision-Making and 
Problem-Solving Styles 

Constuct F Sig. 
DM-Intuitive 6.733 .010* 
PS-Sensing 9.543 .002** 
PS-Feeling 4.345 .039* 

*p<0.05 
**p<0.01 
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Fig. 2.  Means of psychotic and extravert participants in the statistically significant styles 
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In figure (Graph) 2 we can see that those that score high in psychoticism are more 
spontaneous and intuitive probably because they are not co-operative and often react 
emotionally. In the same graph it is depicted that extraverts, as predicted, show higher 
scores in intuitive and feeling styles because they will not examine the facts closely, 
while introverts score higher in the sensing category as it is reasonable because they 
tend to put an emphasis on the detail. 

7   Discussion 

It may come as no surprise that personality factors are important in the decision and 
problem solving process. Personality traits such as Neuroticism, Psychoticism and 
Extraversion are comprised from characteristics that people often exhibit in their 
decision making. The analyses indicated that participants high in the neuroticism 
scale were more emotional than stable participants low on neuroticism. Stable 
participants across the various conditions proved to be more logical and 
straightforward. As it is shown, extraverts are more likely to experience emotions 
while individuals with high neuroticism and psychoticism tend to experience negative 
emotions especially anxiety. 

Apart from the standard personality questionnaire we developed a theory and a 
corresponding battery of questionnaires for the concept of Affect [13]. The next step 
of our research is to combine these findings with the purely affective elements of our 
model. It has been argued that positive affect increases motivation, attention, 
pleasantness, participation and engagement, while negative affect is highly involved 
with boredom, fear, anger, displeasure and distraction. 

By combining the personality style and the affective state of the individual with his 
regulatory mechanism we can reach into a conclusion of how affect influences his 
performance and the outcome of his behavior. At the same time our level of 
implementation after analysing our findings in decision making and problem solving 
preferences, will concentrate directly on the user learning process. We have already 
developed a web-based system based on learning performance evaluation for the 
testing of the various instruments that we have incorporated in our model [14]. The 
cognitive elements are more straightforward since they are easier to measure and 
easier to quantify and we have already reached a level in which we can make 
inferences about how users with different cognitive abilities and preferences can be 
aided or guided through a personalized web interface [15]. The final step to complete 
the implementation of our model is to add the affective elements and to investigate 
the inner and deeper relations that exist between them. Personality type is the 
fundamental construct since personality research is already established and developed 
to a great extent. Our next task is to examine our findings in combination with the 
constructs of task-specific anxiety and emotion regulation. 
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Abstract. The main objective of this research was to develop a methodology 
based on Drury’s [1] intermittent illumination model to directly measure indi-
viduals’ corrective reaction times, without the two methodology-related issues 
of Lin & Drury [2].  Six highly-practiced participants performed self-paced cir-
cular tracking tasks by using a modified LED monitor in a darkened room. 
While performing movements, the monitor’s backlight was intermittently 
turned on and off to generate five values of expected delay of visual feedback. 
Expected delay and measured speed were used with the intermittent illumina-
tion model to calculate individuals’ corrective reaction times.  The results of 
showed that the model fitted the data very well, accounts for at least 94.6 % of 
the variance.  The mean corrective reaction time was 273 milliseconds and 
ranged from 170 to 460 milliseconds for individual participants.  While pre-
vious studies only reported group means, this was the first study to report  
individuals’ corrective reaction times.   

Keywords: corrective reaction time, intermittent illumination model,  
hand-control movement, tracking movement.  

1   Introduction 

Corrective reaction time is an important component of the study and modeling hand-
control movements.  Due to the psychological refractory period [3], the utility of 
visual feedback on movement accuracy is intermittent, instead of continuous.  Hence, 
a hand-control movement, such as pointing a fingertip to click a button on a touch 
screen, might be consist of more than one ballistic movement, each correcting the 
distance remaining between the fingertip and the button.  The shortest time between 
the end of one ballistic movement and the start of the next is called the “corrective 
reaction time” during which the brain receives visual feedback, programs a movement 
impulse, and sends the impulse to the controlled limbs.  To better understand our 
motor control system and to predict the speed-accuracy tradeoff relationships while 
performing hand-control movements, it is necessary to measure the corrective  
reaction time effectively, particularly if we are to understand individual differences. 

Early findings on corrective reaction time come mainly from the studies of aiming 
movement.  Woodworth’s [4] pioneer work showed that aiming movements made at a 
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rate of 140 times/minute or greater were equally accurate no matter whether the visual 
feedback of ongoing movements was available or not.  This led him to conclude that 
the time required to process visual feedback for movement control is about 450 milli-
seconds. This finding was further supported by Vince [5] who replicated Wood-
worth’s experiments. However, Keele & Posner [6] argued that the 450 milliseconds 
as the corrective reaction time was overestimated.  The reason was because that the 
experimental tasks conducted by Woodworth [4] and Vince [5] were reciprocal 
movements in which the measured time included the time spent on reversing the 
movement direction after targets were reached.  To solve the issue, instead of reci-
procal movements, Keele & Posner [6] utilized discrete aiming movements as their 
experimental tasks and found out that the time required for visual feedback loop to 
operate was somewhere between 190 and 260 milliseconds.  Later, Beggs & Howarth 
[7] utilized a different experimental paradigm and obtained a result close to Keele & 
Posner’s [6].  Their participants performed sagittal aiming movements that started 
from a position 10 cm above their shoulder and ended at a cross target vertically at-
tached on a wall placed in front of them.  When they performed the movements, the 
initial part of the movement trajectory was illuminated, but the room lights were ex-
tinguished when the pen reached a particular distance from the target.  Their results 
showed that movement accuracy was not improved once the availability of visual 
information was shorter than 290 milliseconds before the target was reached.  All the 
experimental methods mentioned above estimated corrective reaction time by statisti-
cally comparing the effects of visual feedback on movement accuracy.  Although the 
methods were rough and the individual differences were ignored, they gave an  
approximate range from 190 to 290 milliseconds of corrective reaction time. 

Beside the studies related to aiming movements, Drury’s [1] intermittent illumina-
tion model has theoretical support and can also predict corrective reaction time.  In 
the experiment by Tsao & Drury [8], participants were asked to draw lines within 
circular courses as fast as they could while maintaining specified accuracy.  When 
they performed the drawing tasks, the room lights were manipulated to provide inter-
mittent illumination comprising different periods of dark and light.  To model the 
effect of intermittent illuminations on movement speeds, Drury [1] integrated the 
models by Drury [9] and Howarth, Beggs, & Bowden [10] and then theoretically 
developed the intermittent illumination model (Equation 1). 

                         

                                               (1)  

                        

                                               (2) 

where, c is the controllability [9], K is a constant [10], is the angular accuracy [10], 
l is the light period, d is the dark period, and  is the corrective reaction time. The 
model predicts the linear relationship between the inverse of the controllability and the 

visual feedback cycle time, , which represents the sum of the  
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corrective reaction time and the Expected Delay manipulated by the intermittent illumi-
nation of l and d.  The results from Tsao & Drury’s [8] experimental data showed that 
Equation (1) explained over 90% of the variance in the slopes of the speed/width regres-
sion for a variety of dark and light intervals.  Furthermore, the model gave an estimate 
for the mean corrective reaction time as 238 milliseconds.  As Keele & Posner’s [6] and 
Beggs & Howarth [7], Drury [1] did not report individual differences. 

Recently, Lin & Drury [2] redesigned Tsao & Drury’s [8] experimental method and 
attempted to precisely measure individuals’ corrective reaction times.  Instead of draw-
ing circles on white paper, their participants used a drawing tablet to control the screen 
cursor to draw circles within circular courses shown on the screen.  To generate the 
expected delay, instead of controlling the intermittent illumination, the visual informa-
tion of the cursor was intermittently displayed.  While performing movements, the  
cursor started to blink according to predetermined light/dark periods.  However, their 
measurement of the corrective reaction times did not match the results reported in the 
literature.  The two potential experimental design issues were reported as (1) inappro-
priate manipulations of the expected delay and (2) indirect visual feedback of control 
movements.  Hence, the main purposes of this study were to deal with the two issues 
mentioned by Lin & Drury [2] and thus develop a standard methodology to measure 
individuals’ corrective reaction times using the intermittent illumination model. 

2   Method 

2.1   Participants 

Six undergraduate students, two male and four female, aged from 19 to 20 years, were 
recruited to participate in this study.  They were all right-handed with normal or  
corrected-to-normal vision. 

2.2   Apparatus 

A personal computer (PC) with a 19” (48.3 cm) modified LED monitor was used.  To 
deal with the indirect visual feedback issue mentioned by Lin & Drury [2], the moni-
tor was attached with a touch panel so that the circular tasks could be performed di-
rectly on the monitor.  Further, the monitor was modified to a condition where its 
backlight could be turned on and off intermittently to generate intermittent visual 
feedback of the tracking circular courses, drawing stylus and the control limbs. 

The experimental program was developed similar to that used in Lin & Drury [2].  
The PC ran Visual Basic using this program to display the circular courses, generate 
the intermittent illuminations and measure movement speeds. 

2.3   Experimental Setting and Procedures 

The experiments were conducted in a darkened room and the only illumination source 
was provided by the modified LED monitor.  As shown in Fig. 1, while performing 
experimental tasks, participants sat on a chair.  The monitor was placed on an adjust-
able stool placed between participants’ legs.  Predetermined circular courses with a 
mean radius of 200 pixels (53.2 mm) and different course widths were displayed 
randomly on the screen.  To perform tracking movements, participants pressed down 
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the stylus cursor on the start point placed at the top location of the courses.  Once the 
cursor was moved away from the start point, the start point disappeared and the back-
light of the monitor started to blink according to predetermined appearing / disappear-
ing periods (see Table 1).  For each circular course, participants needed to draw three 
continuous circles in clockwise direction.  They were asked to draw as quickly as 
possible, but without moving outside the courses.  If the cursor was moved outside the 
courses, that movement was considered as a failure trial.  They had to repeat that 
course until it was successfully completed.  To familiarize the participants with the 
tasks and to optimally utilize the intermittent visual feedback, they had extensive 
practice in all tasks, six to ten hours, in the week before formal measurements.  Be-
fore each formal measurement, they performed a five-trial training module to com-
plete dark adaptation and to re-familiarize with each task. 

 

Fig. 1. Executions of circular tracking movement 

2.4   Experimental Variables 

The independent variables were: Course Width and Expected Delay.  The four values 

of Course Width were 30、35、40 and 45 pixels (1 pixel  0.266 mm).  The five 
values of Expected Delay with their combinations of light and dark durations deter-
mined by Equation 1 are listed in Table 1. The experimental combinations in this 
experiment were replicated twice, resulting in a total of 40 trials.  All the trials were 
presented to each participant in a random order, taking about an hour to complete.  
Each participant needed to complete eight formal measurements arranged over two 
consecutive weeks. 

The only dependent variable was speed. In a three-circle tracking movements, 
speed was measured per quarter circle. To ensure that movements were measured 
with consistent speed, the first circle and the last quarter circle of the three circles 
were not measured.  Hence, seven speed values were measured in a three-circle trial. 
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Table 1. Combinations of dark and light durations of the five values of expected delay 

Expected Delay Dark Period (l) Light Period(d) 

0 ms 0 ms ∞ ms 
150 ms 58 ms 350 ms 
300 ms 54 ms 650 ms 
450 ms 53 ms 950 ms 
600 ms 52 ms 1250 ms 

3   Results 

3.1   Analysis of Variance 

Analysis of variance was performed on the speeds, using a mixed model with Width 
and Expected Delay as fixed effects and Participant as random, in which the two-way 
and three-way interaction effects among all the effects were analyzed.  Despite of 
Participants (significant at ), all the other main effects and all the interac-
tion effects were highly significant ( ).  Note that because of large num-
bers of measurement (total df = 13439), these significant effects were not practical.  
The main effect of Participant (see Fig. 3) showed that the participants performed the 
movement at different speeds.  The main effects and the two-way interaction effect of 
Width and Expected Delay are shown in Fig. 2, where (1) the increase of Course 
Width resulted in increased speed, (2) the increase of Expected Delay resulted in 
decreased speed and (3) these rates of decrease of speed were especially large when 
Expected Delay increased from 0.0 to 0.15 s, representing the interaction effect of 
Width  Expected Delay. 
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Fig. 2. The effects of Width and Expected Delay on speeds 
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Since the main effects of Course Width and Expected Delay were found signifi-
cant, the application of the intermittent illumination model could be tested.  The cal-
culated mean 1/c values across all participants and for individual participants were 

regressed on to Expected Delay (Equation 2) to give the intercept ( ), slope 

( ), r2, and corrective reaction time (tr).  All of the regressions explained at 

least 97.2 % of the variance and were significant at , while the overall 

regression accounted for 99.4% of variance and was significant at   The 
regressions specified to the overall participants’ measurements and individuals’  
measurements are shown in Fig. 3. The calculated corrective reaction time was 273 
milliseconds for overall participant, and it ranged from 170 to 460 milliseconds for 
individual participants. 
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Fig. 3. Relationships between reciprocal controllability and expected delay for individual  
participants and mean values 

3.2   Corrective Reaction Time 

To analyze individual differences, the corrective reaction times calculated from every 
measurement were analyzed by a one-way ANOVA, followed by a Tukey means 
comparison test.  The results showed that there were significant individual differences 

( , ).  Tukey’s grouping information grouped participants 
2 and 3; participants 4 and 6; and participants 1, 5 and 6.  Graphic representation of 
individual differences is shown in Fig. 4. 
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Fig. 4. Mean corrective reaction times for individuals 

4   Discussion 

As predicted by Drury’s [9] and Drury’s [1] two models, increased course widths and 
decreased expected delay value resulted in increased movement speed.  Movement 
speeds measured under different expected delay values increased gradually as course 
width increased.  Moreover, movement speeds measured under different course 
widths decreased linearly according to the increase of expected delay.  However, the 
rate of decrease was greater when the expected delay value increased from 0 to 0.15 s 
compared to other changes.  There was clearly a large difference between no delay 
and some delay. 

By overcoming the two methodology-related issues of Lin & Drury [2], this study 
successfully measured individuals’ correction reaction time.  To make sure that par-
ticipants kept moving in the dark duration of the intermittent illumination, in this 
study, the expected delay values were manipulated by keeping dark durations were 
kept close (52 - 58 milliseconds) and varying light durations (350 - 1250 millise-
conds).  Note that in Lin & Drury [2], light durations were kept close (292 - 354 milli-
seconds) and dark durations were varied (500 – 1750 milliseconds).  Further, to make 
the visual feedback of the movements was directly from the controlled stylus, the 
participants in this study drew the tracking tasks on a modified LED monitor.  This 
experimental design was similar to that of Tsao & Drury [8], where the participants 
used a pen to drew circles on papers.  With these two experimental modifications and 
by highly practicing participants before formal measurements, we showed the good 
fitting of the intermittent illumination model [1].  The model accounted for 99.4 % 
variance of the overall measurements.  For individuals’ eight measurements, the mod-
el accounted for an average of 98.6 % of the variance and at least accounts for 97.2 % 
of the variance.   



404 J.-F. Lin et al. 

While only group means were reported in the literature, this was the first study to 
report individual corrective reaction times.  The calculated mean corrective reaction 
time for six participants in this study was 273 milliseconds, which in line with the 
previous studies [i.e., 1, 6, 7] that reported a range of 190-290 milliseconds as group 
mean corrective reaction time.  Moreover, this study reported individuals’ corrective 
reaction times that ranged from 170 to 460 milliseconds.  While individual differences 
were studied, this study reported a wider range of the corrective reaction time.  be-
cause of these individual differences, future research, e.g. the general model proposed 
by Lin, Drury, Karwan, & Paquet [11], can proceed with more confidence by model-
ing individuals as well as means across groups. 

5   Conclusions 

This study was another test of applying Drury’s [1] intermittent illumination model to 
effectively measure individuals’ corrective reaction times.  To deal with the two is-
sues mentioned by Lin & Drury [2], this study utilized a modified LED monitor and 
tested with different combinations of dark periods and light periods to generate the 
expected delay values for the model.  The results showed that the model fitted the 
relationship between the reciprocal controllability and the expected delay very well.  
Furthermore, a mean 273 milliseconds corrective reaction time was obtained for over-
all participants.  Individual differences in corrective reaction time ranged from 170 to 
460 milliseconds.  The measured range of corrective reaction time was wider than that 
reported in the literature, we considered that the results were more convincing as the 
regressions were highly linear and the resulting error variances in corrective reaction 
time were thus small.  Future research will be able to use individual differences with 
confidence in modeling movements where corrective reaction time is a factor. 
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Abstract. Brain-Computer Interfaces (BCIs) are systems which can provide 
people affected by severe neuromuscular diseases with a new and easy way to 
communicate with the world. The aim of this study is to use a new administra-
tion method based on BCI technology to assess cognitive ability in disabled 
people. The protocol was applied on 15 subjects who can’t or have difficult us-
ing traditional paper based test. The method, based on a SSVEP BCI system, 
was previously validated on 20 healthy subjects. The previous validation and 
the test results on disabled patient show the reliability of BCI in administering 
cognitive test; BCI doesn’t affect results but adds further data that can be used 
to analyze other cognitive tasks in addition to those measured by the test. 

Keywords: Brain Computer Interface (BCI), Steady State Visual Evoked  
Potential (SSVEP), psychometric assessment, Raven test. 

1   Introduction 

Many neuromuscular diseases and trauma (eg. ALS – Amyotrophic Lateral Sclerosis, 
CP – Cerebral Palsy, Brainstem stroke) can seriously disrupt the neuromuscular chan-
nels through which the brain communicates with and controls its external environ-
ment. This can cause motor impairments and, in some cases, complete paralysis 
(locked-in syndrome). Due to the loss of control of all voluntary muscles, including 
eye movements and respiration, the patients may be completely locked-in into their 
bodies, bedridden and unable to communicate in any way. In the last decades modern 
life-support technologies can allow most individuals, even locked-in patient, to live a 
relative long life. In these cases, the ability to communicate and interact with the 
external world is a must that can significantly improve their life quality. When other 
assistive technologies can’t be used due to the lack in movement control (eye-tracker 
needs eye movement control) the last option is a new non-muscular communication 
channel that allows for a direct brain–computer interface (BCI) connection to transmit 
messages and commands to the external world [1]. The most used BCI system [1] 
detects changes in electro-encephalographic signal and, through a real-time process-
ing, is able to extract commands which can be used, with a personal computer, in 
order to communicate both with other people and devices. 

Since first BCI experiment in 1970s [2] until now, BCI reliability has grown rap-
idly allowing the realization of BCI systems which can be used in different area (BCI 
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for home automation [3], BCI for painting [4], BCI for communication [5]) but only 
few clinical experiences were carried out. Iversen et al [6] use SCP (Slow Corical 
Potential) based BCI to assess cognitive function in ALS patient through a not vali-
dated test and assuming if subjects can control a BCI system with two-choice task, 
they should answer question related to their cognitive skills. They didn’t consider the 
possibility that the BCI system may need proper cognitive skills that can affect the 
test response. 

Our administration protocol was validated on twenty healthy subjects and demon-
strated SSVEP based BCI doesn’t affect the test result. In this work we use this vali-
dated administration method with an already validated SSVEP base BCI system [7] to 
assess cognitive ability in people with motor impairments who either could not be 
tested. 

2   Materials and Methods 

Proposing a new administration method based on BCI technology for widely used 
clinical test is a must so that the presence of a validation with large control group 
allows verifying the results. For this reason we prefer to divide our study into two 
parts. In the first part we designed the protocol and validated it on 20 healthy subject 
demonstrating how the BCI cognitive weight doesn’t affect the test result. In the sec-
ond part, described in this paper, we recruit 26 subjects with different neurological 
diseases (cerebral palsy, dystrophies and paresis) to test the system. 

2.1   The Administration Protocol 

The administration method is composed by two main parts: the protocol and the soft-
ware. The protocol consists of all the procedures which are necessary to complete the 
test. Figure 1 shows the flow chart of the entire administration protocol.  

This protocol proceed by steps and the subject go to the next step if he/she is able 
to respond correctly to the four exclusion criteria. 
The protocol starts with a checkup session aimed at identifying the BCI configuration 
parameters and then configure, train and validate the BCI classifier. Before this 
checkup session, the protocol provided 15 minutes for the mounting of the electrodes.  

The first exclusion criteria excludes uncooperative subjects (like dystonic subject 
with involuntary head movement which affect EEG recording) or montage with high 
electrode impedances (>20KΩ). In the checkup session we find: 

• Screening phase to check BCI suitability; 
• Training phase to set up BCI classifier; 

This part of the protocol is based on a previous experience [7]. The entire session 
during about 10 minutes and can be repeated to improve the performance of the clas-
sifier. The performance is in fact related with user ability to interact with the BCI and 
can increase with training. If the subject doesn’t show, or had a weak SSVEP pattern, 
the classifier is not able to extract the right command and the subject is classified as 
being unable to use the BCI system and is excluded from the test as shown in figure 1 
by the second and third exclusion criteria. 
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Fig. 1. Administration protocol. The entire test can be performed in a single or two separated 
sessions.  
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The protocol proceeds with the Learning Session. It is composed by: 

• Drive Test  to verify and validate the BCI system performance; 
• AstroBrain Fight Game to train the subject using the BCI system; 
• Matching Game to train the subject using the selection method that will be used 

with BCI for the cognitive test. 

This session aimed to verifying the presence of specific visual perceptual competencies 
underpinning tasks like scanning or matching abilities. If the subject is not able to use 
BCI system he/she is excluded from the test (fourth exclusion criteria). Moreover, in 
this session the subject learns how to use the BCI system. After this session a short 
checkup can be repeated in order to improve the quality of the classifier: the subject is 
now able to use BCI and a recalibration could improve BCI reliability and performance.  

The last session is the Testing Session. It lasts from 10 to 30 minutes (depending on 
the skill of the subject). In this session the subject performs the psychometric test. We 
use the Raven’s Coloured Progressive Matrices (RCPM) to test general non-verbal 
intelligence. RCPM is the shorter and simpler form of the Raven’s Progressive Matrices 
Test. It consists of 36 non-representational coloured pictures incompleted in the bottom 
right corner (Figure 2), organized in three sets of 12 diagrammatic puzzles; the subject 
is given six alternatives from which he/she has to select the one that best completes the 
given pattern. We chose this test because it is a standardized and already validated test, 
there are published normative data, it is a non-verbal test (avoiding the influence of 
language and limited language ability on the result) already widely used in clinic and, 
above all, it is easy and fast to administer both by paper or computer.  

 

Fig. 2. Example of Coloured Raven Progressive Matrix 

2.2   The BCI System 

In this work we use our already validated SSVEP-based BCI system [7]. It is an user 
driven dependent BCI which allows the subject to send four different commands to 
the user interface. SSVEP BCIs are the most used and efficient system [8]; this is the 
reason why we chose this particular BCI system. However the software has been 
developed independently from the BCI system and P300, SCP and Motor Imagery 
could be also used in the future. 
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The BCI is composed by two modules, one dedicated to the recording and process-
ing of the 8 channels  EEG (placed according to the 10-20 system: 
O1,Oz,O2,P3,Pz,P4,T5,T6) and the other to the user interface. These modules run on 
two separated PC in order to leave the subject in a separated room without external 
stimuli or noise which can affect the test results. The first module is the Hardware 
Interface Software (HIM)[9] which is the program dedicated to the acquisition, proc-
essing and visualization of the signal, The algorithms used by the HIM module are the 
same used by Parini et al [7] and allow to extract from the EEG signal four different 
commands. HIM communicate via TCP/IP with the AEnima modules dedicated to the 
graphics interface. The visual stimulation for the SSVEP paradigms consists of four 
green LEDs placed one on each side of a 19’’ LCD monitor. In this way each simula-
tor can be associated with a 2-dimensional direction (LEFT, RIGHT, UP and DOWN) 
which correspond to the four BCI commands. BCI++ is based on a graphics engine 
[9] allowing to create an immersive graphic interface for the Raven test. Figure 3 
shows the interface that for the test has been designed with two main features: 

− be as similar as possible to the classic paper test; 
− be used with only four commands. 

Our computer implementation of the Raven test replicates the structure of the classic 
paper test. The possible solutions of the puzzle are presented in a matrix in which the 
subject can move with BCI commands. The selection method can be summarized as 
follows: 

• The puzzle is displayed on the screen: the main picture is shown in the upper half 
of the screen while the six solutions are in the bottom half. The system is freezed 
for five seconds; the subject can’t give any command. This time is left for identify-
ing the correct answer. 

• The software enables the LEFT and RIGHT commands of the BCI system. The 
subject can move through the possible solutions and selects the desired one.  

• To select a solution the subject must stay on the same figure for more than three 
seconds. After this time a shadow border appears around the selected figure and the 
UP command is enabled. 

• The user confirms his/her selection giving the UP command with BCI. He/she can 
still change the answer by moving the selection with LEFT/RIGHT commands. 

 

Fig. 3. BCI++ Graphics Interface for Raven Test 
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This selection method implements a double confirmation. We developed this policy in 
order to avoid incorrect answer due to a low bit-rate (Motor Imagery and SCP based 
BCI) which can affect test result. The software is able to record not only the answers 
but also the path the user made to reach the solution, the time to select the answer 
with BCI and the time to think about the solution.  

2.3   The Participants 

A group of 26 subjects (18 males, 8 females) aged from 10 to 41 years old partici-
pated to the study. The subjects are divided by pathology: 

• 10 CPs (Cerebral Palsy) affected by paresis at different level; 
• 1 affected by Multiple Sclerosis;  
• 1 affected by Spinal Muscular Atrophy; 
• 1 affected by dystonia 
• 7 affected by Familial Spastic Para-paresis; 
• 5 affected by Tetra-paresis; 
• 2 affected by pathologies related to spinal cord injury and disease. 

They had no previous BCI experiences. Every subjects with impaired vision per-
formed the whole experimental session wearing the appropriate corrective lenses. All 
the measurement were carried out at the IRCCS E. Medea in Bosisio Parini (Lecco – 
Italy); written informed consent was obtained from the subjects and their families 
according to the Declaration of Helsinki. The research was approved by the Ethics 
Committee of IRCCS “E. Medea” Institute. 

3   Results 

26 pathological subjects between 10 and 41 years old take place to the study. Six 
subjects were excluded by the first exclusion criteria: one of the subject was excluded 
because affected by involuntary movements caused by dystrophy; two were excluded 
due to high electrode impedances which prevented the correct measurement of the 
signal; the last three were excluded because uncooperative. 

Six subjects were excluded according to the second exclusion criteria: four of them 
didn’t elicit SSVEP response while the other two have a pattern too small to be classi-
fied and used for the test (they are able to use less than four commands). 

All the subjects who passed the first three criteria were able to complete the entire 
protocol. Table 1 reports the data for the 15 subjects who completed the test. 

All the subjects completed the test in less than 15 minutes in accordance with 
which suggested by the test manual [11]. The bit-rate from 10 to 41 bit/sec shows 
how the BCI didn’t affect test results. A bit-rate of 10 bit/sec is typical of P300 and 
Motor Imagery [1], this proves that our protocol can be used also with other BCI 
paradigms. 
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Table 1. Data for each subject who completed test; Bitrate is computed based on Walpow [10] 

  ID   Age   Sex    Bitrate    Raven      ZPoint Test Time 
AP 28 M 22,75 25 -1,78 370,77 
EL 39 M 10,50 23 -2,05 392,46 
IB 21 F 27,10 21 -2,26 371,09 
PZ 39 M 24,59 30 -0,30 281,94 
MA 8 M 39,52 30 0,20 198,54 
GA 14 M 41,62 31 0,50 155,84 
GG 14 M 24,02 31 0,50 303,43 
VM 12 M 36,48 30 0,20 125,32 
LT 15 F 30,32 35 1,69 175,92 
CB 22 F 18,19 31 0,07 698,5 
VV 20 F 22,89 30 -0,16 388,93 
RS 12 M 23,51 33 1,10 230,11 
AB 12 M 14,10 32 0,80 332,38 
LF 14 M 18,67 18 -3,38 458,5 

MM 12 F 11,55 35 1,69 448,96 

4   Conclusion 

Our study demonstrated that the here proposed protocol, already validated on healthy 
subject, can be used also on disable people for the administration of cognitive test. 
The BCI administration method, compared to the classical paper or computerized test, 
allows for the evaluation of new information which can be useful to study more com-
plex aspects of cognitive abilities like selection strategy and spatial processing. 

Our software was used with SSVEP based BCI but can be easily adapted to other 
BCI paradigms (eg. P300 and Motor Imagery) or other tests, and  can be adopted, 
thanks to the use of already validated and widely used cognitive test, in clinical study 
were the administration of these kind of tests is difficult or, in some cases, impossible.  
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Abstract. The proposed research developed a noncompensatory policy captur-
ing technique to infer judgment rules (represented in disjunctive normal form) 
from available human data. The rule induction algorithm employs multiobjec-
tive Genetic Algorithm (GA) as its central search mechanism to enhance the  
induction and classification process. The quality of the induced rule set is 
measured by two criteria, fidelity (the degree to which the rule set reflects the 
judgment data they have been extracted from) and compactness (the simplicity 
of the rule set). An experimental study is conducted to demonstrate the effec-
tiveness of the algorithm on a number of benchmark datasets.  

1   Introduction 

Von Neumann and Morgenstern [1] developed the classic Utility Theory which offers 
an idealized representation of decision outcomes. In their theory, it is assumed that 
people are rational decision makers who are capable of selecting the alternative with 
the maximum utility by using compensatory strategies. Though the classic Utility 
Theory dominates the literature for building normative decision models, critics argued 
that the Utility model had serious shortcomings [2]-[4]. Typically, when people make 
everyday decisions, they are not completely rational and consistent. They are not even 
aware of cue information that is readily available in the environment. Therefore, al-
ternative models are needed to describe human decision making that requires less 
information processing. 

Simon [3] proposed an alternative model based on the idea of satisficing, which 
suggests that people tend to select the first option that works for the situation rather 
than the optimal alternative. He later proposed the notion of bounded rationality [5] 
and stated that property of an agent that behaves in a manner that is nearly optimal 
with respect to its goals as its resources will allow. Noncompensatory decision models 
are developed to describe decision making behaviors that are consistent with the con-
cept of bounded rationality. Noncompensatory strategies can be used to reduce the 
number of alternatives to be carefully evaluated and therefore improve the processing 
efficiency [6]-[9]. 

Regarding modeling noncompensatory strategies, although linear additive models 
can often approximate nonlinear strategies, they are sometimes inadequate to  



 An Inductive Inference Model to Elicit Noncompensatory Judgment Strategies 415 

represent rule-based behaviors, e.g., the XOR problem that is naturally arisen in real-
world data [10] cannot be modeled by the weighting-and-summing formula [11] – it 
yields a set of zero regression coefficients for the predictor variables. As such, a need 
exists to develop a noncompensatory policy capturing model which can elicit heuristic 
rules from judgment data and does not rely on the linear compensatory assumption. 
The development of such systems is also of practical importance because it allows 
investigators to infer unobserved decision strategies from judgment profiles [12]. 
Rothrock and Kirlik [13] proposed that in a time-stressed, information-rich task envi-
ronment, performers tend to develop heuristic rule-based strategies to cope with the 
increased cognitive workload. Therefore, rule-based modeling would be more appro-
priate than the tradition linear models in terms of describing the heuristic-based 
judgment behaviors. They thus presented a technique, called Genetics-Based Policy 
Capturing (GBPC), for inferring noncompensatory rule-based heuristics from judg-
ment data, as an alternative to regression. The proposed research presented in this 
study serves as an advancement of the GBPC method and we intend to develop a 
technique that is more effective and efficient than GBPC. 

2   The Inductive Inference Model 

The proposed model uses inductive inference principles to generate rules in disjunc-
tive normal form that are consistent with human decision behaviors. The current  
formulation of the problem builds on the existing work of GBPC [13]-[14] and  
extends it to accommodate discrete values with multiple categories. 

2.1   General Problem Description 

The general problem is that the decision-maker selects among Q alternatives 

 regarding the states of the environmental criterion  based on a 

set of environment cues . We assume the ith categorical cue, xi can take 

categorical values from the domain set , where   represents the 
number of categories for the ith cue and  is finite. In addition, we specify that the 
rule-based model is represented in the disjunctive normal form which is expressed 
as the disjunction of M conjunctive rules:  

To infer such rules from the judgment data, we assume the learning is based on N 
judgment instance profiles, which are shown in 2.2, 

The exemplar matrix E, summarizes the information of N judgment profiles. Each 
judgment profile is called an exemplar, which is represented by . E is a two-
dimensional matrix of size  in the form of: 

                                       (1) 
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The element in the exemplar matrix  for i = 1,2,…,N,  j = 1,2,…,p represents the 
value of the jth cue in the ith exemplar. The element  for i = 1,2,…,N represents the 
judgment value of the ith exemplar. 

Similarly, the rule set can be summarized via a two-dimensional matrix of size 
. We call it the rule set matrix, S, where each conjunctive rule is 

represented by  

                                        (2) 

The element of the rule set matrix  for k = 1,2,…,M,  j = 1,2,…,p represents the 

constraint posed on the jth cue in the kth rule.  can take any one value from the set. 

When , the jth cue can take any value from the set   for its 
condition to be met in the kth rule. In addition, the element of the rule set matrix  for 
k = 1,2,…,M represents the decision value for the kth rule. 

2.2   Fitness of the Rule Set 

The objective of the rule inference system is to elicit noncompensatory rules from 
judgment data. Therefore the quality of the rule set is determined based on its ability 
to represent noncompensatory decision making behaviors. The evaluation of rule sets 
is performed in two aspects, namely fidelity and compactness. First, fidelity stands for 
the degree to which the rule set reflects the judgment profiles from which they have 
been extracted. On the one hand, we want to generate accurate rule set to correctly 
classify the exemplar set. On the other hand, we want to minimize the classification 
error. Hence, accuracy and error are developed as two measures which correspond to 
fidelity. Second, compactness measures the simplicity of the rule sets. Rule set with 
fewer and simpler rules reflects a satisticing mode of decision making which is better 
suited to represent the noncompensatory decision strategies where less information is 
considered, integrated, and combined to make a judgment. The compactness of the 
rule set is measured by its size and parsimony. Specificity is introduced to the measure 
the compactness of a single rule.  

All evaluation criteria are introduced in an attempt to improve the psychological 
plausibility of the induced rule set. We submit that the proposed approach does not 
aim to generate rule set to exactly mimic the decision making process but rather the 
goal is to generate a plausible hypothesis that is relevant to the use of noncompensato-
ry decision strategies. In the next section we present the detailed mathematical repre-
sentation of the fitness dimensions for the rule set. 

2.3   Mathematical Representation of Fitness Dimensions 

To compare the match between an exemplar  with a rule , we define a number 

of indictor variables. First, Table 1 lists all possible cases for the values of  and 
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, and the match indictor  is defined as 1 if the value of the jth cue in the ex-
emplar is compatible with the value in the rule and 0 otherwise.  

Table 1. Match between eij and skj 

 
 compatible  
 compatible  

 
 compatible  
 incompatible  

  

Similarly for the decision value, Table 2 defines the match indictor . It is 1 if 
the decision values in the exemplar and the rule are the same and 0 otherwise.  

Table 2. Match between ai and jk. 

 same  
 different  

  

                                (3) 

 

                                                (4) 

Therefore, the matching vector of exemplar 
 
with respect to a rule  is defined as: 

 
Accuracy. The accuracy dimension is based on work in [15]. It measures the percen-
tage of exemplars that are correctly classified by a rule set. The accuracy of using a 
single rule to classify an individual exemplar  is defined based on the ele-
ment of  :  

The accuracy score is 1 if and only if each element in the exemplar matches the 
corresponding element in the rule, and 0 otherwise. The accuracy of using the entire 
 

{ }ik
Mk

i auau
,...,2,1

max
=

=
                                                    (5)

 

rule set S to classify exemplar  is the maximum accuracy of using any rule within 
rule set S to classify exemplar :  

                                                        (6) 

Then the accuracy score au  of using rule set S to classify the exemplar 
set E is: 
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Error. Error dimension measures the percentage of exemplars that are wrong classi-
fied by a rule set. To determine the error rate, we first need to define the coverage 
of an exemplar  matched by a rule , which is based on the element of  
 

                                                       (7) 
: 

A rule is said to completely cover an exemplar if all conditions for the rule are true 
for the exemplar. For an individual exemplar , its coverage with respect to the en-
tire rule set S is defined as the maximum coverage by any rule within the rule set:  

{ }ik
Mk

i cc
,...,2,1

max
=

=
                                                       (8)

 

                                       (9) 

An exemplar is said to be wrongly classified by a rule set if there exists rules that can 
completely cover the exemplar but no rule can be used to correctly classify it. As 
such, we define the error rate of using a rule set S to classify an exemplar as  

To extend the error rate measure to the entire exemplar set, we define the error of 
using rule set S to classify exemplar set E as the percentage of exemplars that are 
 

                                                     (10) 
wrongly classify by rule set S:  

Size. The size of a rule set is simply the number of rules it contains. For a rule set S, 
its size is defined as 

                                                        (11) 

Specificity. The specificity dimension was first suggested by Holland [16]. Rule sets 
with less match-all characters are classified as more specific [13]-[14]. For the kth 

 

                                              (12) 

rule, if we have r cues specified that they can take any values, then the specificity for 

rule  is 1 – r/p. Mathematically, by introducing another indictor variable , we 
can represent the specificity of  as,  

where is defined as:  

                                            (13) 
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The specificity sp for rule set S is the average specificity across the M rules. It is  
defined as: 

                                                       (14) 

From the formulation we know . Although in general we want to minim-
ize the specificity of the rule set to generate simpler and more general rules, we keep 
in mind that an over generalized strategy1 should be avoided at all times since it 
represents a complete blind and random judgment behavior which provides zero in-
formation to our subject of interest. Therefore we would not want to incur such types 
of rules in the candidate rule sets and they should be of minimum use. 

                                               (15) 

Parsimony. The parsimony dimension reflects the goodness of a rule set in terms of 
the necessity of each rule [13]. More specifically, it measures the strength of each 
rule in the rule set in terms of its utility to classify the exemplars. The utility of using 

to classify the entire set of exemplars E is defined as: 
The parsimony level ps  of a rule set S is the maximum utility scores 

found across the M rules: 

{ }k
Mk

psps
,...,2,1

max
=

=
                                             (16)

 

2.4   Multi-Objective Optimization GA Algorithm 

The rule extraction problem can be then formulated as a five-objective optimization 
problem.  The first two objectives guarantee that we solve the problem accurately, 
while the last three introduce pressure towards compact solutions. Given that we have 
finite numbers of rule sets S whose length varies from 1 to M 2, we want to find the 
set of rule sets that are Pareto optimal with respect to the five dimensions (au, er, sz, 
sp, ps). 

Based on the review of the existing techniques, we found that a method that can 
explicitly deal with the criteria we have defined in Section 2.3 has not been fully de-
veloped yet. This brings the necessity of developing an appropriate rule induction 
algorithm that can be used to model noncompensatory decisions. In this study we ex-
plore the use of multiobjective GA to construct a system which can learn noncompen-
satory rules from human decision data. The system can also be used to solve a wide 
variety of machine learning classification problems with various configurations.  
                                                           
1 An over generalized strategy is exhibited by the inclusion of a rule in the form of IF (CUE 1 = 

ANYTHING) AND (CUE 2 = ANYTHING) AND … AND (CUE P = ANYTHING) THEN (SELECT AL-
TERNATIVE J). This translates to the vector representation of having zeros values for all cues. 

2 M is the maximum number of rules that is allowed to be included in a rule set (M ≤ N). It 
could be a psychologically relevant variable that defines the capacity of a human in terms of 
the number of rules he/she can manipulate for his/her judgment strategy. 
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The empirical testing results are provided in the next section to illustrate the system 
performance in relative to existing methods. 

Our proposed method is built on the basis of GBPC. Empirical testing on GPBC 
shows that the system performance is very sensitive to the initial populations and the 
system can produce drastically different results across runs. In addition, the solution 
quality for large size problems is not on par with the current state-of-the-art rule in-
duction algorithms. In order to improve the effectiveness of the algorithm, we propose 
a hierarchical system where GA works on two levels as in [17]. The technique essen-
tially performs an initial partition on the solution search space and divides it into 
many sub regions. Then knowledge is learned on each of these sub regions. We ex-
pect that the newly developed technique can greatly improve the performance of the 
algorithm and produce consistent results over times.  

3   Experimental Study 

The purpose of the experimental study is to test the effectiveness of the proposed rule 
induction algorithm. In this experiment, we will compare the results of our algorithm 
with the results produced from a number of well known learning algorithms including 
ID3, C4.5, k-NN, IB1, and naïve Bayes. We abbreviate our algorithm as RI for the rest 
of this paper. The algorithm itself is implemented in Matlab® version 7.0 Release 14. 

Two measures used in this study to rank the performance of the learning algo-
rithms are accuracy and compactness. The higher the accuracy is, the better the model 
generalizes from the data. Compactness measures the simplicity of the model where 
in our case refers to the size of the rule set. An ideal rule set will have minimum  
number of rules and correctly classify all instances in the test set. 

In our study, the testing results on nine UCI datasets including balance scale, car 
evaluation, congressional voting records, hayes-roth, lenses, monk-I, monk-II, SPECT 
heart, and tic-tac-toe endgame are reported. The UCI (University of California Irvine) 
machine learning repository is a collection of databases used by practitioners and re-
searchers from all over the world to conduct empirical analysis of machine learning 
algorithms [18]. Results reported regarding the performance of the benchmark algo-
rithms on the UCI datasets are those that have been found in the existing machine 
learning literature. These results were generated using the same validation technique 
as we used for all the datasets and therefore the comparison is valid. However, only 
partial results are available for some of the datasets. 

Overall, our results show that RI generated simple yet accurate rules as compared 
with other benchmark algorithms on many of the tested datasets if not most. It suited 
particularly well on datasets generated using disjunctive functions. However, as litera-
ture suggested that no algorithm outperforms others in all settings and domains [19], RI 
did produce inferior results on a small portion of the tested datasets. In conclusion of the 
experimental study, we submit that RI is an effective rule induction algorithm which 
performs comparably well with many state-of-the-art machine learning algorithms. 
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4   Conclusions 

In this study, we used zero order predicate rules to represent the learned knowledge 
and avoided the combinatorial complexity in computation. In future studies, higher 
order representation could be introduced to the model and we believe this added flex-
ibility in representation could improve the system performance in terms of its robust-
ness on a broader range of domains.  
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Abstract. Mental health care represents over a third of the cost of health care to 
all EU nations and, in USA, it is estimated to be around the 2.5% of the gross 
national product. Depression and Stress related disorders are the most common 
mental illnesses. The European project OPTIMI will develop tools to make pre-
dictions through the early identification on the onset of the disease. In this pa-
per, we present a user-friendly application developed in the OPTIMI project to 
detect the stress level in a person’s daily life. The results of a first usability 
study of this application are also presented. 

Keywords: mental health, usability, depression, stress detection, prevention. 

1   Introduction 

Mental health problems account for more than a third of the cost of health care  
systems of all European Union countries [1]. They also have additional costs in eco-
nomic terms due to loss of productivity. Depression and stress related disorders are 
the most common mental illnesses and the prevention of depression and suicide is one 
of the five key points in the European Pact on Mental Health and well-being. 

According to European Study of the Epidemiology of Mental Disorders (ESEMeD) 
project, major depression and specific phobia were the most common single mental 
disorders in the EU. 

While depression affects one in six people (in the UK) at some point in their life 
and is most prevalent among people aged 25-44, it is increasingly affecting adoles-
cents. In Europe, 8% of all girls and 2% of all boys show symptoms of severe depres-
sion [1]. In the UK, among the 5-10 age group, 10% of boys and 6% of girls are  
affected; and among the 11-15 age group, 13% of boys and 10% of girls. 

The worrying figures confirm that we need to develop better treatments to help 
those affected, and more importantly, given the near exponential explosion in the 
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number of sufferers (young, adolescent, adult, aged and repeat episodes), we need to 
develop better means for identification of subjects at risk and for prevention, in par-
ticular as adolescents move on into the more stressful environments of the workplace 
and bringing up a family. 

Currently, the main treatments for mental illnesses are pharmaceutical drugs based 
on evidence and cognitive-behavioural therapy (CBT) [2-3]. However, little is being 
done to develop effective systems for preventing the onset of these diseases. Many of 
us are lucky not to be subject to daily stress conditions that ultimately lead to physical 
and personality changes. Furthermore, some people are lucky enough to cope with 
high pressures. However, many find themselves in high-risk situations where, despite 
their efforts, they decompensate and develop a depressive disorder. 

As previously commented, Depression and General Anxiety Disorders (GAD) are 
treatable illnesses with CBT as the treatment of choice. However, due to various rea-
sons, the provision of mental health care is generally less than adequate in terms of 
accessibility and quality. CBT comprises a set of therapist and patient processes 
whose format allows for the whole treatment process to be computerized and person-
alized, Computerized CBT (CCBT). For example, in the UK, the Netherlands, Swe-
den, Italy, Spain, as well as many centres in the USA and Canada there are now 
emerging several CCBT treatments that include the wide use of Internet and CD 
based solutions [4-7]. The mentioned CCBT treatments provide solutions to disorders 
such as: fear of public speaking [4], obsessive-compulsive disorder [5], panic disorder 
[6] or anxiety and depression [7]- These computerized treatments are being actively 
tested and, in certain cases, licensed for wide application to meet the growing need for 
treatment. 

So CCBT will provide a good alternative, for traditional CBT that is restricted due 
to a combination of the number of available therapists, with adequate quality training, 
as well as economics and physical accessibility. 

1.1   The Optimi Project 

However while the extensive computerization of CBT at all levels will indeed en-
hance the CBT treatments and provide a powerful means for effective deployment in 
general mental health care provision, there is something lacking in the computeriza-
tion that is sadly missing. What is missing are the tools that reliably predict and  
diagnose the onset of the illness, the development of the illness and the effects of 
treatment on the illness. 

In order to identify the onset of mental illness, a tool for detecting the occurrence 
of stress in the daily life of an individual has been developed. This tool is part of a 
European project called OPTIMI (project number 248544) to determine the continu-
ous effect of stress on the individual by studying patterns of behaviour over a longer 
period in order to predict whether the user is at risk of depression and, if so, it will 
recommend him a set of activities to reduce his stress level. 

OPTIMI has set itself two goals: first, the development of new tools to monitor 
coping behaviour in individuals exposed to high levels of stress; second, the devel-
opment of online interventions to improve this behaviour and reduce the incidence of 
depression. In this work, we will focus on the first goal. 
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In order to detect the stress level of a person, the following measures are consid-
ered: ECG [8], physical activity [9], voice analysis [10], EEG [11] and self- report 
diary [12].  

Power spectrum analysis of heart beat for quantification of heart rate variability 
(HRV) is a non invasive method for identifying the activity of the autonomic nervous 
system (ANS) and its control functions. The HR/HRV technique uses these variations 
to assess physiological responses to various real world conditions in normal and dis-
eased subjects.  

OPTIMI uses actigraphy (physical activity) for two different purposes: (i) to ana-
lyze ambulatory activity, exercise and resting, (ii) to estimate sleep quality. Acti-
graphic measurements make possible to estimate to what extent subjects’ subjectively 
experienced fatigue corresponds to objectively measured physical activity, to what 
extent it is the result of chronic stress and over activation of the sympathetic system, 
and to what extent it is a psychosomatic symptom. 

The study of speech patterns of users is used by the application in order to establish 
their state of affect. The evolution of human voice enables speakers to non-verbally 
communicate information on their affective state, including states of mind (sadness, 
happiness, fear, anger, aggression, etc.), likely to be associated with mental and 
physical manifestations. 

On the other hand, OPTIMI uses power spectrum analysis, time-frequency analy-
sis, correlation dimension (D2) and Approximate Entropy (ApEn) analysis of scalp 
EEG to identify variations in brain functioning and emotional responses in subjects 
belonging to high risk groups. 

Finally, self reporting strategies provide the best possible psychological informa-
tion to the OPTIMI system related to the possible risk of developing a major depres-
sive disorder; that is, the users’ own self report of their experienced stress and how 
they are coping with it. 

All these measurements have to be taken in a daily basis, as long as the variability 
over time and dynamic patterns of those variables will be fundamental to detect 
changes that are associated with increments in stress levels. 

In this work, we will focus on the description of the user-friendly application that 
has been developed to allow the registration of the different signals and user data. The 
results of a preliminary usability study of this application will be presented and  
discussed. 

2   Application Developed 

From the user perspective, it is necessary that a simple and intuitive tool that does not 
interfere in the user’s daily life is used to monitor all these data. In psychological 
research, there is a growing trend to use computer programs that can prompt the sub-
jects on a periodic base to rate and give answers about different parameters [13]. 

In the OPTIMI project, the tool developed for detecting the stress level in a per-
son’s daily life presents a user-friendly interface that allows the user to obtain the data 
collected by the activity and ECG sensors, to perform specific measurements such as 
voice analysis and EEG processing and to complete a self- report diary.  
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The ECG and activity sensors are worn by the user during the whole day, and the 
application is used to download the registered data. The computer automatically inter-
faces any nearby sensor wirelessly and downloads any waiting processed information. 
The computer uses normal secure internet connections to send the data to the OPTIMI 
server. A complete description of these sensors can be found elsewhere [14]. 

The application has been developed in C++ and it is a local application that must 
be installed in the PC before it is handed over the final user. It is a multilanguage 
application in which the language will be detected automatically based on the  
language of the operating system. 

 

Fig. 1. Daily routine of the application 

2.1   Usage Model 

The activity and ECG sensors are worn more or less continuously (24/7). Of course 
they may be removed for comfort and will need to be removed when the batteries 
need recharging. They can then be swapped for an identical spare unit. 
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Once a day the user is requested to go to the PC and switch it on. At this point the 
PC should automatically begin the application and a process of downloading data 
from the ECG and Activity sensors as well as interacting with the user to obtain an 
EEG reading, a Speech reading and finally a Self report diary reading. 

Once all data has been provided the user may walk away. The PC then performs 
some final computations, and contacts the OPTIMI server via the Internet. Finally it 
will shutdown gracefully and switch off automatically. Fig. 1 shows the daily process 
diagrammatically. 

2.2   Workflow 

The application has a wizard look and feel that guides the user through the different 
steps in order to minimize possible errors. The communication with the different 
sensors is done through different dlls. Following the different steps the application are 
described: 

1. The user switches the computer on. The Optimi application is launched automati-
cally and the “Welcome screen” appears. The application blocks the computer and 
hides the windows toolbar, not allowing the user to close it. 

2. The user introduces his pin number. In order to increase the security and to avoid 
possible communication problems the login process is done locally. The PC con-
tains an encrypted configuration file that contains the UserId and the PIN number. 

3. At this point the Home PC, via a USB Radio frequency dongle, searches for ECG 
and Activity sensors. If no sensor is detected, the application asks the user to stay 
with the sensors near the PC. Once the sensors are connected to the PC the applica-
tion sends a message to the ECG and Activity sensors using a proprietary 2.4GhZ 
RF data stream to download their data. The data downloaded from each sensor is 
stored appropriately in a text file.  

4. The application starts the voice analysis process indicating the user how to connect 
the microphones needed for this process. After this, the application asks the user to 
talk into the microphones following guided procedures. The different steps of the 
voice procedure are: count from 1 to 40, read a text passage that lasts 1 or 2 min-
utes and then count form 1 to 40 again. This process generates different wav files 
that are sent to the voice analyzer module to obtain a depression score of the user.  

5. The application starts the EEG analysis module showing the user how to put the 
EEG sensor. After this, the application asks the user to breathe deeply and records 
the EEG signal for 85 seconds. This signal is downloaded from the EEG sensor via 
the USB RF dongle and sent to the EEG analysis module to obtain a stress score of 
the user.  

6. At this point, the user has to fill in a self-dairy questionnaire indicating a value for 
the following variables: coping capability, daily mood, stressful events, general ac-
tivity and general health. Moreover, the user gives information about the activity 
that has done during the day. 

7. At this step, the application encapsulates all the information obtained in the previ-
ous points in a single package (zip file) and sends it to the server to its proper stor-
age and analysis. After that the application shows a message to the user thanking 
his participation and the PC switches off automatically.  
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The application combines all the data obtained in the steps previously described to 
detect the stress level of the person in his daily life. It is an easy to use application that 
the user can apply every day to monitor his stress level. 

 

  

  

Fig. 2. Some screenshots of the application 

3   Usability Study 

The usability and acceptability of the application is a key factor in the OPTIMI pro-
ject. The participants in the project trials will use the application alone, at home with-
out the help of the therapists, so it is very important they feel comfortable with it. For 
this reason, the application should be self-explaining and easy to use. 

To test the acceptability and usability of the application a usability study has been 
conducted. The main objective of the study is to determine if the users are able to do 
the different tasks the application proposes (download data from sensors, record voice 
and fill in a self-diary questionnaire) and if they feel comfortable with the application.  
It was not an objective of this study to evaluate if the application was useful to evalu-
ate stress levels in a person’s daily life. That will be analyzed in future studies inside 
the OPTIMI project. 

3.1   Participants 

In the usability study participated 10 users (3 women and 7 men), aged between 25 
and 69 years. Since the final application will be used by users of a wide age range, the 
study conducted intended to obtain sample of different ages. 

Before starting the study the users were asked about how they felt when working 
with computers and new technologies, using the visual analogue scale (VAS) from 1 
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to 7 represented in Fig. 3. As shown in Table 1. most of the users felt comfortable 
working with computers. 

 

Fig. 3.  Visual Analogue Scale used in the usability study 

Table 1. Results of the pre usability study question 

Visual analog scale Percentage of answers 
1 0% 
2 0% 
3 10% 
4 20% 
5 10% 
6 30% 
7 30% 

3.2   Experimental Procedure 

Following, the procedure used in the usability study of the application is described. 
First, the user is explained how the application works step by step. Secondly, the user 
is left alone with the computer to use the application. Finally, the user is asked some 
questions about his experience with the application and its usability. 

To measure the usability of the system, the SUS (System Usability Scale) ques-
tionnaire is used [15].  The SUS covers the following aspects:  

• Effectiveness (the ability of users to complete tasks using the system, and the qual-
ity of the output of those tasks) 

• Efficiency (the level of resource consumed in performing tasks)  
• Satisfaction (users’ subjective reactions to using the system).  

3.3   Results 

As previously commented, the users complete the SUS questionnaire after having 
used the application.  SUS is a simple, ten-item scale giving a global view of subjec-
tive assessments of usability. The principal value of the SUS is that it provides a sin-
gle number (from 0 to 100) representing a composite measure of the overall usability 
of the system being studied. Note that scores for individual items are not meaningful 
on their own. Table 2. shows the results obtained in SUS questionnaire for each par-
ticipant, the mean of all the scores and the standard deviation.  

Taking into account the adjective rating scale presented in [16] and the mean ob-
tained at the SUS questionnaire (73.5), our application could be considered as “good” 
in terms of usability. 

1             2            3             4            5            6             7 
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Table 2. SUS scores 

Participant Sus score 
User1 90 
User2 77.5 
User3 75 
User4 70 
User5 70 
User6 77.5 
User7 80 
User8 52.5 
User9 72.5 

User10 70 
Mean 73.5 

Standard Deviation 9.59 
 
Apart from the SUS questionnaire, the participants were asked about how they felt 

using the system with the same VAS scale used in the pre-study question. As shown 
in Table 3., users felt neutral or comfortable using the system. 

Table 3. Results of the post usability study question 

Visual analog scale Percentage of answers 
1 0% 
2 0% 
3 0% 
4 40% 
5 40% 
6 10% 
7 10% 

4   Conclusions 

The European project “Optimi” aims to develop a set of tools to prevent an individual 
from falling into depression. For this reason a friendly application that can detect the 
stress level of a user in his daily life has been developed. This application collects and 
combines different types of measures: ECG, physical activity, voice analysis, self-
registration and EEG to obtain the individual's stress level. 

An initial usability study of the application has been conducted and has been pre-
sented in this work. The results of this study show that the application has a friendly, 
easy to use interface and that users feel comfortable using the application. As has 
already been commented, the application will be used daily during the OPTIMI pro-
ject during extended periods of time in order to evaluate stress levels in a person’s 
daily life. Results of the present study seem to support the hypothesis that the use of 
the application during longer periods would not interfere in the user’s routines. Then, 
it could be a contribution to the growing trend of applying computer programs to 
collect data about psychological aspects on a periodic base.  
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Abstract. Mobile devices and visual-spatial presentations of information are 
pervasive, especially for tasks in which the mobile device can be moved to 
close proximity of the task.  This mobility allows the user to offload mental 
workload by allowing physical transformations of the device. In this study, we 
compared a fixed mobile device, a non-fixed mobile device, and a fixed desktop 
display to determine the effects imposed by the mental workload of transform-
ing the frames of reference into alignment.  Our results indicate that allowing 
the user to manipulate the device’s position can influence performance by re-
ducing the need for mental transformations. 

Keywords: Mobile Device, Usability, 3D Models, Frames of Reference. 

1   Introduction 

Mobile devices allow for the delivery of information for many applications in a di-
verse set of contexts. The very feature that defines mobile devices, that is their mobil-
ity, would seem to have great potential for modifying the mental demands required for 
a variety of tasks. Consider a person trying to watch a video while lying down.  If 
they are watching the video on a standard television screen, they would probably prop 
their head up to get a better view of the video. However, if they were watching this 
video on a tablet computer, or some other mobile device, they could keep their head 
in a lying down position, while rotating the screen of the device to an orientation 
where the video could easily be viewed. Now suppose that a person is watching an 
interactive presentation with 3D objects on a mobile device, for example, a ‘rotatable’ 
origami whale. Once again, the user has the capability of changing the view of the 
scene by changing the position of the device or by changing their own position.  
However, by virtue of the interactivity of the presentation, they may also change their 
view of the scene by reorienting the whale within its virtual space (Fig. 1). Any of 
these changes might occur in an effort of the user to realign the presentation with the 
device, the device with the user and so on.  If the device, the presentation, or the per-
son are fixed, as in the case of the television, the user is forced to mentally realign 
salient elements of the user experience. It is this mental workload, imposed by the 
process of mental realignment, which would seem to be potentially reducible in a 
mobile device. 
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In this paper we present results of a study of mobile device usability in which we 
vary the opportunities for the task presentation to impose mental workload via de-
mands for mental or physical alignment. We first review the relevant literature, pre-
sent our methodology and results. 

Fig. 1. Two views of a (rotated) origami whale within its virtual space 

2   Background 

When a person mentally realigns themselves and objects in their world, a major  
element of the resultant mental workload in is the management of frames of reference 
(FoRs). When a person encounters an object in the world, they must mentally manage 
various FoRs, including FoRs induced by: the object, the person, and gravity.  Mental 
“management” means the mental workload of transforming the FoRs into alignment 
with the viewer [12, 13, 15]. When viewing an object in virtual space (i.e. in a  
computerized presentation), the relevant FoRs are those induced by: the viewer, the 
computer display, and the object in virtual space [c.f. 11, 16].  In our study, using an 
interactive presentation, we examine the effects imposed by the management of these 
FoRs with one additional factor: because our task was a multi-stage construction of an 
actual object, an additional FoR (of the constructed object) to manage was introduced.  
When a person and all elements in their environment are fixed (e.g. a person with 
their head restrained viewing objects on a fixed desktop computer screen), the person 
must mentally realign the relevant frames of reference for themselves.  When any 
element of the person or the environment are not fixed (e.g. a person with free move-
ment of their head and hands viewing objects on a non-fixed mobile device), the  
person has the opportunity to offload the mental work of realignment by physically 
moving themselves or salient environmental items. 

In previous studies, we explored the effectiveness of 3D graphics as a component 
of a system to deliver instructions for a construction task [cf. 1, 16]. Construction 
tasks are ubiquitous and include activities like assembling a child's bike; the tradi-
tional form of these instructions has been written text accompanied with 2D illustra-
tions. Typically, the task is divided into a number of stages with multiple steps per 
stage. Such instructions can be notoriously difficult to follow for a variety of reasons: 
the number of steps per stage can be "overwhelming" or the user can find it difficult 
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to discern the actual 3D spatial relationships among the parts from the 2D illustration.  
Creating a true 3D representation (i.e. where the user can view the scene from any 
desired vantage point) of the construction process offers the potential to address these 
and other limitations of the traditional paper presentation style. Such presentations 
offer opportunities to study the role of FoRs because the richness of the applications 
induce the simultaneous existence of multiple FoRs.  

In our prior studies we have examined usability issues of computerized presenta-
tion of instructions for folding origami objects across a variety of contexts. In this, or 
any origami task, the participant is required to construct a three-dimensional object 
through a series of folds, unfolds, and creases (much like the construction of a paper 
airplane). While no single task can be expected to singularly exemplify the wide 
range of real-life construction tasks, origami folding does possess many representative 
characteristics: the task is non-trivial, requires multiple manipulation steps, and re-
sults in a 3D artifact. Furthermore, its lack of confounding concerns (e.g. use of tools) 
makes it an almost ideal task for focusing on our specific research questions.  Finally, 
from an experimental design view it is also nearly ideal: the task is familiar to partici-
pants (extensive training is not required), very low cost, very low risk, and allows for 
investigation of construction tasks of incremental complexity.  

Our prior work included studying the relative effectiveness of various presentation 
formats: paper, computerized presentation of text with 2D illustrations, and computer-
ized presentation with interactive 3D models; the latter on a variety of platforms, 
including mobile devices [1, 10, 16, 17].  Qualitative analysis of participant behavior 
in our mobile device experiments led us to consider the implications of the manage-
ment of FoRs for this problem domain and to the particular study presented here.  By 
nature, a desktop display is fixed where a mobile device is mobile and the user may 
alter its position/orientation. As a result, for applications involving 3D graphics, inter-
active and static, the mobility of the device potentially changes the way that the user 
visualizes the elements of the presentation and their relationships.  Specifically, the 
mobility of the device potentially allows the user to see the presentation in different 
orientations or to see hidden content in ways different from a non-mobile device. 
Thus, at a very minimum, it is not clear to what extent (if any) usability issues and 
solutions for desktop applications map onto corresponding issues and solutions for 
mobile devices. 

2.1   Evidence of the Importance of Presentation Orientation  

Three very different studies point to the importance of orientation in a presentation of 
interactive visual information. [11] found that, for map-based navigation assistance, 
physical rotation is the most effective form of track-up alignment on handheld mobile 
devices   [11] found users' difficulty recognizing a map when automatically rotated, 
especially when the users were not looking at the map during the time of rotation.  

[14] describe a comparative study of the effectiveness of four different presenta-
tions of instructions for an assembly task: printed manual, monitor-display, see-
through head-mounted display, and spatially registered augmented reality (AR). 
Measurements were task performance (time and accuracy) and perceived mental 
workload. The task consisted of 56 procedural steps building an object with Duplo 
blocks. Participants in the spatially registered AR treatment made significantly fewer 
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assembly errors. The authors concluded that the improvement in the AR condition 
was due to reduced demand for attention switching. Because the spatially registered 
AR appears directly on the object, it was also thought that the participants made fewer 
mental transformations between the instructions and the object.  

[4] report on a design tool to build three-dimensional, interactive and movable 
polyhedrons. In evaluating this tool, they found that users had a preferred orientation 
for the designed polyhedrons. When the figures were moved from the preferred orien-
tation, participants found them to be more difficult to sketch (reproduce by hand). 
Some reported elements of the preferred orientation include: 1) preference for vertical 
as opposed to horizontal edges (preference for either types of edges as compared to 
diagonal edges), 2) bilateral symmetry, and 3) stability as indicated by the polyhedron 
resting on a face as opposed to resting on a vertex. 

3   Method and Procedure 

According to prior research [2, 6, 13], mental workload increases and performance 
decreases with mental management of increasing numbers of FoRs. Construction 
tasks, by their nature, often require users to manage and align several FoRs.  Deploy-
ing instructions in a 3D presentation offers users a way to physically align FoRs 
within the presentation but when the 3D presentation is shown on a fixed display, that 
very property of the paper instructions, physical realignment of the paper, is lost. 
However, both opportunities for physically realigning the FoRs of the tasks can be 
regained with a 3D presentation on some sort of mobile device. The purpose of the 
current study is to test the hypothesis that a mobile presentation of instructions for a 
construction task leads to better performance than is achieved when the presentation 
is on a fixed device, by virtue of offering opportunities for physical as opposed to 
mental realignment of FoRs. 

In the current study, participants could reduce mental workload by aligning one or 
more FoRs; e.g. participants could align the constructed object with the presentation 
on the screen, the constructed object with the screen itself, or in some cases, the 
screen with the constructed object.  In all conditions of the present study, participants 
could mentally or virtually (via an interactive presentation) realign any of the above 
FoRs. However, participants in the non-fixed mobile device condition could also 
physically realign the device itself to reduce mental workload.  To clarify, in all con-
ditions, participants could rotate the presentation of the instructions in virtual space to 
align the FoR of the virtual object to reduce mental workload.  Also, all participants 
could, of course, realign the constructed origami whale itself to any orientation to 
possibly reduce mental workload. If participants performed no realignments in the 
virtual or physical world, it was assumed they performed realignments mentally, thus 
increasing mental workload [as evidenced by 2, 6, 13]. 

We compared two conditions with varying demands for management of FoRs, a 
fixed mobile device in a cradle and a non-fixed mobile device.  FoRs of the non-fixed 
device could be aligned physically or mentally.  We added a third condition for exter-
nal validity: a fixed desktop display. In all conditions, the presentation contained 
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virtual interactive instructions for constructing an origami whale and a paper packet 
of line drawings and text.  

The current study was actually part of a larger study [10] that considered additional 
issues not germane to the current discussion. We examined three dependent perform-
ance variables: the proportions of correct folds (PCF), recreased folds (PRF) (correct 
but redone folds) and incorrect folds (PIF); if a participant performed a step incor-
rectly, then corrected the error later, these were two different folds (one correct and 
one incorrect). Both folds are reflected in the data. In addition, a correct fold might be 
recreased and these additional correct recreased folds are reflected in the scoring as 
well.   All proportions were calculated against the participants’ total number of folds. 
Reaction time was not collected; our earlier studies of this task found it an ineffective 
predictor [c.f. 16].   

From prior FoR studies, we predicted that the mobile device would lead to better 
user performance, since the opportunity for physical realignment potentially reduces 
the need for mental transformations.  Specifically, based on prior research [7, 8, 12, 
13] in which reducing mental transformations reduced errors, we predicted that the 
participants using the non-fixed mobile device would have the lowest PIF. We also 
predicted that PRF would be lessened for the mobile device participants because rec-
reases could be indicative of an uncompleted and redone mental transformation. 

3.1   Participants (Ps) 

Our participants (Ps) included thirty-one graduate students in computer science classes. 
Ps were not distinguished by any background issues other than being students. Seven Ps 
used the fixed mobile device, thirteen Ps used the non-fixed mobile device, and eleven 
Ps used the fixed desktop to complete the task.  All required ethical compliance guide-
lines regarding the treatment of Ps were followed throughout the study. 

3.2   Materials and Task 

The task for this study was to fold an origami whale, following the procedure of our 
prior studies. The procedure to create the whale consisted of 25 paper folds (and un-
folds), with the instructions for making the folds presented in a series of 12 steps of 
varying degrees of complexity (Fig. 2). 

 

Fig. 2. The completed origami whale 
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In order to control for variation in the presentation and also to accommodate the 
small screen size of the mobile device, the on-screen presentation consisted only of 
the interactive 3D presentation for each step (Fig. 3 - Right).  Because a number of 
previous studies, including ours, suggest that Ps are better able to accomplish this task 
with a dual (verbal plus visual) presentation, we included a dual presentation as well 
[cf. 9]. Ps were given a paper packet with a text description of the step at the top and 
line drawing images of the step at the bottom. The line drawings included dashed 
lines and arrows that indicated what folds need to be made and showing what the 
object looks like at the beginning and end of each step. Each step was presented on a 
different page. The paper instructions were in a booklet that Ps could move. The pa-
per instructions were printed on 8.5 x 11 paper; the line drawings occupied approxi-
mately half of each page.  

 

Fig. 3. The Desktop condition (left) and 3D interactive presentation (right) 

3.3   User Interaction 

Ps were permitted to move forward and backward through the presentation steps at 
their discretion and as many times as they wanted. There was no time limit for the 
task. Ps were shown both the paper instructions and the on-screen presentation but 
were not given any guidance as to how they should proceed. In other words, Ps were 
free to refer to either or both presentations as it best suited them. Ps could animate the 
presentation; they could stop the animation at any point and rotate the 3D model. The 
3D interactive presentation was implemented using VRML 2.0 (Virtual Reality Mod-
eling Language).  

The desktop presentation was delivered on a Macintosh G4 running Mac OS 10.2 
with 256M of memory. The VRML model was rendered within Internet Explorer 5.5 
using the Cortona VRML client plug-in. The display device was a 17-inch Apple 
monitor with resolution set to 800x600 with 24-bit color. The monitor was set back 
approximately 18 inches from the user to provide desk space for the written instruc-
tions as well as space to fold the origami paper. Users used a standard one-button 
mouse.  (Fig. 3 - Left). 

The mobile 3D presentations were delivered with Microsoft Pocket PC version 3. 
The VRML model was rendered within Pocket Internet Explorer 5.5 using the Pocket 
PC Cortona VRML client plug-in. The display screen measured 3.8 inch (diagonal) 
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with resolution 240x320 with 16-bit color. Additional desk space was provided for the 
participant to fold the origami paper. The Ps used a stylus to interact with the mobile 
device touchscreen. The mobile device was initially set on the desk in its cradle next 
to the written instructions. In the non-fixed condition, Ps could move the device to 
any position that they wished. (Fig. 4) 

3.4   Procedure 

Each participant received training on paper folding, 3D models, and the presentation 
interface. The training phase of the protocols took about 15 minutes per participant. 

At the start of the actual experiment each participant received a piece of origami 
paper and instructions for their specific condition to fold an origami whale. A partici-
pant was considered to have completed the procedure and therefore had a scorable 
whale if the participant started the folding procedure and, eventually, he/she declared 
the task to be completed. The Ps' hands, the whale, and as much of the presentation on 
the screen as possible were videotaped.   

4   Results 

A significant multivariate analysis of variance (MANOVA) confirmed that the three 
dependent variables (PCF, PRF, PIF) were independent (Wilkes’ Lambda = .675, 
F(4.0, 54.0) = 2.935, p  < .029); thus we conducted separate univariate ANOVAs of 
the effect of the three conditions on all dependent variables. In one-way ANOVAs, 
only the PRF was significant (F(2,28)=6.21, p < .006); PCF and PIF were not signifi-
cant. Pairwise, Ps with the fixed desktop display had a significantly higher PRF as 
compared to the other two conditions; while not significantly less, the PRF for the 
non-fixed mobile device was less than that of the fixed mobile device (means: fixed 
desktop display, 29%; fixed mobile device, 20%; non-fixed mobile device, 18%).  
The overall means and standard deviations of these variables are shown in Table 1.  

Table 1. Overall means by category (standard deviations in parentheses) 

Dependent Vars Non-fixed Mobile 
(N=13) 

Fixed Mobile (N=7) Fixed Desktop 
(N=11) 

PCF 70.80% (s.d. = 19.16) 74.51% (s.d. = 8.52 ) 59.96% (s.d. =14.50) 
PRT 18.36% (s.d. =7.43) 19.64% (s.d. = 6.47) 28.91% (s.d.=8.72) 
PIF 10.94% (s.d. = 17.40) 5.84% (s.d. =6.84 ) 11.12 (s.d. =11.63) 

4.1   Qualitative Results 

We viewed videos of the Ps, folding the whales in each of the three device conditions 
to determine if the Ps were physically aligning their folded whales to the presentation 
or vice versa.   While this qualitative data does not reveal the number of mental 
alignments of FoRs, it is telling because it is 1) indicative that the Ps were using a 
strategy for realignment and 2) descriptive of how users may differentially utilize the 
features of the three device conditions to offload mental workload.   In the case of the 
non-fixed mobile device, the participant could align the whale to the device and vice 
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versa. In the other two fixed device cases, the participant could only align the whale 
to the device.  All Ps could align the presentation itself with the whale or vice versa. 

For the non-fixed mobile condition, initially the device was in the cradle.  How-
ever, the Ps were given free reign to do whatever they wanted with the device itself. 
All but one took the device out of the cradle and proceeded to place it next to the 
paper that they were folding. Follow up analysis of video data indicated that 10 of the 
13 Ps using the non-fixed mobile device physically moved the device and 5 of the 13 
Ps clearly realigned the non-fixed mobile device to physically align the orientation of 
the displayed virtual object with the physical object they were creating. 

For the Ps in the fixed mobile device, 4 of 7 Ps held the whale in alignment with 
the presentation.  We observed that for this group, for those that did move the paper to 
the cradle, it was common to hold up the paper with one hand and then rotate the 3D 
whale model to align the two. For the Ps in the fixed desktop condition, 2 of 11 Pts 
aligned their whale with the presentation by holding the whale up to the presentation 
on the desktop screen or holding it in a similar orientation.  

5   Discussion and Conclusions 

While based only observational data, it is this last point, the relative alignment of the 
paper artifact with the computer display, that we conjecture to be an important aspect 
of the Ps' building process and their interaction with the presentation. In all three 
conditions, the Ps could have realigned the 3D presentation at any point and it is pos-
sible that the Ps in our study did this.  However, we can verify that the Ps in the two 
mobile device conditions did realign at a high rate.  The rate of realignment of the 
paper to the fixed non-mobile device was lower.  This pattern likely explains the simi-
larity between the two mobile device conditions.  Ps in these conditions reduced their 
mental workload by moving the paper and/or the device. 

Our results indicate that allowing the user to manipulate the device’s position can 
influence performance by reducing the need for mental transformations.  The reason 
why PIF was not significant while PRF was, unlike prior research that used context-
free tasks with no clear correct answer presented to the participant [7, 12, 13], partici-
pants could see the correct end result for each step from the instructions. From the 
instructions, participants could see the correct fold for each step and they did not 
make errors per se.  Participants who had more FoRs to realign recreased rather than 
erred.  Perhaps the participants with the heaviest mental workload completed the task 
by approximation as a way to handle the heavier workload.  

In all, our results suggest that participants using a mobile device were better able to 
complete our construction task with fewer errors compared to participants using a 
fixed desktop display.  From our qualitative results, we can conclude that the advan-
tage of the mobile device may lie in its ability to be rotated and aligned as required by 
the task at hand. Perhaps the ability to rotate and realign mobile devices to any angle 
as required by a task may suggest why mobile devices have become so popular and 
pervasive in the world. 
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Abstract. The elderly are begining to use more and more new tech-
nologies, although several times they find these are difficult to interact
with, especially when they are accessed by a keyboard or the screen is
too small.

This work proposes a middleware architecture for TV-based appli-
cations for the elderly, with a focus on social interaction services like
webmail. The elderly feel very confident with their TVs since it is some-
thing they use on a daily basis, and the screen is sufficiently large. The
architecture contains a Context Manager with an Ontology that models
the elderly user impairments and actual context information collected
from sensors located at the user’s home, and an Interface Adaptation
Engine which generates the adapted interface for a particular user, ac-
cording to his profile and context of use. This architecture is part of an
ongoing EU funded project: MyUI1 and a first prototype is expected by
mid 2011.

1 Introduction

In the last century, global life expectancy at birth has risen from 58 years in
1970-1975 to 67 years in 2005-2010, and is currently beyond 80 years for some
developed countries, namely Japan (82.6 years, first ranked), Australia (81.2
years, fifth ranked) and Spain (80.9 years, sixth ranked). In developed countries,
such an increase of longevity, together with the observed decrease of fertility,
has a clear social impact: the elderly population is expected to nearly double by
2050 [1].

In light of this, Information and Communication Technologies (ICT) for the
elderly are expected to increase their quality of life in the forthcoming years. The
elderly are slowly embracing new technologies either because they are beginning
to acknowledge their usefulness in daily tasks, but also because new technologies
keep them close to the younger generations, especially their sons and grandsons.
Also current generations which now demand technology will be technology con-
summers in the future. However, it is still the Television the preferred home
appliance for the elderly. Indeed, it is the people beyond 65 who spend more

1 http://www.myui.eu
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time watching TV, with more than 294 minutes per day, 13 minutes more than
the average TV consumption of people from all ages in Spain [2].

Hence, the combination of communication technologies and the Internet with
TV will definitely open new services applications to people of all ages, and par-
ticularly to the elderly since the TV is the device they feel more confident with.
A large number of TV vendors have forseen this opportunity and are producing
TVs with Internet connection [3]. Additionally, several partnerships between
TV vendors and Internet Service Providers have arisen to make true TV-based
Internet services, see for instance Google TV with Sony and Logitech [4].

However, when developing ICT services for the elderly, a number of design
requirements must be taken into account for its success, especially concerning
accessibility issues in the Human Computer Interaction (HCI). Basically, the
service presentation and navigation must be adapted to the aged user cogni-
tive/visual/hearing profile of the user.

Indeed, elderly accessible software research is a hot research topic [6], see for
instance Cybrarian [10], a webmail with a very easy-to-use interface intended
for the elderly, but does not have interface adaptation. However, the use of a
keyboard always hampers the adoption of ICT technologies by the elderly users.
Ideally, a social interaction system for the elderly should be designed without
the need to use a keyboard.

Take the webmail case for instance: A webemail without a keyboard is possible
if the compose mail option is performed by recording the voice of the user. The
user could navigate through the webmail on his TV and just press some buttons
to record messages and send them to his family and friends. Additionally, font-
size adaptation and even text-to-speech can be used for the hearing impaird
users, where the emails font-size need to be increased or even read for the users.

In the following sections we propose a middleware architecture for the develop-
ment of elderly-adapted applications, with a first focus on webmail applications,
as part of the work conducted within the FP7 EU Project MyUI under code
FP7-ICT-248606.

2 An Architecture for Services to the User

Fig. 1 shows a general system architecture for the design and implementation of
web-based adapted services for elderly users. This architecture comprises three
different parts: The Client side, the Context Manager, and the Middleware,
which with a different role that is briefly described next.

2.1 The Client Side

The client side comprises the set of devices and sensors located near the user.
These include:

– The Internet TV, which contains a web-browser that connects to the ser-
vices allocated on the cloud. We assume that the elderly user accesses these
services only with his TV remote controller.
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Fig. 1. System’s architecture

– Hardware sensors, which are expected to capture real-time context informa-
tion of the elderly user. Such information is first captured by the sensors’
drivers and then published on the Context Manager using XML-RPC. Ex-
amples of important context information are: the user id that identifies who
is accessing a given service (obtained from an RFID for instance), the user’s
distance to the TV, the current ambient light, etc. Such information is im-
portant in the generation of accessible interfaces.

– Software sensors, that are in charge of providing other inferred information
about the user and his access to the service. For example, software sensors
may measure the user’s response time in accessing a given service or whether
the user experiences difficulties in accessing the services. In summary, soft-
ware sensors are expected to complement hardware sensors by inferring other
contextual information about the user.

Hence, the client side not only must provide a front-end to access the adapted
services, but also is expected to capture real-time context information about the
user which helps in the generation of the personalised adapted interfaces. Such
context information is first captured by the sensors, and then made available via
XML-RPC on the Context Manager for further use by the Middleware.

2.2 The Context Manager

The Context Manager (CM) is the software component that stores both the
user’s profile and the measured context information. Both types of information
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shall be used by the Middleware and its Interface Adaptation Engine for the
generation of adapted user interfaces.

The information concerning the user’s profile and his current situation is mod-
elled and stored in the CM by an ontology. This ontology defines, in a conceptual
way, the type of information necessary to make adapted user interfaces. In the
case of adapted services for the elderly, two types of information are modelled
and stored in the ontology, which follows the Open Ambien Assited Living (AAL)
framework [7] format:

– User profile, which contains personal information about the user, for example
visual acuity, color blindness, hearing impairment, etc. This information is
static and does not change over time.

– Context information, which contains information about the actual context
of the user, for example, current distance to the screen, etc. This information
is more dynamic, and it is updated with real-time measurements.

Typically, two operations are offered by the CM to the other software components
in the architecture: setValue and getValue, the former allows for an update on the
ontology’s information whereas the latter permits information retrieval from the
CM. Technically, both operations are served as Remote Procedure Calls (RPC)
from external applications, and the information is embedded within XML (this
is the XML-RPC communication paradigm).

The communication flow with the client side follows the asynchronous pub-
lish/subscribe paradigm, at which the sensors publish updated information on
the CM. A triple is necessary to identify every sensor event, namely:

(sensor id, measured property, measured value for that property)
After this information is updated in the CM, then it is made available to other

software components, for instance the Middleware. The Middleware retrieves
both user profile and context information from the CM before generating the
any adapted interface.

2.3 The Middleware

The Middleware provides both the application logic and the interface adaptation
engine in the whole system. The Middleware is structured following the Model
View Controllelr (MVC) [8] approach which separates a typical web-based ap-
plication into specific areas:

– The Model or data layer. This layer contains the information required by the
application, including access to databases and file-systems. In our applica-
tion, the model interacts with the CM by quering for the static user profile
and the more dynamic real-time context information related to that user.

– The Views or presentation layer. This layer is in charge of generating the
final HTML and CSS code to be sent to the browser of the Internet TV.
The presentation layer comprises the Interface Adaptation Engine, which
translates design patterns and users profile and context information into
HTML and CSS code customised for a given user.
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– The Controller or logic layer. This layer represents the operation workflow,
which typically comprises several steps:
1. The Controller asks for the information required to the Model;
2. this further queries the Context Manager which contains the updated

information of the user and his context, which
3. is sent back to the Controller. Then,
4. this information is passed to the Interface Adaptation Engine which

generates the adapted interface for that particular user and his context.
This information arrives at the Controller which just

5. forwards it to the web-browser in the client side. A summary of these
steps is given in Fig. 2.

Middleware

Controller

Model

Interface
Adaptation
Engine

Context Manager

1

2

3

4

5

Fig. 2. MVC operation

Finally, the Controller also retrieves application-specific information from the
Application Content Servers (Fig. 1). This refers to the contents of the applica-
tion oriented for the elderly, for instance:

– Email application: The application contents in this case refers to the emails
themselves.

– Physiotherapy exercise: In this case, the Controller needs to retrieve the flash
videos that contain the specific exercises themselves.

– Cognitive games: The application information regards to the particular games
along with their difficulty: Sudokus, Crosswords, Solitaire, etc.

Next, we examine how the CakePHP framework can be refined to provide such
web-based TV services for the elderly.
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3 Middleware Implementation with CakePHP

CakePHP is a native MVC framework that enables PHP developers to create
robust web applications rapidly and reliably. CakePHP allows CRUD (Create,
Read, Update and Delete) operations, necessary in most of web-based applica-
tions. By convention, urls in CakePHP always follows the same structure:

http://www.example.com/Application/Controller/Action/P1/P2/P3

which essentially calls some “Action” method from some “Controller” with some
parameters “P1”, “P2” and “P3”. This url triggers all the steps in the Middle-
ware: Contacts the CM and retrieves the user profile and context information,
retrieves the application specific data and calls the Interface Adaptation engine
with all this information to generate the HTML and CSS code adapted to the
user.

Consider an email application, where an elderly user wants to read his emails
after loging into the system with his username and password. In this case, the
email controller would follow the next pseudo-code:

1. Identify the user, i.e. retrieve from the Context Manager using a XMLRPC
call the RFID key of the user in front of the Internet TV. From that RFID
code, the application has the necessary data for his session (login, email
server, etc).

2. Retrieve the user’s emails, namely, connect to the email server and retrieve
the emails.

3. Text2Speech, that is, run some TTS code (for instance, the free Java-based
TTS [9]) to convert the emails text to an audio format if necessary.

4. Dessign Patterns, in other words, apply a set of rules to translate the user’s
profile and his context into an appropriate interface with buttons, font-size,
audio instructions, etc.

4 Summary and Conclusions

This work has proposed an architecture for a Middleware that provides adapted
services to the elderly community. Essentially, the whole system contains:

1. An Internet TV and a set of sensors that measure real-time context infor-
mation from the client.

2. A context manager, modelled by an ontology, which stores the user profile
and the context information measured by the sensors.

3. A middleware platform that adapts the contents of some application with
the context information obtained by the sensors.

The middleware follows the Model View Controller (MVC) approach which sep-
arates the data, presentation and logic layers. In our architecture, the Model
refers to a set of functions that queries the Context Manager via XML-RPC, the
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View comprises the Interface Adaptation Engine which generates HTML and
CSS code from the model information and a set of pre-defined design patterns,
and finally, the Controller handles all the operation workflow and logic, linking
the application content, the model and the views. This architecture is currently
under development within the EU-funded MyUI project, and a first version is
expected to be released by mid-2011.
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Abstract. Recently the need for extreme scale computing solutions presents 
demands for powerful and easy to use performance visualization tools. This pa-
per presents a review of existing research on performance visualization for 
large-scale systems. A general approach to performance visualization is intro-
duced in relation to performance analysis, and issues that need to be addressed 
throughout the performance visualization process are summarized. Then visu-
alization techniques from 21 performance visualization systems are reviewed 
and discussed, with the hope of shedding light on the design of visualization 
tools for ultra-large systems.  

Keywords: performance visualization, performance monitoring, information 
visualization. 

1   Introduction 

Performance visualization is the use of graphical display techniques for the visual 
analysis of performance data. The process can be abstracted as a mapping from  
system behaviors to visual representations [1, 2]. By augmenting cognition with the 
human visual system’s highly tuned ability to see patterns and trends, performance 
visualization tools are expected to aid comprehension of the dynamics, intricacies, 
and properties of program execution [3, 4]. Recently the need for extreme scale  
computing solutions [5] presents new challenges for the design and development of 
performance visualization tools. It is expected that next-generation supercomputers 
(so-called exascale computers) will be more than 1000 times faster than the current 
petascale systems. Such an increase in performance is associated with an increase in 
the level of parallelism, the heterogeneity of computing resources, and the complexity 
of interactions among these resources [6, 7]. Monitoring program run-time behaviors 
to tune performance in real-time is indispensible to realizing the potential of such 
systems, but the immense volume and complexity of the performance data presents a 
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major challenge for human perception and cognition. Powerful and easy to use  
performance visualization is important to solving this problem.  

This paper presents a review of performance visualization tools for large-scale sys-
tems. The goal is not to exhaustively enumerate visualization systems, but to describe 
issues that need to be addressed throughout the performance visualization process, 
with the hope of shedding light on design of visualization tools for ultra-scale sys-
tems. In Section 2, a general approach to performance visualization is introduced, and 
issues related to each phase are discussed. Section 3 presents a review of visualization 
techniques from 21 performance visualization systems. The framework of information 
visualization by Card [3] is adopted to classify and analyze these techniques. Implica-
tions for future research are presented in Section 4. 

2   Approach to Performance Visualization 

According to literature on performance analysis and visualization [1, 3, 4, 11, 12], the 
process of performance visualization generally consists of four major steps: instru-
mentation (enabling access to performance data to be measured), measurement (re-
cording selected data during the run-time of the program), data analysis (analyzing 
data for performance visualization), and visualization (mapping performance charac-
teristics to proper visual representations and interactions). 

A major challenge for instrumenting large systems is to decide what to be instru-
mented among a huge amount of data of different levels from numerous heterogene-
ous sources. The data to be collected should reflect application performance as closely 
as possible while minimizing perturbation of that behavior as much as possible (trade-
off between fidelity and perturbation) [12]. The instrumentation may reside in  
hardware or in software. Hardware instrumentation involves a monitoring system 
collecting performance data, and generally incurs less performance degradation than 
software instrumentation. But the portability of this approach is low due to the re-
quirement of dedicated monitoring hardware. Software instrumentation involves in-
serting small pieces of code, often referred to as sensors, in the operation system, the 
run-time environment, or the application program. This process can easily become 
tedious and time-consuming for large systems, and automation is desired to reduce the 
effort from application developers.  

During the execution of applications, performance data can be measured by tracing 
(recording individual events and associated data) or by profiling (recording summary 
trends and statistics). Tracing provides more execution information, and is necessary 
for tools aiming to visualize detailed program run-time behaviors, such as [13-15]. 
Profiling collects only summary statistics, usually with hardware counters. This ap-
proach imposes less perturbation than tracing, but sacrifices fidelity. Tools using 
profiling, such as SvPablo [16], often allow data collection for large systems with 
long execution times. The recording action can be triggered either under specific 
conditions (event-driven, also called tracing by [11]) or periodically (sampling). Some 
tools support both approaches, such as [17]. The collected data can be analyzed and 
visualized during execution, as with Paradyn [18] and Virtue [13], or saved to a trace 
file for post mortem analysis, as with ParaGraph [2] and SvPablo [16]. For distributed 
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applications in which resource availability changes dynamically, real-time measure-
ment and visualization is necessary for effective performance tuning [13].  

After a stream of performance data has been collected, data analysis will be per-
formed to calculate various metrics required for performance evaluation and visuali-
zation, including microscopic metrics of individual components (e.g., processor state 
and execution rate) and macroscopic metrics of overall performance (e.g., concur-
rency, load balance). To extract useful information from a morass of performance 
data, data reduction methods (e.g., summation, averaging, extrema finding) are often 
used. Some systems make use of multivariate statistical analysis techniques, such as 
correlation, clustering, and multidimensional scaling, in search of recognizable rela-
tionships among related variables. In addition, a number of performance analysis 
systems developed application-specific analysis techniques for recognizing high-level 
program behaviors [19], pointing out causes of poor performance, generating scalabil-
ity trends [9], and other application-specific purposes.  

In the visualization phase, extracted performance metrics and relationships are 
mapped into selected visual structures, which are then integrated and transformed to 
form visualization views. Despite the seemingly hopeless variability of visual forms 
that could result, Card suggested that only a limited number of visual components are 
involved in information visualization due to various constraints to which such visuali-
zations are subjected [3]. The basic visual components include the spatial substrate 
that defines the space, marks appearing in the space, connections and enclosures for 
linking and enveloping, retinal properties (graphic properties to which the retina of 
human eyes are sensitive independent of position, such as color, size, shape, texture, 
and orientation) overlaying other components, and temporal encoding for tracking 
changes of graphic properties. 

3   Review of Visualization Techniques 

3.1   Classification of Visualization Techniques 

In this section, we will review visualization techniques from 21 performance visuali-
zation systems. These techniques can be classified into the categories of the informa-
tion visualization taxonomy proposed by Card [3], as shown in Table 1. 

3.2   Simple Visual Structures 

Statistical charts with one or two variables. The simplest form of performance 
visualization is to use common statistical charts and diagrams, such as bar charts, pie 
charts, kiviat diagrams, and matrix views, to show summary statistics of computation, 
utilization, and communication metrics. These simple charts could be powerful, be-
cause they provide an overview of important performance metrics and enable quick 
identification of major problems, such as overload and imbalance. They are used 
widely in performance visualization systems, such as ParaGraph [2] and AIMS [9].  
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Table 1. Classification of performance visualization techniques 

Category Performance Visualization Tech-
niques 

Example applications and studies 

Pie charts, distribution, box plots, 
kiviat diagrams 

ParaGraph [2], PET [20], SvPablo [16],  
VAMPIR [21], Devise [22], AIMS [9] 

Timeline views Paje [23], AIMS [9], Devise [22],  
AerialVision [24], Paraver [25],  
SIEVE [14], Virtue [13], utilization and 
algorithm timeline views in [17] 

Information typologies SHMAP [26], Vista [4], Voyeur  [27], 
processor and network port display in 
[28], hierarchical display in [12] 

Information landscape Triva [29], Cichild [30] 

Simple visual 
structures 

Trees & networks Paradyn [18], Cone Trees [31],  
Virtue  [13], [32] 

Single-axis composition AIMS [9], Vista [4] 
Double-axis composition Devise [22], AerialVision [24] 

Composed visual 
structures 

Case composition Triva [29] 
Interaction through controls (data 
input, data transformation, visual 
mapping definition, view operations) 

Paje[23], data input, filtering,   
and view manipulation in  [28]  
and [32] 

Interactive visual 
structure 

Interaction through images (magnify-
ing lens, cascading displays, linking 
and brushing, direct manipulation of 
views and objects) 

Virtue [13], Cone Trees [31],  
Devise [22], direct manipulation of the 
3D cone and virtual threads in [32] 

Focus + context 
visual structures 

Macro-micro composite view Microscopic profile in [4],  
PC-Histogram in [24] 

 
Timeline views. Use of timeline views in performance visualization systems can be 
classified into the following groups: 

(a)  
(b)  

Fig. 1. Time views of program execution and communications. (a) Pajé: visualization of pro-
gram execution and communication [33] (b)Virtue: time-tunnel display [13] 

• Describing run-time behaviors and communication paths 
Fig. 1(a) shows a typical visualization of program behaviors and communications. 
Time is mapped to the horizontal axis, and horizontal bars ranked along the vertical 
axis represent system components being analyzed, such as processors, tasks, and 
threads. Communications between the components are represented by arrows between 
bars. Colors are used to indicate the component status or the type of activities. The 
time lines can also be organized non-linearly, as in the time-tunnel display shown in 
Fig. 1(b). Other performance data can be added by using extra retinal features, such as 
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textures and shapes [9, 15, 20]. A problem of such timeline views is that they scale 
poorly when system sizes increase. One way to mitigate the problem is to use more 
concise displays, such as the space-time diagram from ParaGraph [2]. Other methods 
to improve the scalability of such timeline views are discussed in [33, 34]. 

• Showing the evolution of performance statistics over time 
This type of visualization plots summary performance metrics versus time, often 
using line plots (top plot in Fig. 2) or bar charts. It is often used to plot several differ-
ent metrics or the same metrics related to different system components (e.g., different 
nodes, processes) versus time on a single view so they may be compared. Multiple 
metrics can be visualized as multiple line plots (middle plot in Fig. 2), stacked bar 
charts, or intensity plots (bottom plot in Fig. 2).  

 

Fig. 2. Time views of utilization/computation/communication summaries of AerialVision, with 
the top plot showing global IPC, the middle plot showing the average memory queue occu-
pancy for each DRAM channel, and the bottom plot showing the same data as the middle plot 
but using intensity plot (the darker the color, the higher memory queue occupancy) [24] 

• (a)  (b)  

Fig. 3. Timeline views to facilitate source code level analysis. (a) AerialVision: PC-Histogram 
[24]. (b) SIEVE: Contour-plot [14] 

• Facilitating source code level analysis  
Fig. 3(a) presents a visualization of source code execution over time from AerialVi-
sion [24]. Program code is laid out in ascending source line number along the vertical 
axis. The time period in which the portion of a program is fetched in the pipelines is 
colored, where the intensity represents the number of threads fetching the portion of 
the program at the given time point. With this visualization, it is easy to identify the 
instructions that cause threads to become delayed, which are indicated by horizontal 
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lines on the plot. Fig. 3(b) shows another visualization of source code execution from 
SIEVE [14], which displays calling to a specific function by processors as contours.  

 
Information typography. Information typography is an essentially 2D scatterplot, 
with the two spatial dimensions partly defined by external structures, and retinal 
variables (e.g., colors, shapes) used as an overlay to add more information. Being able 
to combine performance data with physical topology, this visualization is especially 
useful for geographically distributed applications and systems with complex 
interconnection topologies. Fig. 4(a) shows an information typology of a large-scale 
cluster [28]. Network switches  are arranged according to system interconnection 
topology. Colors are used to indicate the computational job and associated 
performance data, and  thick line segments are used to show routing information once 
the route source and destination have been selected. Information typography can also 
be used to integrate logical architectures, as in [12].  

(a)       (b)  

Fig. 4. Information typography and information landscape. (a) Port display on network 
typology [28]. (b) Triva: information landscape based on resource hierarchy. 

Information landscape. Information landscapes differ from information topogra-
phies in that they have one variable extruded into the third spatial dimension. Fig. 
4(b) presents an information landscape from Triva [29]. The time axis is mapped to 
the vertical axis. Each vertical bar represents the progression of a process, and differ-
ent states along the time axis are represented by different colors. These processes are 
put on top of a visual base (shown as colored rectangles), which is organized as a 
treemap [35] of the resource hierarchy.  
 

 
 

(a) (b) (c) 

Fig. 5. Trees and networks. (a) Paradyn: Performance Consultant, showing a search hierarchy 
[18]. (b)  Cone Trees: 3D visualization of tree structures [31]. (c) Virtue: Geographic network 
display [13]. 
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Trees and networks. Trees and networks differ from other visual structures in the 
use of explicitly drawn linkages for spatial positioning [3]. Trees are used to describe 
hierarchical information structures like resource hierarchies [36, 37]. AIMS uses trees 
to illustrate the dependency between hypotheses in a search for performance bottle-
necks, as shown Fig. 5(a). A significant limitation of trees is that the nodes expand 
exponentially as a function of depth, which leads to an extreme aspect ratio for large 
trees. A possible solution is Cone Trees [31] (Fig. 5 (b)), which utilize 3D interactive 
visualization to make effective use of screen space and enable visualization of whole 
tree structures. Networks are useful for describing network connections, communica-
tion traffic, and relationships or communications among program entities. Fig. 5(c) 
shows a geographic network display from Virtue [13]. Vertices are placed on the 
global map according to the geographic distribution of resource sites, and retinal 
properties of vertices and edges are used to encode information like latency and 
bandwidth.  

3.3   Composed Structures 

A composed structure is a synthesis of two or more simple structures into a single 
compound view, with the aim to understand the relationship among variables or to 
provide a global image. There are several ways to produce a composed structure: 

• Single-axis composition: multiple graphs sharing a single axis are aligned to pro-
duce a new view. Time, process, and resource identifiers are often used as the 
common axis. A special case of single-axis composition is small multiples [10], 
which presents a series of images showing the same combination of variables in-
dexed by changes in another variable, and the information slices can be played as 
successive frames like a movie, or positioned to a third spatial dimension, as in [4].  

• Double-axis composition: multiple graphs sharing two axes are plotted on a single 
graph. Fig. 6 shows an example from Devise [22]. The five small scatter plots show 
message bytes sent versus message bytes received for five processes, and the left plot 
is a composite of all of them, using different colors for encoding processes.  

• Case composition: two different graphs describing the same cases can be fused into 
a single diagram by having a single mark for each case. Triva’s information land-
scape shown in Fig. 6(b) is essentially a composition of a treemap of resource hier-
archy and a communication timeline view. 

 

Fig. 6. Message traffic plot from Devise [22] 
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3.4    Interactive Visual Structures 

Performance visualization systems provide a variety of user interactions to let the user 
select the portion of information they want to study and customize the way the infor-
mation is presented, such as selecting alternative views, changing observation per-
spectives, zooming between different levels of detail, and manipulating other display 
parameters to acquire information they need to understand concurrent application 
behaviors. Interactive visual structures can be further divided into [1]:  

• Direct interaction through the visualization: users manipulate the image directly to 
change the view. The simplest form of direct interaction is clicking a visual com-
ponent to bring forward a more detailed view. An extension of this interaction is 
magnifying lens, which can be moved across the display and reveal hidden details 
when being hold over an object [13]. Other direct manipulations include panning 
the display by dragging, selecting visual objects, and re-positioning them. To make 
such direct manipulations more “natural” and immersive, Virtue [13] utilized vir-
tual reality technologies to enable users to control the visualizations by gestures or 
direct manipulation of 3D sliders. For information at different grain sizes, cascad-
ing displays are often used, as in the case of Cone Tree shown in Fig. 5 (b). When 
two or more representations of the same data are presented together, the coordina-
tion between windows can be controlled through interactive visual structures, such 
as the graphical cursor in Devise [22].  

• Indirect interaction though controls: users manipulate visualizations indirectly 
through predefined controls on the user interface. Interactions with the underlying 
computation, such as data-related controls (e.g., data input, filtering, grouping, and 
other transformation) and definitions of visual mappings (e.g., definition of colors, 
forms, and mapping relationships), are often carried out in this way. Common con-
trols for view configurations include scroll-bars, zoom in/out buttons, sliders or in-
put field for dynamic queries [28], and radio buttons for selecting specific charac-
teristics to show [15]. 

3.5   Focus + Context Abstractions 

Focus + context abstractions refer to visualizations whose mappings are modified by 
the computer, not by the users themselves, according to its model of the users’ level 
of interest. In our survey, we found the use of such abstractions in performance visu-
alization systems to be very limited. The only type being used is macro-micro compo-
sition [4, 24], in which both global picture and local details are provided, and detailed 
information accumulates into larger coherent structures. Focus + context abstractions 
are effective in combining overview and detail information in a single dynamic dis-
play. The scarcity of this type of visualization among performance visualization tech-
niques may indicate directions for future performance visualization technique design. 

4   Future Work 

In this paper, we summarized issues that need to be addressed throughout the process 
of performance visualization and reviewed visualization techniques from 21  
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performance visualization systems using Card’s framework of information visualiza-
tion. These systems are built for monitoring and analyzing performance of parallel 
and distributed systems. Experiences gained and lessons learned from them could 
provide insight for the design of performance visualization tools for exascale comput-
ing systems, though there are new challenges. One major challenge is the huge size of 
exascale systems, which requires good scalability of performance visualization tech-
niques. On the one hand, data abstraction methods that are used widely in scientific 
visualization may be adapted to performance visualization. On the other hand, visu-
alizations based on focus + context abstractions may help to combine high-level con-
text and low-level details in a more effective way. Other challenges are ergonomics 
and usability issues related to performance visualization for super-scale systems. 
Without considering the limitations of human sensory and cognition capabilities, the 
complexity of performance visualizations may easily exceed them. These issues 
should be addressed by future research in the field of visualization. 

Acknowledgment. This research was supported in part by the US National Science 
Foundation Grant number 0905399, and the CSU Abell Endowment. 

References 

1. Roman, G.C., Cox, K.C.: A taxonomy of program visualization systems. Computer 26, 
11–24 (2002) 

2. Heath, M., Etheridge, J.: Visualizing the performance of parallel programs. IEEE Soft-
ware 8, 29–39 (1991) 

3. Card, S.: Information visualization. In: The Human-Computer Interaction Handbook: Fun-
damentals, Evolving Technologies and Emerging Applications, pp. 509–543 (2002) 

4. Rover, D.T.: A performance visualization paradigm for data parallel computing. In: 
Twenty-Fifth Hawaii Int. Conf. System Sciences, pp. 149–160 (2002) 

5. Simon, H., Zacharia, H., Steven, R.: Modeling and simulation at the exascale for energy 
and the environment. Technical report, Department of Energy (2007) 

6. Shestak, V., Smith, J., Maciejewski, A.A., Siegel, H.J.: Stochastic robustness metric and 
its use for static resource allocations. Journal of Parallel and Distributed Computing 68, 
1157–1173 (2008) 

7. Ali, S., Maciejewski, A.A., Siegel, H.J., Kim, J.K.: Measuring the robustness of a resource 
allocation. IEEE Trans. Parallel and Distributed Systems 15, 630–641 (2004) 

8. Miller, B.P.: What to draw? When to draw? An essay on parallel program visualization. 
Journal of Parallel and Distributed Computing 18, 265–269 (1993) 

9. Yan, J., Sarukkai, S., Mehra, P.: Performance measurement, visualization and modeling of 
parallel and distributed programs using the AIMS toolkit. Software Practice & Experi-
ence 25, 429–461 (1995) 

10. Tufte, E.R.: Envisioning Information. Graphics Press, Cheshire (1990) 
11. Kraemer, E., Stasko, J.T.: The visualization of parallel systems: An overview. Journal of 

Parallel and Distributed Computing 18, 105–117 (1993) 
12. Koehler, S., Curreri, J., George, A.D.: Performance analysis challenges and framework for 

high-performance reconfigurable computing. Parallel Computing 34, 217–230 (2008) 
13. Shaffer, E., Reed, D.A., Whitmore, S., Schaeffer, B.: Virtue: Performance visualization of 

parallel and distributed applications. Computer 32, 44–51 (2002) 



 Performance Visualization for Large-Scale Computing Systems: A Literature Review 459 

 

14. Sarukkai, S.R., Gannon, D.: Parallel program visualization using SIEVE.1. In: 6th Int. 
Conf. Supercomputing - ICS 1992, pp. 157–166 (1992) 

15. De Kergommeaux, J.C., Stein, B., Bernard, P.E.: Pajé, an interactive visualization tool for 
tuning multi-threaded parallel applications. Parallel Computing 26, 1253–1274 (2000) 

16. De Rose, L., Reed, D.: SvPablo: A multi-language architecture-independent performance 
analysis system. In: 1999 Int. Conf. Parallel Processing, pp. 311–318 (1999)  

17. Alexandrov, A., Armstrong, D., Rajic, H., Voss, M., Hayes, D.: High-level performance 
modeling of task-based algorithms. In: Int. Symp. Performance Analysis of Systems and 
Software (ISPASS), pp. 184–193 (2010)  

18. Miller, B.P., Callaghan, M.D., Cargille, J.M., Hollingsworth, J.K., Irvin, R.B., Karavanic, 
K.L., Kunchithapadam, K., Newhall, T.: The Paradyn parallel performance measurement 
tool. Computer 28, 37–46 (1995) 

19. Bates, P.C.: Debugging heterogeneous distributed systems using event-based models of 
behavior. ACM Trans. Computer Systems (TOCS) 13, 1–31 (1995) 

20. Garcia, J., Entrialgo, J., Garcia, D.F., Diaz, J.L., Suarez, F.J.: PET, a software monitoring 
toolkit for performance analysis of parallel embedded applications. Journal of Systems Ar-
chitecture 48, 221–235 (2003) 

21. Nagel, W.E., Arnold, A., Weber, M., Nagel, W.E., Arnold, A., Weber, M., Solchenbach, 
K.: VAMPIR: Visualization and Analysis of MPI Resources. Supercomputer 12, 69–80 
(1996) 

22. Karavanic, K.L., Myllymaki, J., Livny, M., Miller, B.P.: Integrated visualization of parallel 
program performance data. Parallel Computing 23, 181–198 (1997) 

23. De Kergommeaux, C., Stein, B.D.O.: Flexible performance visualization of parallel and 
distributed applications. Future Generation Computer Systems 19, 735–747 (2003) 

24. Ariel, A., Fung, W.W., Turner, A.E., Aamodt, T.M.: Visualizing complex dynamics in 
many-core accelerator architectures. In: Int. Symp. Performance Analysis of Systems and 
Software (ISPASS), pp. 164–174 (2010) 

25. Pillet, V., Labarta, J., Cortes, T., Girona, S.: Paraver: A tool to visualize and analyze paral-
lel code. Transputer and Occam Developments, WOTUG-18, pp. 17–31 (1995)  

26. Dongarra, J., Brewer, O., Kohl, J.A., Fineberg, S.: A tool to aid in the design, implementa-
tion, and understanding of matrix algorithms for parallel processors. Journal of Parallel and 
Distributed Computing 9, 185–202 (1990) 

27. Socha, D., Bailey, M.L., Notkin, D.: Voyeur: Graphical views of parallel programs.  
1988 ACM SIGPLAN and SIGOPS Workshop on Parallel and Distributed Debugging - 
PADD 1988. pp. 206–215 (1988) 

28. Haynes, R., Crossno, P., Russell, E.: A visualization tool for analyzing cluster performance 
data. In: 2001 IEEE Int. Conf. Cluster Computing (CLUSTER 2001), pp. 295–302 (2001) 

29. Schnorr, L.M., Huard, G., Navaux, P.O.: Triva: Interactive 3D visualization for perform-
ance analysis of parallel applications. Future Generation Computer Systems 26, 348–358 
(2010) 

30. Brown, J.A., McGregor, A.J., Braun, H.W.: Network performance visualization: Insight 
through animation. In: Passive and Active Measurement Workshop, pp. 33–41 (2002) 

31. Robertson, G.G., Mackinlay, J.D., Card, S.K.: Cone Trees: Animated 3D visualizations of 
hierarchical information. In: SIGCHI Conf. Human Factors in Computing Systems: Reach-
ing Through Technology, pp. 189–194 (1991) 

32. Kim, Y.J., Lim, J.S., Jun, Y.K.: Scalable thread visualization for debugging data races in 
OpenMP programs. In: Cérin, C., Li, K.-C. (eds.) GPC 2007. LNCS, vol. 4459, pp. 310–
321. Springer, Heidelberg (2007) 



460 Q. Gao et al. 

 

33. De Kergommeaux, J., De Oliveira Stein, B.: Pajé: an extensible environment for visualiz-
ing multi-threaded programs executions. In: 6th Int. Euro-Par Conf. Parallel Processing, 
pp. 133–140 (2000) 

34. Knüpfer, A., Voigt, B., Nagel, W., Mix, H.: Visualization of repetitive patterns in event 
traces. In: Workshop State-of-the-Art in Scientific & Parallel Computing, pp. 430–439 
(2007) 

35. Johnson, B., Shneiderman, B.: Tree-Maps: A space-filling approach to the visualization of 
hierarchical information structures. In: 2nd Conf. Visualization 1991, pp. 284–291 (1991)  

36. Heisig, S.: Treemaps for workload visualization. IEEE Computer Graphics and Applica-
tions 23, 60–67 (2003) 

37. Goldberg, J.H., Helfman, J.I.: Enterprise network monitoring using treemaps. In: 49th An-
nual Meeting of the Human Factors and Ergonomics Society, pp. 671–675 (2005) 



J.A. Jacko (Ed.): Human-Computer Interaction, Part I, HCII 2011, LNCS 6761, pp. 461–470, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Developing a User Recommendation Engine on Twitter 
Using Estimated Latent Topics 

Hiroyuki Koga1 and Tadahiro Taniguchi2 

1 Graduate School of Engineering, Ritsumeikan University, Japan 
2 Department of Human & Computer Intelligence, Ritsumeikan University, Japan 

koga@em.ci.ritsumei.ac.jp 

Abstract. In recent years, microblogging is popular among people and informal 
communication becomes important in various communities. Therefore, a number 
of Web communication tools are developed to facilitate informal communica-
tion. In this paper, focusing on microblogging service, Twitter, we develop a user 
recommendation engine which extracts latent topics of users based on follow-
ings, lists, mentions and RTs. This recommendation algorithm is based on Latent 
Dirichlet Allocation (LDA) and KL divergence between two users' latent topics. 
This algorithm hypothesizes that the users have latent connection if the distance 
calculated by KL divergence is short. Additionally, we performed an experiment 
to evaluate the effectiveness of the algorithm, and this showed that there is cor-
relation between the distance and user's preference obtained through  
questionnaire.  

Keywords: LDA, Twitter, Information Recommendation. 

1   Introduction 

Informal communication is quite important in various communities because that is not 
only for fun but also connects a person to other people providing with important in-
formation. For example, some researchers insist that communication in a smoking 
room accelerates participants to share information. Then, many studies have been made 
on informal communication which is beneficial for their daily works and facilitates 
information sharing [1,2,3]. These researches don't limit their offline communication 
on inquiry. To facilitate online informal communication is, rather, a hot research area.  

Web communication services become widely used and developed. To the services, 
like message boards, microblogging and Web chat, everyone can access, read and write 
in public equally; that is, personal relationships between users had not been included in 
the services. However, in recent years, services which focus on the personal relation-
ships become more popular; users only accesses, reads and writes other users' pages 
based on their own private relationships. After the facebook [4] emerges, Web com-
munication tools which treat personal informations and the relationships become 
popular. Twitter [5] is one of the most popular tools among them. To obtain fruitful 
information on twitter, a user should find and follow other users who often tweet 
messages in which he/she is interested. He/she can read only the messages of them 
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he/she follows. The messages tweeted by them he/she follows are shown on his/her 
Time Line (TL). This means that to find users who are suitable for him/her is important 
on this informal communication architecture. In this paper, we develop a user rec-
ommendation algorithm by using Latent Dirichlet Allocation (LDA). LDA is a 
well-known document clustering method [6]. Usually, LDA is adapted to documents 
whose elements are words. In contrast, we apply this to a set of followings of a user and 
other information on Twitter. We also evaluate effectiveness of this recommendation 
algorithm through an experiment. 

2   Background  

2.1   Informal Communication Support 

Recently, many researchers are studying on informal communication support system. 
Nakano et al. proposed the Traveling Café to support informal communication in a 
local community [1]. The system support informal communication between coffee 
drinkers by prompting person who make a cup of coffee in a coffee room to go to pour 
another's cup of coffee. A system proposed by Siio et al. helps people interact with each 
other by assuming a place around a coffee machine as informal communication space 
[2]. These studies tried to trigger interaction in the real world using ICT. 

On the other hand, new online communication services including SNS and mi-
croblogging become booming. In these services, users can communicate with the users' 
friends of the real world naturally on the Web, because users can edit friends and 
community based on their relationships. In this paper, we focus on informal commu-
nication on Twitter. Our goal is to encourage users to enjoy informal communication on 
Twitter. Therefore, we develop user recommendation engine recommending users who 
share the similar interest with a target user. In our proposed method, latent topics which 
represent users' interests are estimated statistically by using LDA. 

2.1   Twitter 

Twitter is a Web service on which we can talk to each other with short messages, which 
called “tweets”. The length of a tweet is limited to 140 characters. Thus, the feature of 
this service is that users can send messages other users more frequently than Web chat 
or mail. In this service, “following” and “follower” are keywords1. If a user follows 
other users, their tweets are displayed on his/her Time Line (TL). Tweets of users 
he/she does not follow are not displayed on his/her TL. Therefore, communication is 
hardly generated based on their tweets. So, if the number of followings is a little, he/she 
would not use Twitter effectively. In contrast, if he/she follows many users randomly, 
they may tweet in which he/she is not interested. His/her TL is filled with their unin-
teresting tweets because their tweets are displayed on his/her TL. So that, communi-
cation on Twitter becomes worthless. Therefore it is important for users to find and 
follow users who post interesting tweets for them. However, on Twitter, we try to find 
our friends or interesting people who share similar topics with us, keyword search used 

                                                           
1 We name the users he/she follows as his/her followings and name the users who follow him/her 

as his/her followers. 
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frequently on Web is not effective method, because the messages on Twitter is quite 
shorter than they on Web pages.  

Currently, users usually use alternative methods. The methods include browsing 
other users' followings, followers, RT, lists and mentions. RT is a user's tweet by using 
another user's tweet (Fig.1). List is a grouping function of a user's followings. He/she 
can group his/her followings by using this function. Mention is his/her tweet to a spe-
cific user (Fig.2). These functions give hyperlinks for him/her to find referential users. 
We presuppose that the user and the user's followings, users who retweets messages 
which generate interests and users who mention for the user have common interest. 
Though, there are problems for followings and lists. If we can find a complete list 
which follows entire users we want to follow, only we have to do is simply to follow the 
list. However, a list is always customized just for one user who made the list. A user 
always customizes a list for his/her self. So, we always cannot find a complete list for 
us. List is usually edited from one user's personal point of view for personal use. In the 
same way, the users cannot make a complete set of their followings.  

In this paper, we extract statistically latent topics that generate followings and lists 
by using probabilistic model. We assume that users who share same latent topics with a 
user are worth following for him/her. We also assume that topics are represented by 
clusters of human relations and categories by users on Twitter. 

 

Fig. 1. Example of RT: kogame5 tweets by using tweet of tryal 

 

Fig. 2. Example of mention: tanichu tweets to kogame5 

3   Latent Topics Extraction 

In this section, we introduce Latent Dirichlet Allocation (LDA) [6] to extract latent 
topics which generate followings and lists in a sense of generative model. It was de-
veloped to cluster for document, originally. It generates clusters of words and docu-
ments based on Bayesian statistical model. It is a generative model that assumes a 
document is multinomial distribution of topic z which generates word w. Our algorithm 
clusters users on Twitter using LDA by considering a user as a document. A user's 
followings' names, names of lists that include the user, names of target users whom the 
user mentioned, and labels of RT are considered as words contained in a document. The 
labels of RT are user's name who tweets the original message and number which was put 
in time-series when the original message was tweeted. Fig.3 represents LDA's graphical 
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model. α  and β  is hyperparameter. We use four kinds of Twitter user information to 

make corpus for using LDA. These are described briefly in the next section.  

 

Fig. 3. Graphical model of LDA 

3.1   Types of Corpora 

We made four types of corpora using four kinds of user information; following, RT, 
mention and list. Our algorithm extracts latent topics by applying LDA to this corpus. 

1. following corpus 
2. RT corpus 
3. mention corpus 
4. list corpus 

Following corpus is a set of names of users whom the user follows. It also contains 
his/her names. RT corpus is a set of labels which consist of a user's name who tweets 
the original message and number which was put in time-series when the original 
message was tweeted; that is, we do not use text of RT2. Mention corpus is a set of 
names of users to whom a user tweets addressing. List corpus is a set of names of list 
which contains the target user and it was made by the other users. We made these four 
kinds of corpora. By combining some of them, a training data set for a user is prepared. 
Additionally, we appended a meaningless string to each users' dataset to avoid each 
user's dataset to be empty. In our experiment, we used Twitter API to get Twitter users' 
data [7]. 

3.2   Latent Dirichlet Allocation (LDA) [6] 

LDA is a method to estimate latent topics outputting each words by hypothesizing that 
document is constructed by words which are generated based on k topic. Griffiths 
proposed the method [8] which sample from a mixture model with multiple multino-
mial distributions based on Gibbs Sampling [9,11,12] with LDA. Thus, using this 
method, we can sample around global optimal solution without local solution. Distri-
bution (1) can be obtained by a probabilistic argument [8,12]. 
                                                           
2 There are two kinds of RT that are official and non-official. We used non-official RT. 
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where, iz is the i  th topic; w is a set of words; )(
,
t

ikn − is the number of t  th word ap-

peared in the k  th topic excluding i  th topic; )(
,

k
imn −  is the number of k  th topic ap-

peared in the m  th document excluding i  th document; α  is the hyperparameter for 

mθ  which is a parameter of a distribution which generates probability of the m  th 

document; β  is the hyperparameter for kϕ  which is a parameter of a distribution 

which generates probability of the k  th topic; V  is number of words; K  is number of 

topics; M  is number of documents. First right-hand member is probability of i  th 

word in k th topic, second right-hand member is probability of k  th topic in m  th 
document. 

 
-------------------------------------------------------------------------------------------------- 
Gibbs sampling algorithm for latent Dirichlet allocation 
while not finished do 
  for all documents ],1[ Mm∈  do  

     for all words ],1[ mNn ∈  in document m do  

           for the current assignment of k to a term t for word nmw , :  

        decrement counts and sums: 1)( −k
mn ; 1−mn ; 1−kn ;  

           multinomial sampling acc. to Eq.(1) (decrements from previous step):  

        sample topic index ),|(~
~

wzzpk ii −  

           use the new assignment of nmz ,  to the term t  for word nmw ,  to:  

        increment counts and sums: 1)
~

( +k
mn ; 1+mn ; 1)(

~ +t

k
n ; 1~ +

k
n  

     end for  
   end for  
end while  
-------------------------------------------------------------------------------------------------- 

Each step of the Gibbs sampling procedure involves replacing the value of one of the 
variables by a value drawn from the distribution of that variable conditioned on the values 

of the remaining variables. That is, iz  is replaced by the extracted value from distribu-

tion ),|( wzzf ii − . This procedure is repeated either by cycling through the variables in 

some particular order or by choosing the variable to be updated at each step at random 
from some distribution. Here, M  is the number of data, T  is the number of step. 
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3.3   Recommendation Method  

Our method calculates distance between two users by comparing the users' probabilis-
tic latent topics. It measures the distance between users' multinomial distributions 
representing topics they are interested in with KL divergence. It selects potential users 
recommended to a target user if the KL divergence is small enough. KL divergence 
from the target user P  to a recommended user Q  is defined as bellow.  

        
∑

=

−=
T

x
KL xqxpxpQPD

0

))}(log())(){log(()||(  (2) 

where, x  is the topic index, T  is the number of topics, )(xp  is a generation probabil-

ity of the x  th topic of a user P . The x  th topic is generated from a user P . )(xq  is a 

generation probability of the x  th topic of a user Q . A user Q  whose distance 

5.1)||( <QPDKL
3 and whom user P doesn't follow is recommended to user P . 

4   Experiment 

4.1   Experimental Condition 

We extracted RT data and mention data from 50 users' TLs data from 2010/6/28 to 
2010/7/1, following data and list data from profiles of 50 users selected for an ex-
periment at 2010/7/1. We prepared corpora by mixing following corpus, list corpus, RT 
corpus and mention corpus. We didn't use RT corpus alone because the amount of RT 
data is not enough to construct multinomial distributions. Similarity, we didn't use 
mention corpus alone, either. By using these data, the LDA constructed multinomial 
distributions of topics for each users and multinomial distribution of words for each 
topic.Fig.4 indicates an example multinomial distribution of one user.  

 

Fig. 4. Example of multinomial distribution of user's topic  

                                                           
3 Here, 1.5 is decided with heuristic. 
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We assume that this distribution corresponds to the target user's interests. This figure 
indicates generation probability of user's topics. For example, this figure shows that 
topic 2 is generated with the probability of 75%. Our algorithm recommends users 
based on the KL divergence between two users, we conducted experiments to evaluate 
effectivity of our proposed method. We selected eight participants from fifty users, we 
showed TL of recommended candidates to participants. The candidates include near 
users, distant users and half distant users. The near users have distance of 

5.1)||( <QPDKL . The distant users are up to 2 users of maximum of 

)||( QPDKL . The half distant users are up to 3 users of half maximum of 

)||( QPDKL  around. We got eight participants to answer three questionnaires after 

looking through the TLs, followings and lists of the candidates.  
Table.1 shows kinds of questionnaires. 

Table 1. The three kinds of questionnaires for participants 

 Questionnaire Answer 
Questionnaire 1 Do you want to follow this user? 1. I want to follow this user. 

2. I may follow this user. 
3. I do not want to follow this user. 

Questionnaire 2 Are you acquaintance with this 
user? 

1. I am acquaintance with this user. 
2. I am not acquaintance with this 
user. 

Questionnaire 3 Had you followed this user? 1. Yes, I had. 
2. No, I had not. 

 

We got participants to answer questionnaire 1 “Do you want to follow this user” on a 
scale of 1 to 3 that are (1)I want to follow this user (2)I may follow this user (3)I don't 
want to follow this user. We got participants to answer questionnaire 2 “Are you ac-
quaintance with this user” on a scale of 1 to 2 that are (1)I am acquaintance with this 
user (2)I am not acquaintance with this user. Questionnaire 1 and 2 are asked to 
evaluate efficiency of this recommendation algorithm. Besides, Twitter users often 
remove their followings. If a target user had followed and removed some recommended 
users once, he/she would not want to follow them again. However, we could not get the 
history, the result contains unrelated factor which we want to take out. Therefore, we 
prepared questionnaire 3 to know the recommended users are followed or not followed. 
In this experiment, participants looked twenty four users in average. We prepared four 
kinds of corpora. Table.2 shows four types of corpora. We conducted an experiment 
and questionnaire each experimental conditions. In this experiment, we used LDA 
program “LDA implementation in C++ using Gibbs Sampling” developed and pro-
vided by Phan [10]. 

Table 2. The four kinds of corpora in experiment 

Condition names Kind of corpus 
C1 Following 
C2 List 
C3 Following + list 
C4 Following+list+RT+mention 
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4.2   Experiment a Result 

In this section, we show results of the experiments. Fig.5 shows the results of ques-
tionnaire 1, this indicates the average of KL divergence with error bars representing 
standard deviations each experimental conditions. Fig.5 shows distance between mul-
tinomial distributions correlate to averages of questionnaire 1's answer. More in detail, 
participants have tend to answer (1)”I want to follow this user” or (2)”I may follow this 
user” if the distance between participant and a recommended user is small enough. 
Fig.6 shows the number of the target users' answer of questionnaire 1 to the candidates 
in each condition. On 1C , 3C  and 4C , we took similar results. Answer rate of (1)”I 

want to follow this user” is slightly higher on 3C  than 1C (46% on 3C , 40% on 

1C ). The number of candidates tends to be decreasing on 1C  because participants 
 

 

Fig. 5. Relation between result of questionnaire and KL divergence each experimental conditions 

 

Fig. 6. Number of answer of questionnaire 1 each experimental condition 
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already followed the candidates. We found that it is not necessarily that recommenda-
tion result is interior division blending a number of corpora. This result indicates that a 
method to blend some kinds of data is important. Skipping detailed result, rate of an-
swer (1) on 1C (27%) and on 2C (11%) vary greatly. This result indicates that there is 
qualitative difference between recommended users on each condition. On the other 
hand, lists are made by a user editing his/her followings. Therefore, the lists are not 
simple subsets. We skip explaining about questionnaire 3 because there is not dis-
criminative result. 

5   Conclusion 

In a document clustering with LDA, Blei focuses on a relation between a document and 
words in the document. In this paper, we replaced the relation with a relation between a 
user and his/her followings or lists. We extracted multinomial distributions of users' 
topics by replacing relations between words and documents in LDA with between a 
user and the user's followings and lists. We found out similarities of users by comparing 
distance of multinomial distributions of users' topics. However, users' RTs and men-
tions data that are active information of users are not valuable. The reason why RTs and 
mentions are not valuable is that an experiment term is short. We obtained good result 
by recommending users who have a multinomial distribution that is similar to a mul-
tinomial distribution of a target user. We treated user's information which has quanti-
tative difference between the user's followings and lists as same quality things. On 
another front, it is important to combine effectively these informations by considering 
difference of quality of these informations. To combine effectively these informations, 
we refer to Multimodal LDA [13] which is proposed by Nakamura et al. Multimodal 
LDA that treats a number of information as same quantitative information, for concept 
acquisition. 
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Abstract. Usability evaluation (UE) methods may have several purposes: iden-
tify and diagnose usability problems; evaluate the implementation, comparing 
the one under evaluation with other systems, and also perform acceptance test. 
These methods are usually expensive, time-consuming and complex. In this 
context, the ErgoCoIn 1.0 has being used as an accessible system that can be 
used by several people all over the world, even if they are not usability experts 
or evaluators. This paper aims to present a new version of this environment 
considering that its basic objective is to propose a higher quality for the ques-
tions. Additionally, a new presentation questionnaire window small enough to 
be used both in web browsers and mobile devices is proposed. 

Keywords: Usability Evaluation, Checklist, Automation. 

1   Introduction 

Software developers and Human-Computer Interaction (HCI) designers always deal 
with a common problem: evaluate the usability of the systems they developed.  
Specifically, concerning the internet based systems, that are usually under constant 
evolution, their features can be analyzed as the former web sites [4].  

Usability, as pointed by the ISO/IEC 9241, can be defined as: the effectiveness, ef-
ficiency, and satisfaction with which users achieve specified goals in particular envi-
ronments. Effectiveness can be defined as the accuracy and completeness with which 
specified users can achieve specified goals in particular environments. Efficiency as 
the resources expended in relation to the accuracy and completeness of goals 
achieved. And, finally, user satisfaction as the comfort and acceptability of the work 
system to its users and other people affected by its use [2].  

Specifically, some web sites usability evaluation techniques [1; 2; 3; 6; 7; 8; 10] 
use previous evaluations approaches that produce qualitative reports, which might 
lead to subjectivity problems. This paper presents an objective evaluation approach 
that aims to quantify the efficiency, efficacy and user satisfaction while interacting 
with a web site to perform pre-defined tasks, and this approach is based on the server 
log files registers. We wish to confirm that it is possible to go further in the log files 
analysis in order to present usability studies. Using the log files data mining, it is pos-
sible to obtain taxes and metrics that quantify the usability of some tasks, producing 
trustworthy, objective, fast and low cost evaluations.  
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A basic demand of any website is that its web application should work to fulfill its 
intended purpose – this is addressed by research into Web Engineering methods [1, 
13, 14], models and tools. However, there is also the equally important demand that 
the web application must be usable by the visitors of the website. Usability research 
includes work on sets of guidelines which help to improve website usability. The Er-
goCoIn environment [12] is an approach designed to give support to non-ergonomic 
expert evaluators in such a way they could conduct contextual, objective and system-
atic usability evaluations of web sites and their pages. It postulates the identification 
of the context of use aspects, comprising: users, tasks and environment attributes con-
cerning the web site under evaluation. Content of the interviews/questionnaires [11] 
and the other environment data gathering  activities is based on information demand 
underlined by the base of ergonomic questions initially compiled in this project. Such 
a strategy allows for proceeding very objective ergonomic inspections. Only pertinent 
information  are proposed to inspectors in the contextual analysis and only applicable 
questions are presented to them in the web site inspection. Objectiveness is obtained 
also by inspections questions that are linked to a logic construction based on ergo-
nomic criteria [9] that define their relative importance. 

2   Web Site’s Usability Evaluation 

The usability of a product is affected not only by the features of the product itself, but 
also by the characteristics of the users, the tasks they are carrying out, and the techni-
cal, organizational and physical environment in which the product is used.   

The main quality in an User Interface (UI) is its usability, which establishes how 
much the systems projected are easy to use and learn [1, 6]. Usability Evaluation (UE) 
methods have several purposes, such as: to aid the Web UI project to reach the user 
needs; to identify and diagnosis problems; and to perform a cognitive usability 
evaluation (comparing with other systems, and also for the acceptance test). The  
collected data during these UEs can be qualitative (descriptions that characterize the 
usability) or quantitative (measured that quantify the usability). Some interactive sys-
tems UE methods found in literature [1; 4; 5, 6, 10] approaches UI qualitative aspects; 
however they are not enough objective to quantify the efficiency, effectiveness and 
user satisfaction. 

Therefore, UE is an important part of the overall user interface design process, 
which consists of iterative cycles of designing, prototyping, and evaluating [8]. Us-
ability evaluation is itself a process that entails many activities depending on the 
method employed [13]. Common activities include: Capture collecting usability data, 
such as task completion time, errors, guideline violations, and subjective ratings; 
Analysis interpreting usability data to identify usability problems in the interface; and 
Critique: suggesting solutions or improvements to mitigate problems [4]. 

A wide range of usability evaluation techniques have been proposed. Some evalua-
tion techniques, such as formal user testing, can only be applied after the interface 
design or prototype has been implemented. Others, such as heuristic evaluation, can 
be applied in the early stages of design. Each technique has its own requirements, and 
generally different techniques can uncover different usability problems. Usability 
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findings can vary widely when different evaluators study the same user interface, 
even if they use the same evaluation technique [1,4,10]. 

Automation of usability evaluation has several potential advantages such as the  
following: 

− Reducing the cost of usability evaluation. 
− Increasing consistency of the errors uncovered. 
− Predicting time and error costs across an entire design. 
− Reducing the need for evaluation expertise among individual evaluators. 
− Increasing the coverage of evaluated features. 
− Enabling comparisons between alternative designs.  
− Incorporating evaluation within the design phase of UI development, as opposed to 

being applied after implementation. 

It is well known that the average quality of websites is poor, “lack of navigability” being 
the main cause of user dissatisfaction [10]. On the one hand web technologies evolve 
extremely fast, enabling sophisticated tools to be deployed and complex interactions to 
take place. Secondly, the life cycle of a website is also extremely fast: maintenance of a 
website is performed at a rate that is higher than that of other software products because 
of market pressure and lack of distribution barriers. In addition, often the scope of main-
tenance becomes so wide that a complete redesign takes place. 

On the other hand, the quality of a website is rooted on its usability, which usually 
results from the adoption of user-centered development and evaluation approaches [1, 
10, 12, 13, 14]. Usability testing is thus a necessary and repeated step during the life-
cycle of a website. To test usability of a website a developer can adopt two kinds of 
methods: usability inspection methods (e.g. heuristic evaluation [1, 5, 13] or user test-
ing [9]). Heuristic evaluation is based on a pool of experts that inspect and use a (part 
of a) website and identify usability problems that they assume will affect end users. 
With user testing, a sample of the user population of the website is selected and is 
asked to use (part of the) website and report things that they think did not work or are 
not appropriate. 

Even though the cost (in terms of time and effort) of both methods is not particu-
larly high, and their application improves the website quality and reduce the overall 
development cost, they are not systematically performed at detailed levels on every 
different part of a website after each maintenance or development step. 

Specifically, the checklists can be applied by design staff, not necessarily experts 
in usability evaluation, such as: programmers and users. The checklists are extremely 
cheap to be proposed and only need some few users to be effective. They can also be 
virtually proposed at any time in the development life cycle, i.e., from the very initial 
HCI prototype untill a concluded and under use web site [11, 14]. 

3   The ErgoCoIn Version 1.0 

Web sites development became accessible to a great amount of designers, not just the 
experts on usability or ergonomics fields. So, if the developments are always faster, 
the products developed can present a lack of quality [15]. According to this, we have 
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defined an approach for the ErgoCoIn environment considering that there is the need 
that non-expert designers should be presented with a minimal quantity of information 
concerning a strategy for their designs as the context of use must be well defined and 
understood. A second consideration is that web sites are often designed through a fast 
and low cost design processes supported by tools which lead designers to carry out 
numerous and, sometimes obvious, ergonomic flaws. 

ErgoCoIn is a checklist-based environment initially aimed at supporting objective 
ergonomic inspections of e-commerce web site and pages [16]. The ErgoCoIn fea-
tures automatic inquiring services to identify context of use aspects (users and envi-
ronment attributes) and to recognize web page components. Consequently, it is able to 
propose to inspectors only questions applied to the specific task context of use and to 
the associated web page components [12]. The ErgoCoIn validation phase was based 
on case studies composed by repetitive cycles of inspections to be carried out by a 
group of inspectors. The idea is to verify objectiveness and systemic attributes like 
results repeatability and reproducibility at the end of each cycle. In the last cycle, 
problematic questions can be deleted. These case studies will also be used for the 
analysis of the inspection tasks and for the specification of the most fitted user inter-
face for support this task. ErgoCoIn logic architecture can be filled in by inspection 
questions and criteria concerning the different kinds of web sites application domains. 
Initially, the original knowledge content is supposed to be specific to e-commerce, 
due to its importance and also to the high number of web sites in this domain that can 
be used to validate this environment. 

Aiming the ErgoCoIn´s definition, two evaluation techniques have been selected: 
Inspection Methods and Questionnaires. Inspection Methods do not require the direct 
participation of users (as it is easier and less costly) [9, 12]. They regroup a set of ap-
proaches that use the evaluators’ judgment, being experts or not in usability. Even if 
these various methods may have different goals, they generally aim to detect the  
interface features that can lead to inefficiencies or higher workload for the users. The 
inspection methods distinguish themselves by the way the evaluators’ judgment is 
performed and by the evaluation criteria that are the basis for the judgments. Specifi-
cally, we selected inspection techniques that are strongly supported by heuristics or 
even better, by individual recommendations. 

The questionnaires allow not only to collect subjective data related to the users’ ac-
tions and comments about their satisfaction from web sites, but also about the 
achievement of factual elements concerned to the system under evaluation [11]. The 
interviews/questionnaires with users can be used to identify features of the context of 
use, the usability difficulties, and collect local meaningful users’ comments. They are 
even considered as a way to establish comparisons between the scenarios prescribed 
by the designer and the "real" ones, as described by the user. 

The design of the usability evaluation technique underlying the ErgoCoIn has been 
motivated by four considerations: (1) that web sites development became accessible 
(through easily available design tools) to a large spectrum of “designers”, not neces-
sarily highly skilled in computer science or in ergonomics; (2) web sites are often 
designed along a fast and low cost design process supported by non expensive tools 
which lead designers to carry out numerous and sometimes obvious ergonomic flaws; 
(3) the high cost of usability evaluations using the “traditional” methods; and (4) the 
subjectivity that is a common problem in any usability evaluation. 
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The constraints listed above lead to the main characteristic of the intended method: 
an inspection-based evaluation with directly accessible web-based support mecha-
nisms (strategies, recommendations, etc.), and information on context of use coming 
from users and designers. Several parameters must be set when selecting components 
for an evaluation method. 

Therefore, it was defined that all this knowledge should be directly collected from 
the users and also from the designers using questionnaires or interviews for this pur-
pose. So, due to this definition, the approach only can be applied to real web sites that 
are being used regularly and it is necessary to have the designers and some users 
available for the interviews or, at least, able to answer some questionnaires [11]. 

ErgoCoIn combines the Inspection Method and Questionnaires Evaluation tech-
niques in an approach able to allow rapid and context focused ergonomic inspections 
[4, 5, 12]. The inspection component resulting from examining a large collection of 
ergonomic recommendations later completed with other data collected from different 
studies to elaborate checklists for the ergonomic characteristics applicable on web 
sites [8, 9]. These recommendations were formulated as questions and associated with 
both an ergonomic criterion that allows defining a system of relative importance  
between questions. Interviews/questionnaires and guidance for collecting data from 
users and designers were defined from analyzing the information demands in each 
question we elaborated. ErgoCoIn approach's is divided into two main phases: web 
site's Contextual Analysis and its Evaluative Inspection, as presented in Figure 1. 

The ErgoCoIn´s Contextual Analysis phase collects all information related to the 
web site operational contexts that are useful for the usability evaluation process. This 
phase consists of a site description process and interviews of the users and designers. 
Also, ErgoCoIn supports and automatizes these activities. A HTML component recog-
nizing tool identifies the existence of specific web site user interface components and 
aspects and organizes them according to two categories of descriptions: the global web 
site and the individual web pages associated with the main tasks accomplishment [12]. 

 

Fig. 1. The ErgoCoIn approach framework [12] 
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The second phase of the method is formed exclusively by inspection activities. Er-
goCoIn starts the process performing an automatic analytical evaluation based on the 
comparison between user´s and designer's information concerning the intended and 
the real context of use features. The system points out to existence of designer's mis-
conceptions about user´s features, and indicates the web site aspects to verify or re-
formulate in consequence. 

At that, the system assembles checklists concerning the overall site and the specific 
web pages features related to task scenarios. These checklists can be considered as 
“objective” ones, once they will propose only the site components applicable ques-
tions arranged according to their levels of importance [12]. Applicability decisions 
result from processing the site description stored in the context of use database. Prior-
ity decisions results from ranking the Ergonomic Criteria [9] according to usage  
context features. A default Ergonomic Criteria ranking is suggested, but it can be 
modified by the evaluators, according to the characteristics of the current web site 
context of use. In fact, the original importance structure was proposed with a general 
Business to Consumer usage context in mind, in which non professionals users oper-
ate sites of virtual stores from their home environments aiming to buy simple products 
in a relatively low frequent basis. In such a situation the Guidance criterion should be 
considered before the Workload criterion. Anyway, ErgoCoin can authorize evalua-
tors changing the importance structure at the ergonomic criteria level to accommodate 
different usage contexts. 

4   The ErgoCoIn Version 2.0 

This section aims to present a new version of the ErgoCoIn environment considering 
that its basic objective is to propose a higher quality for the questions that should be 
applied in the questionnaires that may be proposed. This new questionnaire proposi-
tion allows the definition and realization of objective ergonomic inspections by gath-
ering pertinent information concerning the web site´s supported tasks, proposing only 
pertinent questions that should be presented to the inspectors that are relevant and 
significant and can be answered during the web site´s inspection. So, among others, 
we are updating the following activities: 

1. A presentation questionnaire window evolution that now allows the filling of the 
answers in a smaller and second level window. This window only has one visible 
question per time and has visible interactions buttons presented, such as next and 
previous questions and help. This new small window will always be visible to the 
ErgoCoIn´s users and it may be possible to move it over the screen in order to al-
low the inspectors to interact with the web site to answer the question. Also, we are 
proposing the dimensions for this new window to be small enough to be used both 
by web browsers and mobile devices. 

2. The questions that compose the questionnaire can be updated (deleted, inserted or 
modified) by the evaluator, even if these questions may belong to any context 
group or are related to any specific ergonomic criterion [9]. This aims to avoid 
“Not Applicable” answers for the questions. 

3. Each one of the questions is now related to a specific Ergonomic Criterion. This is 
important for future analysis, which includes a quantitative ranking calculation 
based on the criteria.  
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As in the version 1.0, the evaluative inspections are performed by an evaluator apply-
ing the set of checklists defined in the previous phase. As mentioned before, this 
process constitutes an evaluative inspection as the evaluator is asked to judge the 
quality of very precise web site features. The questions in this method could not be 
answered by an intelligent or expert system once they require consideration of several 
factors not always at the reach of such systems. However, the level of judgment pro-
posed by questions was defined in accordance with the level of ergonomic knowledge 
expected from evaluators (fairly basic usability expertise). Indeed, the questions 
phrases and associated support information, like justification and examples, were 
formulated in order to be easily understandable. Even so, this method leads to results 
which are subjective in nature and which may not point at all major ergonomics prob-
lems. As mentioned earlier, it is viewed as a rapid and widely usable mean to detect 
usability design faults, but in which human involvement is required. 

Figure 2 presents the description window for the questions that compose the ques-
tionnaire to be applied. Although this window is still written in Portuguese, it is easy 
to realize that there are important information presented: 

1. a specification of the main ergonomic criterion;  
2. the presentation of the question itself; 
3. a description that explains the question, including important information, such as 

references and links; and 
4. the kind of the answer that is divided in two possibilities – Yes/No or a leveled 

answer, that represents the possibility of given a score as an answer, such a 0 – 10 
ranking. 

 

Fig. 2. Question Presentation Window 
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Also, Figure 3 presents a window that presents the ranking of the Ergonomic Crite-
ria according to a definition proposed by the evaluators and also according to the 
ranking of the answers presented by the ErgoCoIn´s users. 

We believe that using this new version we can get more efficacy and efficiency on 
web sites´ usability evaluation. Therefore, the reports generated may present mean-
ingful data to designers, what include usability taxes and metrics that may help  
designing new products or improving the ones that are already being used and have 
being evaluated. 

We have performed some validation tests of this new version, comparing it with 
the application of “traditional” usability methods and also with the version 1.0. The 
results obtained indicate that this new approach is more attractive as it presents more 
conclusive and meaningful reports. 

 

Fig. 3. Screen Aimed at Receiving Definitions Concerning Relative Ergonomic Criteria  
Importance 

Now, to validate this new version of ErgoCoIn we must: 

1. define a group of web sites to be evaluated. They must belong to different applica-
tion domains and need to have specific well defined tasks to be evaluated (ie, tasks 
that have initial and final web pages well defined); 

2. define a group of evaluators, aiming to have different skills and capabilities when 
interacting with the web sites under evaluation; 

3. prepare and perform several usability evaluations in order to collect data to calcu-
late usability taxes and metrics;  

4. perform traditional usability evaluations of these web sites; and 
5. compare the results obtained by both using the EgoCoIn version 2.0 and the tradi-

tional usability evaluation methodologies. 

These steps are proposed as future works to improve and validate the ErgoCoIn ver-
sion 2.0. 
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Abstract. One key issue of both Information Visualization as well as Adaptive 
User Interfaces is information overload. While both disciplines have already 
devised well performing algorithms, methods and applications, a real merging 
has not taken place yet. Only a few attempts bring the surplus values of both 
disciplines together, whereas a fine-grained investigation of visualization 
parameterization is not investigated. Today’s systems focus either on the adap-
tation of visualization types or the parameterization of visualizations. This pa-
per presents a reference Model for Adaptive Visualization Systems (MAVS) 
that allows the adaptation of both the visualization type and the visualization 
parameterization. Based on this model, a framework for the adaptive visualiza-
tion of semantics data will be derived. A use case describing the interaction 
with an "adaptive visualization cockpit" covering different visualization  
metaphors concludes the paper. 

Keywords: Adaptive Visualization, Information Visualization, Intelligent 
Visualization, Visualization Reference Model, Ontology Visualization. 

1    Introduction 

Information overload is a well-known phenomenon in the current information age [ 1]. 
Different research areas face this phenomenon with their own methods and try to 
reduce the interaction cost [2], cognitive overload [ 3] and information amount, using 
content- and collaborative-based recommendation techniques. The community of 
intelligent and adaptive systems investigates this problem with novel and promising 
algorithms and techniques for user-, content- and activity analysis and adaptation. On 
the other hand, the Information Visualization (IV) community develops appropriate 
techniques for presenting information graphically. 

For the community of IV, the way from data-oriented visualization to a more hu-
man-centered information presentation plays a key role. In 2007, one of the ten main 
challenges for IV was the inclusion of semantics or contexts [ 4]. In the following 
year, especially the human as an implication and decision factor for IV was placed in 
the foreground of the research [ 1]. The increased involvement of user’s intentions and 
preferences in the forming process of IV is also noticeable in the challenges and 
scopes of Visual Analytics in 2008, where the adaptation of IV systems was pro-
claimed. Thus, one of the most important challenges is the development of “novel 
interaction algorithms incorporating machine recognition of the actual user intent and 
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appropriate adaptation of main display parameters such as the level of detail, data 
selection, etc. by which the data is presented” ([ 5], p. 162). 

Researchers in the field of Adaptive Systems [ 6] represent a similar position and 
are increasingly recognizing the importance of the usage of visualization techniques 
[ 7]. This research area disposes of a comprehensive pool of methods, systems and 
algorithms for recognizing and analyzing user related information. With these meth-
ods Adaptive User Interfaces (AUIs) facilitate the handling with complex information 
and support users during their work process [8]. Different existing systems e.g. intel-
ligent help systems [9], personalization of web page navigations [ 10] or command 
line proposal lists [ 11] are already using these methods and tailor the user interface to 
the given usage context. These methods and systems do mainly not refer to bridge the 
gap between IVs and AUIs. Actually only a few attempts try to bring the areas of IV 
and AUIs together [12]. These approaches focus either on the adaptation of the visu-
alization type, using a single set of parameters [ 13] or on the adaptation of visual 
parameters of a single visualization type [ 7]. Despite the research in both areas, a 
system or a reference model for adaptation of visualization types and their visual 
parameters could not be found. Further the aspect of composing multiple visualiza-
tions [ 14] in adaptive systems is not investigated yet.  

In this paper we introduce a reference Model for Adaptive Visualization Systems 
(MAVS) that provides the opportunity to adapt both the visualization type as well as 
visual parameters. Beside a detailed description of the reference model we present an 
implementation of the MAVS as a framework. Finally, we introduce an application 
example that not only shows the adaptation based on an example but also opens new 
research questions for the adaptation of visualizations. 

The remaining paper is structured as followed: In the next section, the related work 
is presented in three sections: Reference models, frameworks and applications. Af-
terward the reference model is described followed by a detailed description of its 
implementation. An application example of the implemented framework concludes 
the description of our work. 

2    Related Work 

The related work is sub-divided in three parts: 1) Reference Models will describe 
existing work in an abstract level. 2) Frameworks will describe existing work on the 
implementation of the reference models and 3) Applications will describe existing 
systems that combine Adaptive Systems and Information Visualizations.  

From the IV point of view Card et al. [ 15] have presented a general visualization 
reference model, which has been applied successfully to different visualizations. This 
model contains different phases that are needed for mapping and transforming raw 
data into a visual representation. The user may control the way in which the data is 
transformed, or mapped to visual structures. So the reference model focuses on the 
creation of visualizations and does not investigate any kind of adaptations. Based on 
the established reference model of Card et al. different extensions exist today [5,16], 
which investigate different issues of visual data representation more in depth. An 
extension with the investigation of a visual adaptation is only investigated by Aalto-
nen and Lehikoinen  [ 17], who redefined the data table and visual structures of the 
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original model. They incorporated rules into the data table and renamed it as context 
table. In addition the visual structure was divided into layers (overlapping visual rep-
resentations). The main difference is the usage of rules for the context. These rules 
consist of simple structured logical inferences and logical- and comparison operators. 
The aspect of a user-centered or task-based adaptation in a context-free environment 
(non-mobile) is not investigated. 

The Information Visualization community provides a large set of frameworks for 
visualizing information in different ways. The most famous is Prefuse introduced by 
Heer et al. [ 18], a framework for creating dynamic visualizations of structured and 
unstructured data, based on the visualization reference model of Card et al. [ 15]. All 
existing frameworks support the development and creation of visualizations and are 
often more a programming platform than a basis for adaptive visualizations. The issue 
of automatic or semi-automatic adaptation is not investigated. The only framework, 
we could find, which considers the aspect of adaptation is e-Viz [ 19]. Whereas e-Viz 
addresses the modeling, scheduling and managing of visualization computational 
tasks and rendering graphics. e-Vis does not provide a framework or reference model 
for adaptation of visualization types and visualization parameters to meet the users’ 
demands. 

To round out the related work concrete applications will be introduced in this part. 
Applications are the most concrete alternatives to the described reference models and 
frameworks and conclude the related work section. Already different approaches have 
been proposed to support an automatic or semi-automatic adaptation of UIs. Cicero, 
for example is a component-oriented architecture [ 19], where a central UI adaptation 
manager is used. On the contrary agent-based environments [ 21], where UI models 
are transformed and rendered into different platforms, adapt user interfaces to differ-
ent impact factors. The only applications that adapt the visualization to certain impact 
factors, e.g. user interactions or user-goals are the following applications: Gotz and 
Wen [ 13] analyze user interactions and extract behavioral-patterns that are used to 
recommend different visualization types (Line Graph, Fan Lens, Parallel Coordinates 
or Bar Charts) to the user. But a visualization type has always characteristics and 
parameters, e.g. color of entities, order, size, layout etc., which can and should be 
used for communicating designated information adaptively. On the contrary Ahn & 
Brusilovsky are adapting visual parameters of a single visualization type and visualize 
the user-specific relevance of a query [ 7]. In this case a single static visualization type 
is used to represent the searched information.  

The related work could point out that the number of existing adaptive visualiza-
tions is very limited and these approaches focus either on the adaptation of the visu-
alization type, using a single set of parameters or on the adaptation of the parameters 
of a given single visualization type. Despite the research in both areas, a system or a 
reference model for adaptation of visualization types and their parameters could not 
be found. Further the aspect of composing multiple visualizations [14] in adaptive 
systems is not investigated yet. 
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3    A Reference Model for Adaptive Visualization Systems 

In this section, we present a Reference Model for Adaptive Visualization Systems 
MAVS. The MAVS (Fig. 1) consists of three basic Components: Input, Adaptation 
and Output.  

These Components are composed by several modules, which are defined by  
interfaces and show a unique behavior to their Component. Internally, there can be 
different conformant implementations, allowing a very easy reuse. In the reference 
model, we will assume that there is a toolbox of implementations available at runtime, 
allowing the adaptation engine to select the best fitting one for a certain situation. 
Additionally these modules can be configured by parameters. For instance these  
parameters are defined by certain impact and influence factor, e.g. knowledge or  
behavior of the user or the structure and amount of the underlying data.  

 

Fig. 1. Reference Model for Adaptive Visualization Systems (MAVS) 

The Input Component receives different inputs, which are used as implication fac-
tors for the Adaptation Component. It consists of two different modules, for analyzing 
these factors: The Content Analysis Module prepares the underlying data for the vis-
ual presentation and extracts certain criterions and properties of the data for the Adap-
tation Component. The Interaction Analysis Module is responsible for extracting 
information from different sensors about the user and prepares it for an appropriate 
usage in the Adaptation Component. 

The Adaptation Component receives information of the Input Component and adapts 
several modules of the Output Component accordingly. This includes the selection of 
the best fitting modules and their parameterization in the Output Component. 

The Output Component consists of the three modules Semantics, Layout and Pres-
entation. The Semantics Module represents the structure of the data transformed for 
visualization. Further it contains information about the amount and attributes of the 
data. The Layout Module is responsible for placement and structuring the information 
on screen (e.g. graph-layout). The Presentation Component holds certain visual pa-
rameters (e.g. color, size etc.) and provides them to the Layout Module. The instantia-
tion of these three modules together builds visualization for the user. 
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4    The SemAdapt Framework 

In this section, we present SemAdapt, a framework for adaptive visualizations based 
on the concepts described above. This section will focus on the three components 
input, output, and adaptation.  

4.1    Input Component 

The Input Component of SemAdapt receives two different impact factors for the visu-
alization adaptation and parameterization: User interactions and data.  

Interaction Analysis: The main input component of SemAdapt is responsible for 
capturing information about the individual user and to extract user information from 
interaction events. These interaction events appear as natural consequence of the 
visualization operation and are captured with different contextual information about 
the interaction type, the layout method and the content. Altogether, an interaction 
event has the form of a triple <type, layout, data>. For example a click with the 
left mouse button on a graphical representation of the element Fraunhofer produces 
the following triple  

(device.mouse.button.left.click, semadapt.semap, 
thing.organizations.research.appliedsciences.Fraunhofer) 

The gathered user interactions serve as input for an instantiation of the Interaction 
Analysis Module that extracts information about the user behavior. Based on a quanti-
tative analysis on different grades of abstraction, the instantiated module captures the 
preferences of the user according to the input device, the visualization type and the 
content [25]. Additionally, the module calculates predictions with the KO*/19-
Algorithm and detects user activities as recurring and similar interaction sequences 
[26]. All this information about the user behavior is passed to the Adaptation Compo-
nent of SemAdapt to select a visualization type and an individual parameterization of 
the output modules.  

Content Analysis: Beside the user interactions, the data as input and impact factor 
for the adaptation is considered in SemAdapt. The semantically annotated data can  
contain geographic or time-dependent information, which is used to identify visuali-
zations that are able to visualize these factors in an appropriate way. Further the 
amount of the data and its structure is considered. A high amount of ontological con-
cepts forces to choose a visualization that figures the hierarchy in an abstract way and 
provides a higher-level of interactions with data. Beginning with a search in  
knowledge domains, the data is analyzed in different steps building a hierarchy and 
extracting the relevant attributes of data (e.g. timestamps and geographical attributes). 
The procedure of the data analyzing is described in [27] in detail.  

4.2   Adaptation Component 

The adaptation component is the central component of the interactive system pre-
sented in this paper. In order to control the whole system, the adaptation component 
has interfaces to all components and modules. It gathers information from the Input 
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Component and transforms it for the Output Component. The gathered user informa-
tion are persisted in a three dimensional user model [28], that contains tables with 
preference values for the activities, visualization types and contents.  

The whole adaptation process is based on the (static) visualization capability model 
and the (dynamic) user preferences model. For each visualization the visualization 
capability model defines its ability to present certain data types (e.g. time-dependent 
data or concept hierarchy), activities and additional features like time or spatial de-
pendent data. This model is static because the capabilities of a visualization are pre-
defined and do not change.  

The adaptation of the Output Component is performed in two steps. In a first step, 
based on the visualization capability model, the set of visualizations capable to pre-
sent the user preferences with respect to visualizations, content, and activities are 
selected. In a second step, these visualizations are ordered according to the visualiza-
tion preferences of the user. Herewith, the adaptation engine defines the overall layout 
of the User Interface as well as the parameters for each module in the Output Compo-
nent. For instance a certain visualization type, the SeMap [22] is chosen in the Layout 
Module and the chosen visualization is parameterized (e.g. color, placement, size of 
the icons etc.) with the Presentation Module. 

4.3   Output Component 

Visualizations can be described according to the following characteristics: what is 
displayed, where is it displayed, and how is it displayed? Accordingly, each visualiza-
tion in SemAdapt implements the modules semantics (data), layout and presentation.  

The semantics module (data module) defines which data is visualized. It contains 
information about the data (what is the data about), its structure (e.g. hierarchy, in-
coming and outgoing relations) and amount. The main task of this module is to pa-
rameterize the data and provide the opportunity to adapt visualization in the lowest 
level. In semantically annotated data this module has further the separation function-
ality of different abstraction level (e.g. concept and instance level). With the informa-
tion about data, data-related adaptation can be realized, e.g. content recommendation 
or adaptation of level of details.  

The layout module defines where and how the data will be visualized. Dependent 
on the user preferences, different graphical metaphors like text, different graph-layout 
algorithms may be chosen. For each metaphor, different layout algorithms like cone 
tree or tree-map are provided. It should be noted that only the geometrical layout is 
defined on this layer, but not yet the visual appearance. 

The presentation module defines more precisely how the data will be presented. It 
is the visual layer of the visualizations and parameterizes the visual look, by setting 
e.g. the texture, color, or size. The input of the presentation is the geometry as calcu-
lated by the layout module. The output component of SemAdapt contains a set of 
different visualizations. Each of these visualizations has its own pipeline of semantics 
(data), layout and presentation. The visualizations are grouped into three categories: 

General visualized components (GVCs) are abstracted visualizations and form the 
UI. GVCs are primarily responsible for the selection, placement and initialization of 
visualization types in their layout layer. Their semantics layer separates the data from 
the visualization. It decides which part of the data should be visualized with which 
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visualization. The presentation layer is responsible for the separation of the visual 
representations. It just decides which visualizations should have the same visual rep-
resentation. It is necessary e.g. for comparative visualization. Further the GVCs de-
cide the interactive connections between the visualization. If a user interacts with 
visualization v1, should the visualization v2 react to the user interaction? 

Semantics visualization components (SVCs) visualize the structure of the semantic 
data and provide the possibility to interact. SVCs are the real visualization compo-
nents and consist of one or more visualization algorithms, e.g. force directed or con-
centric radial. While SVCs get their data from the Semantics Layer of the GVCs, their 
own Semantics layer decides about the number, level-of-detail and ranking of the data 
to be visualized. The layout of a SVC has different parameterizations, e.g. the cen-
tralization of a topic (in concentric radial) or the order of concepts (in SeMap [22]). 
The presentation layer parameterizes the visual representation, e.g. by choosing colors 
or sizes for the instances, relations and concepts. 

 

Fig. 1. Three-stepped adaptation of the output component 

Content Visualization Components (CVCs) are responsible for the presentation of 
the content referenced by the semantics. Examples for CVCs are pictures or HTML-
viewers. They are interactively coupled to one or more SVCs and inherit the seman-
tics, presentation and layout form theses coupled SVCs. The output component  
provides a three-stepped adaptation of the visualization. The figure above shows these 
three steps. In the first step the GVC provides a number of visualization types based 
on the input and the adaptation component. In the figured case two SVCs (SeMap and 
SemaGraph) and one CVC (HTML-viewer) are chosen by the GVC. In the next step 
each of the chosen visualizations creates its own Layout and visualizes the same in-
formation in different abstraction levels. Therefore an adaptation of the Semantics 
(content) and the Layout is performed. The last step adapts the visual representation 
(Presentation layer) of the information. In the given case, size, order and color are 
adapted and parameterized to the computed requirements of the user and data  
respectively. 
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Several visualizations for SemAdapt were already developed and are used for 
adaptive visualization of semantically annotated data. These visualizations were in-
troduced in some of our previous works [14,22,23,24]. 

5   A SemAdapt Application Example 

In this chapter we describe the functionality of the SemAdapt framework based on a 
knowledge exploration example. Knowledge exploration is an important process for 
adopting knowledge with information systems, whereas graphical representation of 
the knowledge can help to optimize the learning process and reduce the cognitive 
overload [14]. For evaluating the system with ground-truth data, we are using the 
Freebase data base [8] extended with an own schema. Freebase contains open linked 
data, which can easily be mapped to a formal data specification, whereas Domains are 
the highest concepts (of an ontology), Types inherit from Domains, the individuals are 
called Topics. The relations are defined as Properties. The starting point of our exam-
ple is the interaction of a user on a graphical representation of the concept Fraun-
hofer, which is analyzed in the Input Component as described above. This interaction 
produces a search query on the freebase data base. The results are analyzed based on 
the procedure described in [27].  

 

Fig. 4. Example for Visualization Adaptation 

The results are information about the data, its structure and the amount of results in 
different semantics categories. Based on these results a set of visualizations is chosen, 
that meets the requirements of the analyzed data. Further the interaction is analyzed in 
a user-centered way based on the procedure described above. The results are a current 
set of information about the user and the data, which is further compared with the user 
model described in [28]. The result of the comparison is a table with scalar values for 
the fitting of different visualization, abstracted data layer (ontological concepts) and 
activities. Based on the computed values several visualization types and parameteriza-
tions are set, whereas a user interface may consist of more than one visualization [14].  
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6    Conclusion and Future Work 

In this paper a reference model and framework for adaptive visualization has been 
presented with the following main innovative features. The overall conceptual model is 
based on the distinction of three main components and herewith, supports perspectives 
to adaptive visualization. In combination with the modular structure of the system's 
conceptual architecture, this allows the goal-oriented adaptation of specific parts of the 
system with appropriate level of detail. The user interface consists of a so-called visu-
alization cockpit, which integrates different visualizations, chosen and adapted accord-
ing to the user preferences. This concept supports both independent views as well as 
user preferred interactions in closely coupled visualizations. SemAdapt, so far, focuses 
on the adaptation of visualization type and its parameterization.  

One main area of future research is the extension of the framework to handle raw 
data and metadata. The cockpit concept will be extended so that different data types 
can be visualized in parallel. Major aspects of future work are editing and annotation 
and their synchronization along different data types. From an adaptation point of 
view, this will lead to a substantial extension of both the user model as well as the 
capability model. Another principal extension of SemAdapt will be the conceptualiza-
tion of adaptive visualization in Web 2.0, where user groups with different roles and 
preferences view and edit in shared environments.  
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Abstract. In this paper, we propose a novel method for generating a melody 
from a generative probabilistic model by using Gibbs sampler. Furthermore,  
users can modify the composed music by interacting with the generation proc-
ess. This method enables users to create their favorable melodies. Recently, 
music composition using computer software is gathering attentions. Many peo-
ple want to compose their original music. However, musical composition is still 
too difficult for beginners to obtain their favorable original music. Our system 
highly supports such people easy to create own music. We also evaluate the 
probabilistic music composition method by several experiments. 

Keywords: automatic music composition, interactive system, probabilistic 
model. 

1   Introduction 

Recently, a music composition using a computer named DTM is very popular means 
of the musical activity. People can make an original music easily. However, a music 
composition is still too difficult for the people who have less knowledge of music. 
They can’t assemble a music structure because of complexity of itself. Therefore, it is 
a very important to develop the system that assists such a people to create music. 
Although there are many methods for supporting beginners, we focus on an automatic 
music composition system. 

Automatic composition techniques have been investigated in the past. A selection 
of keywords is a very popular means for such system. It generates melodies based on 
keywords (e.g. sad, happy, jazz, rock) that an user select. In this means, the user 
chooses not feelings of melodies in it but keywords corresponding to feelings. In 
short, the user converts feelings into keywords and then the system translates these 
into melodies. However, the user doesn’t get needed melodies when the translation is 
irreversible because of a variety of interpretations. In order to solve this problem, the 
system using interactive evolutionary computation (IEC) has been proposed [1]. In 
this system, a melody is expressed as a gene. The user listens to melodies and evalu-
ates them. Then, the system uses a crossover algorithm to generate next generation 
melodies. After a number of iterations, melodies change into preferable music for the 
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user. This approach is highly suitable for beginners because of easy process of com-
position. However, there is a problem that the user is exhausted in evaluation process 
by reason of a total time of listening generated melodies. On the other hand, a system 
is proposed that using dynamic programming named Orpheus [2]. This system is 
designed with considering composition as an optimal-solution search problem under 
constraints of the prosody of the Japanese lyrics. Users can compose their original 
music with lyrics automatically and easily on this. However, it is difficult to search 
for a solution when global constraints are used. Moreover, in the same conditions of 
former generations, the system cannot generate various types of music due to take an 
optimal-solution. To solve these problems, we focus on a music generation from sta-
tistical models [3]. An example of this approach is IDyOM [5]. It is a model of mel-
ody perception based on n-gram model. Moreover, melody generation from this 
model using Metropolis-Hastings algorithm, a type of Markov Chain Monte Carlo 
(MCMC) sampling method, is reported. Although this model shows a good perform-
ance on the music segmentation, generated melody is not so creative. We think a lack 
of the code progressions causes this failure. It is one of the most important aspects of 
the music structure. Another problem is the generation process that is based on en-
tirely the learnt models. In a word, people can’t be involved in the generation process. 
Melodies generated by such a process are almost good, however these are useless 
when the user is not interested in. The users need their own original and favorable 
music. 

In this paper, we propose a new interactive system for music composition. Our sys-
tem generates melodies by using Gibbs sampler, a type of MCMC sampling method, 
from a probabilistic language model according to an n-gram model that learns exist-
ing music. Users can interact with the process of generation under constraints given 
by several musical structures. 

We describe the whole system in Section 2. In Section 3, we show some experi-
mental result using our system and conclude in Section 4. 

2   Interactive Music Composition System Using Gibbs Sampler 

Our system generates melodies using Gibbs Sampler from bigram model with con-
straints given by grouping structures of a user’s preferred song. bigram model learns 
from music corpora and then grouping structures are calculated by using exGTTM. 
Furthermore, users can revise the generated melody by pointing a dissatisfaction part 
of it. Fig. 1 shows a flowchart of this system. Its details are described in sections be-
low. 

2.1   Music Corpora 

To get probabilities of bigram model, we define music corpora that have notes and 
code progression, these are divided into eighth note, from existing music. Notes are 
represented as s = (s1,s2,...,sN )  each s has a MIDI note number, rest or duration 
where N is a dimension that expresses length of melodies. Code progression is 
c = (c1,c2,...,cN )  with a code name.  
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Fig. 1. Flow chart of our system. It generates a melody with favorite music input and music 
corpora. 

2.2   n-Gram Model  

We use n-gram model with n = 2 (bigram models) as the probabilistic music model 
β . This model is often used as language models, which approximates the distribution 
over sentences using the conditional distribution of each word given a context consist-
ing of only the previous n − 1 words. In this paper, we take notes with codes as words 
and melodies as sentences. Therefore, a melody’s posterior probability is given by 

p(s | β) = p(si | si−1,ci)
i=1

N

∏ . (1) 

To training this model, bigram probabilities are calculated by counting notes in the 
corpus 

p(st | st −1,ct ) = C(ct ,st −1,st )

C(ct ,st −1)
. (2) 

C(•) is a function that counts notes. However, it is possible that probability denotes 0 
because of inexistent sequence. Therefore, smoothing method is needed for training n-
gram models. In this system, instead of (2), probabilities are trained by using 

ˆ p (st | st −1,ct ) = wR pR

R

∑ . (3) 
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wR

R

∑ = 1. (4) 

This smoothing method uses weighted summation. wR denotes weight of each prob-
abilities and pR  denotes the several different probabilities that are marked by R , 

where R = uni,oncode( ), uni,offcode( ), bi,oncode( ), bi,offcode( ), bi,degree( ){ } . For 

example, puni,offcord  is calculated by 

puni,offcord (st | st −1,ct ) = C(st ) + B

C(st )
t

∑ + Bλ
. (5) 

B denotes a baseline probability and λ  denotes a number of the kind of notes. 
pbi,degree  is peculiar. It is calculated by transporting notes to Cmajor . 

pbi,degree (st | st −1,ct ) = C(d(st ,ct ),d(st −1,ct )) + B

C(d(st −1,ct )) + Bλ
. (6) 

d(•,•)  is a function that transports notes on codes to Cmajor . 

2.3   Generative Theory of Tonal Music 

A generative theory of tonal music (GTTM) [6] is a theory of music that is intended to 
be a formal description of the musical intuitions of a listener who is experienced in a 
musical idiom. It is composed of four components. Grouping structure, one of these 
components, expresses a hierarchical segmentation of the piece into motives, phrases, 
and sections. We suppose that feeling of music is connected with grouping structure. 
According to this hypothesis, users can generate a new favorable melody under con-
straints given by grouping structure of a user’s preferred melody.  

We use extended GTTM [7] to make grouping structure. This algorithm is GTTM 
reorganized for computation. Although grouping structure is composed of several 
rules, our system uses these four rules, GPR (Grouping Preference Rule) 2a, 2b, 3a and 
3d. These are rules of boundaries between groups. Each rules has a different attribute, 
slur/rest, attack-point, register and length of notes, which are calculated with their 
respective parameters. Boundaries are represented as vectors; each value is 0 or 1, of N 
dimensions. Our system sets these vectors as constraints z of musical structure. 

2.4 Probabilistic Model 

We define a probabilistic model of generating grouping structure (Fig. 2) that is ex-
pressed by 

p(z | s,β) . (7) 

In this system, we need a posterior probability of melody s. Thus, an equation (7) is 
transformed by using Bayes’ theorem into 
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Fig. 2. Graphical model of generation z. β  is bigram model, s is melody and z is grouping 
structure. 

p(s | z,β) = p(z | s) p(s | β)

p(z | ′ s ) p( ′ s | β)
′ s 

∑
. 

  (8) 

This can be calculated using equation (1) and conditional probability of z 

p(z | s) = 1

( 2π )N Σ
exp(− 1

2
(z − μ (s)) t Σ−1(z − μ(s))) . (9) 

μ(s)  denotes grouping structure of melody s. 
In order to take grouping structure into the probabilistic model, we suppose that it 

is generated from N-dimensional Gaussian distribution (9).  
Since there are λN  possible melodies, computation is infeasible. However, we can 

get high probability melody on low complexity by using Gibbs sampler. 

2.5   Gibbs Sampler 

Gibbs Sampler [4] is a simple and widely applicable MCMC algorithm and can be 
seen as a special case of the Metropolis-Hastings algorithm. Consider the distribution 
from which we need to sample. Each step of the Gibbs sampler involves replacing the 
value of one of the variables by a value drawn from the distribution of that variable 
conditioned on the values of the remaining variables. The distribution of initial states 
must also be specified in order to complete the algorithm, although samples drawn 
after many iterations will effectively become independent of this distribution. 

To implement this algorithm into our model, s is separated into 

p(si | s \ i ,z,β) . (10) 

According to the algorithm, we replace si  by a value drawn from the distribution 

p(si | s \ i ,z,β) , where si  denotes the i th  note of melody s, and s\ i  denotes 
s1,...,si−1,si+1,...,sN . Thus, from (1) and (8), we can obtain 

p(si = k | s \ i ,z,β) ∝ p(z | si = k,s \ i) p(si = k | si−1,ci) p(si+1 | si = k,ci+1) . (11) 

Melodies are generated by using Gibbs sampler algorithm with (11).  
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2.6   Melody Revision 

Automatic composition systems can generate original music. However, it is not crea-
tion for users but recommendation from the system. Therefore, composition processes 
in the system must interact with them.  

  

Fig. 3. Revision process of the system. It re-samples part of melody where the user don’t  
satisfy. 

In our system, users can revise the generated melody. Revision process (Fig. 3)is 
executed when the user cannot satisfy with melody. First, the user listens the generated 
melody and sees the score (Fig. 3 (A)). Next, the user inputs a bar number who feels 
dissatisfaction (Fig. 3 (B)). Finally, the melody is re-sampled by using Gibbs sampler 
with cut range of i  (Fig. 3 (C)). Revision sampling is affected by s\ i  from the property 
of Gibbs sampler. The user can obtain own original melody after some iteration. 

3   Experimental Results 

We performed experiments on our interactive music composition system using a 32 
verses corpus including 4 Japanese famous musicians. The system generated verse, 
N = 64 , B = 0.0001 , T = 100 1 , code progression was Dm7-G-Em-Am and 
wR = 0.2,0.2,0.2,0.2,0.2{ }. 

Fig. 4 shows Mean squared errors of GPRs between generated melodies and user’s 
preferred music. All MSE are reduced on the left in case of Σ = 0.05 compared with 
the right in case of Σ = 0.5. 

Furthermore, we performed evaluation experiments in same conditions except 
for wR = 0.3,0.1,0.2,0.2,0.2{ } . Subjects selected a preferred music for constraints, 

and then the system generated melodies. After Gibbs iterations, they listened a gener-
ated melody and evaluated it. They could revise it until they felt satisfaction. 

Table 1 shows a number of revisions for each subject. Most of subjects revised a 
generated melody only one time. Surprisingly, subject 4 didn’t revise a melody (Fig. 
5). It shows that our system can compose interesting melody for users in a short time. 
However, it is possible that subject 4 hadn’t had intention of composition. 

 

                                                           
1 T : A number of Gibbs iteration. 
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Fig. 4. Mean squared error of GPRs between generated melodies and user’s preferred music. Σ  
is constraint parameter.  

Table 1. Results of experiment for subjects. Subject 4 didn’t need a revision 

Subjects Artist Number of revision 
Subject 1 Spitz 1 
Subject 2 Spitz 1 
Subject 3 KinKi Kids 1 
Subject 4 Bump of Chicken 0 
Subject 5 Spitz 1 

 

 

Fig. 5. Generated melody (subject 4). Constraints are given by J-Pop song “Stage of the ground 
- Bump of Chicken”. 
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4   Conclusion 

We have described an interactive music composition system using Gibbs sampler. In 
addition, we have shown some results of experiments using this system. The experi-
ments showed good results. Generated melodies have less non-harmonic notes. More-
over, the structure of generated melodies is similar to the structure that is given as 
constraints. The creativity of melodies is another important aspect. It is highly subjec-
tive, melodies generated by our system satisfy a user’s demand. Most of users that use 
this system prefer generated melodies. The interaction part also receives a good 
evaluation. However, this part is claimed with its UI and function. Our system now 
doesn’t have good UI. The user has to input by keyboard on console screen. It is a 
critical problem for intuitive system that we aim at. The users probably feel trouble-
some. Thus, a special UI that properly affects melody (when manipulations link with 
user’s intuitions for music, they may not aware of musical structures) is needed.  

Music has various aspects (such as pitch, metric, code progression, hierarchical 
structure and so on) that affect the user’s intuition. Therefore, our system must in-
clude more and more structural constraints. We develop our system with results de-
scribed above. The system that associates with the singing voice synthesis system is 
considerable in the future work. 
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Abstract. In this paper we introduce the notion of a Virtual User Lab that em-
ploys virtual reality tools to simulate End-Users in realistic application scenar-
ios in order to help industrial designers and application developers to create and 
test adaptive interfaces that evolve as users’ preferences and potential handicaps 
are discovered. We describe key elements of the VUL, discuss computer vision-
based algorithms for facial information processing to understand user behavior 
and present an email-reading scenario to better highlight the system’s adaptive 
capabilities and practical usability.  

Keywords: User interface adaptation, facial information processing, virtual 
human interface. 

1   Introduction 

One of the key challenges in the process of developing adaptive user interfaces is  not 
we not only need to sense the users’ interaction and emerging patterns but further 
derive information about their intent and possibly internal state as an estimation of 
their likes and dislikes about the content being shown. This requires consistent inter-
pretation of multiple sensory signals that are available in a given situation and inter-
pret these signals in the context of the content being shown along with personalized 
user profiles. During the past decades, researchers have tried many input modalities to 
derive such information, but many of these failed due to the lack of a unified model-
ing and interpretation framework that has helped designers to test their products 
against life-like, but simulated situations. 

To overcome this problem, we have designed a concept, called the Virtual User 
Lab (VUL) that integrates the toolset of virtual reality and humanoid animation with 
an abstraction layer for various external sensor modalities, all delivering pieces of 
information about the behavior of a user while accessing the utilities provided by any 
specific application. This paper describes the architecture and sensory capabilities of 
the VUL and details how we process this information to help drive the underlying 
user interface adaptation processes, which is the main focus of our research. 
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The classical treatment of Human Computer Interaction (HCI) considers the proc-
ess of interaction between man and machine as somewhat unequal opponents [1]. The 
human element, i.e. the user, is involved in two basic processes: Perception and Con-
trol, while the computer’s perspective on the other hand is frequently considered not 
as much along the lines of cognitive and intentional behavior, but as simple, low-level 
processes implemented in the form of agents. To make this pair equal the same  
modalities of communication readily available for people shall be implement for com-
puters as well in order to give them a full set of senses complete with goals and cogni-
tion. This basic model of human computer interaction first assumes is that there are 
minimally two separate agents involved, one human and one machine. They are 
physically separated, but are able to exchange information through a number of in-
formation channels. On the side of the human user there are two basic processes in-
volved, namely Perception and Control.  The Perceptive process may be further 
divided into a) Human Input Channels (HIC) and b) Computer Output Media (COM) 
while similarly the Control process, comprises of c) Human Output Channels (HOC) 
and d) Computer Input Modalities (CIM). For a multi-modal HCI system that pos-
sesses an adaptive user interface that constantly improves during time, are especially 
interesting and challenging. Our goal is to create an intelligent user interface which is 
able to interpret the user's actions, decide for itself the best way to present information 
to the user, and cope with one of several input modalities selected by the user without 
the need to explicitly tell the computer. 

User behaviors (like interest, boredom, excitement, confusion, fatigue, etc.) are ac-
companied by different patterns of facial expression, eye-gaze, head nod, hand 
movement, gestures and body posture. These so called surface level behaviors  can be 
interpreted as indicators of “on-task” and “off-task” [3] in a general terminology and  
could be used as measures that help drive interface adaptation processes. On a greater 
scale, body postures convey specific meanings regarding the actions of the person in 
front of the output device (a TV or a computer screen), while the direction of eye gaze 
and head orientation, for example, are prime indicators of a person’s focus of atten-
tion. More evidently spontaneous facial expressions and head nods are also good 
indicators of motivational and affective states in relation to the application.  In par-
ticular, approving head nods, facial actions like smiles, tightening of the eyelids while 
concentrating, eyes widening, or raising eyebrows suggest interest and excitement 
(on-task). On the other hand, head shakes, the lowering of eyebrows, nose wrinkling 
and depressed lower lip corners indicate off-task behavior.  

Clearly, these visually described behaviors often are easier to verify using other 
types, of specialized, non-visual sensors that are also more acceptable for End-Users 
protecting their privacy. Either case the output of these sensors  must be interpreted in 
the context of an application itself and the system must form a consistent representa-
tion of the user’s intention as it changes over time. Based on these observations we 
argue that virtual reality tools in combination with multi-modal sensory interfaces and 
advanced visual processing may be used to simulate and present such conditions and 
thus help industrial designers and application developers to better test how their de-
signs will behave in realistic situations. This idea, what we call the Virtual User Lab, 
is the topic of the following section. 
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2   The Virtual User Lab 

The goal of the Virtual User Lab (VUL) is to create a virtual environment supporting 
industrial users in the development, simulation and evaluation of adaptive user inter-
faces for user groups with certain needs. Major features of the VUL focus on specific 
areas to i) to illustrate user profiles and their changes over time, ii) to visualize possible 
user interface adaptations, iii) to simulate specific user interface designs and adaptation 
processes as experienced by a user with specific limitations, and iv) to create a pattern 
browser in order to provide designers and developers with an overview of design 
guidelines and an easy access to application specific design patterns which serve as re-
usable components for adaptive user interfaces. It is a multi-purpose key module of a 
more complex user interface system, which on one hand, serves as a virtual reality 
environment to access and visualize adaptation processes that take place in various 
application scenarios, and in another sense contains a virtual user that may be used to 
simulate user actions in response to a specific interface and verify adaptation processes 
during the design of such products or services.  In order to keep its maximum flexibil-
ity the VUL was also designed to interface to external programs and sensors that may 
be used to measure user reactions in-vivo and perform adaptations on the fly to prove 
the strength of different adaptation strategies.  Finally, the same virtual user also serves 
as a tool to show designers how a person with impairments or limited physical capa-
bilities would end up using their design and how adaptation processes would take place 
under those conditions. This is demonstrated in Fig 1. 

 

Fig. 1. Generic architecture and operation of the Virtual User Lab 

2.1   Physical Sensors vs. Data Abstraction Layer 

As in real-life application variety of external sensors may be used to indicate user 
presence, actions and intentions, which all provide similar types of information, but 
all differ in their physical manifestation and device characteristics, we first integrated 
an abstraction layer for an array of sensor types that generally correspond to capabili-
ties of human senses, such as vision, hearing and tactile or motion-based feedback. 
The raw input data is processed by specialized algorithms is categorized into four 
distinct groups. We call this the Virtual Human Interface as demonstrated in Figure 2. 
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The most important of these data streams are the images received from one or more 
video cameras. These are processed by a computer vision module, which primarily 
looks for faces, facial features, body gestures or other telltale signs of the user’s pres-
ence, his or her actions or internal state. These algorithms correspond to a real web 
camera mounted on the top of the TV or alternatively viewing a virtual user in its own 
3D environment and producing simulated virtual camera views for the adaptation 
algorithms to process or intelligent cameras and visual devices that provide already 
processed information on 3D and segmented components, such as the Kinect. The 
second set of algorithms employs signal processing and audio analysis to process 
data captured by the microphones. Tactile and Motion interfaces are implemented via 
touch screen and acceleration-based motion sensors, such as the Wii. Finally physical 
devices with no direct perceptual meaning are simply mapped further as raw data. 
Irrespective what channel the information is arriving from, the purpose of processing 
is to “recognize” and in some aspect “understand” the its meaning (e.g. to verify the 
presence of a face in front of the TV and analyze user’s motion to arrive at inferences 
for adaptation purposes). The output of these mechanisms therefore can be mapped 
onto attributes of virtual markers that carry this information from the physical domain 
into an abstract symbolic representation suitable for the low-level reactive scripts and 
a high level Adaptation Engine (not described in this paper) to operate on. 

 

Fig. 2. Functional diagram of the Virtual Human Interface module responsible for processing 
sensory information 

The module described above provides a real-time link between the end-user and 
the VUL via a symbolic representation of the outside world. This symbolic representa-
tion encodes events as they occur in the physical environment of the user and as an 
attempt to “understand” what is happening to him or her in the course of the  
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interaction. Irrespective, however, of what the initial source of the data is, the essence 
of meaningful information it supports is encoded in the form of markers. Markers are 
dimensionless data holders with physical location and attributes in the synthetic 3D 
environment of the virtual human in the VUL. They carry unique hierarchical labels 
and attributes values encoding physical locations or abstract properties and they can 
be referred to by their names when describing high-level tasks in a rule-based behav-
ior control system. They are used as input to the set of rules that control the adaptation 
algorithms of the entire framework. 

To demonstrate how such abstraction is used to derive information about the user, 
in the next section we will discuss in more detail the visual processing capabilities of 
the VUL. Clearly these results maybe generalized to other classes of sensors as well.  

3   Facial Information Processing 

Most facial processing systems attempt to recognize user behavior, most particularly 
emotions on a person’s face as a one-shot process using high level holistic models of 
how faces look or low-level feature extraction mechanisms that map directly onto 
emotions using neural networks or other types of statistical classification algorithms 
[3,4]. In the VUL instead we created an algorithm that is based on forming a hypothe-
sis with the help of low level cues and gradually refines that hypothesis using  
contextual and behavior rules. As a simple example, one may consider a simple face 
detector that is used the estimate the size of the head and in a correlated fashion the 
distance of the user’s head from the screen. Such information could not only be useful 
for a HCI system to be able to adapt, e.g. the font size of an email reading application, 
but also provides clues whether the user can see what is on the screen well enough or 
not. Specifically, it has been suggested that a lean forward gesture may indicate the 
lack of clear visibility and the system could change the rendering of the messages in 
response. 

Taking this idea further we can also analyze the facial regions as determined by the 
face detector and look for tell-tale signs of emotions, attention, etc. Region-based 
image processing is a basic technique identifying temporal events as they occur on the 
face. They can be executed in fast and more importantly in parallel to offer the possi-
bility of collecting events that may (or may not!) signify a certain facial actions. Thus 
the VUL system views these events as “indicators” and resolves their potential mean-
ing with the help of the emotion constraints known from psychology [5]. As facial 
tissue moves under the control of the muscles, darkened skin-lines in the form of 
edges frequently appear perpendicular to the direction of motion. These secondary 
facial features, such as sharply occurring temporary ridges due to the folding of skin, 
may be localized and their effect quantified.   These features, called furrows and 
wrinkles, vary with each person, yet their very presence is strongly associated with the 
meaning of facial expressions. As an example, furrows in the upper facial area may be 
indicate that the user is thinking or trying to resolve/understand something very hard 
so we need to bring up a Help window. By using a face detector as mentioned above 
to locate the face and a rudimentary geometric model of facial regions, such as fore 
head, nose, mouth, etc., one may use localized image processing algorithms to  
measure the changes in these regions. In particular, these furrows and wrinkles are 
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relatively easy to detect using real-time computer vision methods as they from rather 
characteristic horizontal and vertical edges. In our solution the image captured by the 
web-camera is first divided into facial regions using the eyes and nose detected and 
the sub-images corresponding to these facial regions of the upper-, middle and lower 
face, respectively are normalized before being passed on to the edge detection unit. 
The edge detection algorithm employs standard image processing filter operators and 
convolution masks in combination with morphological operations.  

The operations carried out by these low-level image processing algorithms are 
demonstrated in Figure 3. Here the normalized images, the output of the binary opera-
tors, and the respective processing convolution kernels are shown. Different kernels 
are used to detect horizontal, vertical or diagonal lines. The outputs of these kernels 
are then combined into a single interpretation to provide a global measure describing 
the degree of furrows appearing in that portion of the image. On the left high gradient 
components of a face during a neutral and expressive state, respectively in the fore-
head and eye regions are shown, while on the right the output of the same operators 
for the mouth, chin and cheek regions are displayed. Besides edge detection, other 
real-time operators, such as optic flow and morphological filtering may also yield 
measures of widened eyes, a smile or open jaw. Figure 4 shows the typical output of 
these signals at the marker levels. While these signals individually are inherently 
noisy, together they provide a reliable measure that gradually enables the system to 
learn certain facial expressions and subsequently use them to better understand the 
users’ needs.  
 

 
 

  
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Facial expression analysis using low-level image processing operators in specific  
regions of the face 

To interpret these competing individual systems we map them on a circular, psy-
chologically validated representation consistent with how humans express emotions 
during natural interaction.  The set of competing rules attributed to each marker action 
shift the initial estimate of a neutral face in the direction of a specific emotion with a 
likelihood associated with the intensity of the facial event observed.  The outcome of 
this process is a single estimate of the user’s face indicating the most likely emotion 
he or she is in.  
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Fig. 4. Markers derived from consistent visual cues indicate the likelihood of local events on 
the face and in turn allow for a global interpretation of facial signals 

4   Practical Application Scenario 

The practical use of the Virtual User Lab hereby is demonstrated in a scenario de-
signed for email reading applications using a remote adaptive server. In Figure 5 the 
main components of our system are shown.  The GMail account the user is connected 
to renders the information contained in the email messages adaptively based on the 
user’s behavior pattern. To achieve this goal the VUL captures the remote email 
screen and displays it within one of two virtual environment, on a TV set in the virtual 
home and on the projector screen at the research lab, in this case. In both scenarios, 
the 3D environment allows the VUL to simulate different lighting and visibility con-
ditions, as well as effect, like glare or even visual impairments of the End-User view-
ing this application. The user sees the email messages on a computer screen, or an 
industrial designer may experience it in a virtual reality headset (VR) for better im-
mersion. The virtual environment is fully panoramic 360 view with many interactive 
elements most importantly a 3D virtual remote controller, that may be used to control 
the remote application by pressing buttons. This virtual remote also allows the appli-
cation to output physical infra red (IR) control signals and thus change channels on a 
physical device, as an example.  

The Physical sensors attached to the VUL in this scenario are a web camera respon-
sible for processing facial information, an ultrasonic distance sensor (as a second 
alternative to provide calibrated user distances and recognize gestures, such as leaning 
forward) an RFID reader to help identify different users and set preferences  
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accordingly and finally a physical TV remote the signals of which are captured by the 
VUL and transmitted to the remote servlet simultaneously for adaptation purposes.  In 
parallel to the physical signals, the facial information processor detects the face and 
outputs its estimated position and distance from the screen used again, to detect body 
gestures that may indicate poor visibility on the user’s account. 

The system is capable of recording and playing back all markers for testing, simu-
lation and validation purposes. Designers interested in how their physical devices 
perform (e.g. the TV remote) under such conditions may create various visibility tests, 
realistically simulate visual impairments that rely on 3D distance information and 
rendering parameters and of course application adaptation rules on the server side 
may also be tested via simulated user interaction. 

 

Fig. 5.  Application scenario of the virtual user lab in a remote email reading case study using a 
NetTV and a virtual remote controller (see text) 

5   Summary 

In this paper we presented a novel approach to help user interface designers to create 
and test adaptive interfaces using a simulation tool, called the Virtual User Lab. Our 
approach combines the benefits of virtual reality to render a remote application in a 
virtual scene, change its viewing conditions and rendering quality both in terms of 
lighting and visibility factors or handicap as well as user behavior. The latter is meas-
ured with the help of a variety of local sensors that may be as simple as a web cam or 
more complex, like distance and motion sensors or even biofeedback. We have inter-
faced our solution with a client-server application model and demonstrated its use in a 
remote Email reading application.  
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Abstract. Interactive tabletop has shown great potential in facilitating face-to-
face collaboration in recent years. Yet, in spite of much promising research, one 
important area that remains largely unexplored is the windowing system on  
tabletop, which can enable users to work with multiple independent or collabo-
rative applications simultaneously. As a consequence, investigation of many 
scenarios such as conferencing and planning has been rather limited. To address 
this limitation, we present uPlatform, a multi-user windowing system specifi-
cally created for interactive tabletop. It is built based on three components: 1) 
an input manager for processing concurrent multi-modal inputs; 2) a window 
manager for controlling multi-user policies; 3) a hierarchical structure for orga-
nizing multi-task windows. All three components allow to be customized 
through a simple, flexible API. Based on uPlatform, three systems, uMeeting, 
uHome and uDining are implemented, which demonstrate its efficiency in 
building multi-user windowing systems on interactive tabletop. 

Keywords: tabletop, multi-user, windowing system, window management. 

1   Introduction 

In recent years, tabletop system has shown great potential in facilitating face-to-face 
collaboration. Yet, in spite of much promising research, one important area that re-
mains largely unexplored is the windowing system on tabletop. Familiar in desktops, 
windowing system enables user to work with several programs simultaneously. It is 
also necessary for tabletops because many scenarios such as conferencing, planning, 
and exhibition require parallel interaction on multiple independent or collaborative 
applications. This requirement is being further magnified with the emergence of 
large-scale interactive tabletops [1, 2] where users may have more chance to work 
independently.  

However, there arise several challenges when replanting the windowing system 
from desktop to tabletop due to three fundamental factors of tabletop: multi-user us-
age, direct input and horizontal display. First, the co-located multi-user support of 
tabletops brings many new problems, such as authorization and conflict handling. 
These issues are inherently ignored by current windowing systems such as Microsoft 
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Windows and X Window, because they are designed for single user usage. Second, 
the direct input makes the WIMP interfaces of these most popular windowing systems 
unsuitable for tabletops since multi-touch interfaces lack the precision usually af-
forded by indirect pointing devices. Third, the horizontal display requires more re-
search to be performed to understand space management practices on tabletop. 

Little research has been performed to investigate these challenges in a systematic 
way. While a number of improvements for current windowing systems have been 
proposed by HCI researchers in order to explore space management [3], or support 
multi-point input [4, 5], very few carefully consider the issues raised in co-located 
multi-user usage, such as authorization and conflict management. On the other hand, 
nor has work been performed to help researchers investigate these challenges. Most of 
current toolkits for tabletops [2, 6, 7] only focus on full-screen, single application 
development. Researchers must spend excessive effort on developing the underlying 
plumbing before they can focus on their interested areas, such as input authorization. 

To address this limitation, we present uPlatform, a multi-user windowing system 
specifically created for interactive tabletop. Our driving goal was that this system 
would be customizable enough to facilitate the design of innovative user interfaces 
and window management policies in the context of multi-modal input, multi-task UI 
and multi-user usage, and at the same time be simple enough for average researchers 
to quickly learn and use. Therefore, uPlatform is a tool for creating new types of ta-
bletop environment rather than a new tabletop proposal. It is built based on three 
components: 1) an input manager for processing concurrent multi-modal inputs; 2) a 
window manager for controlling multi-user policies; 3) a hierarchical structure for 
organizing multi-task windows. 

This paper is organized as follows. After introducing some related work, we describe 
uPlatform by providing an overview of its architecture as well as a description of its API 
and configuration tools. We then illustrate its customizability through three sample 
systems. Finally, we conclude with a discussion on our experiences and findings. 

2   Related Work 

Many works focus on extending the functionality of current windowing systems in 
order to support groupware applications. The MIDDesktop [4] provides a desktop-like 
environment to execute several Java applets simultaneously. The Swing Applets sim-
ply execute in sub-windows within the MIDDesktop display area, and can receive 
inputs from multiple mice. MPX [5] is a modified X Window System that can ac-
commodate multiple input devices, and provides new APIs for developers to create 
collaborative applications based on these inputs. SDGToolkit [8] brings multi-mice 
support to Microsoft Windows operating system. It also considers the orientation 
issues for tabletop displays and can automatically rotate the cursor according to a 
participant’s seating angle. However, the shortcoming of these systems is that their 
paradigm is too closely tied to desktop environment and mice input, which makes 
their WIMP interfaces unsuitable for tabletops since multi-touch interfaces lack the 
precision usually afforded by these indirect pointing devices. 

There are also several tools targeting towards helping HCI researchers explore the 
novel window management policies. Ametista [9] is a mini-toolkit that supports the 
creation of new OpenGL-based desktop environments using both a low-fidelity  
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approach using placeholders, as well as a high-fidelity approach based on X app redi-
rection. Similarly, the Mettise [3] toolkit uses an image compositing approach that 
makes it possible to apply a number of visual effects and geometrical transformations 
on windows. As one of its examples, Mettise shows how it enables tabletop interface 
that features automatic window orientation. Unfortunately, both Ametista and Mettise 
do not take input customization into consider and only support single user interaction 
with traditional window applications using mouse. 

Various Toolkits [2, 6, 7] have been built specifically for the interactive tabletop. 
They all provide abstractions to support the core tabletop interaction functionality, 
allowing researchers to concentrate on their applications. For example, the Diamond-
Spin toolkit [6] implements “around the table” interaction techniques to address orien-
tation challenges in tabletop use. The T3 toolkit [2] allows multiple tabletops to be 
connected together to support mixed-presence collaboration. PyMT [7] provides a 
growing collection of reusable widgets and interaction techniques in order to acceler-
ate the development of applications on tabletops. 

Unfortunately, all these toolkits assume that the tabletop system can only display a 
single application at one time, and the API they provide is based on the notion of a 
single rectangle display with no layout information. As the result, it’s impossible to use 
these toolkits to set up scenarios such as meeting and brainstorming that need to exe-
cute multiple collaborative applications simultaneously, unless we modify the source 
code or create an ad-hoc layer that host and manage other applications. However, both 
the approaches are a hard task, one that few HCI researchers are willing to do. 

3   The uPlatform System 

We design uPlatform for several reasons: Most importantly, we were unable to find a 
tabletop environment that supports executing multiple independent or collaborative 
applications simultaneously on interactive tabletop. It is a crucial requirement for our 
current research, since we are exploring many novel scenarios such as meeting and 
planning on a large-scale tabletop of size 2m*4m. These scenarios all involve mixed-
focus collaboration [10], where individuals frequently transition between individual 
and shared tasks within a group. Therefore, we wanted a multi-user windowing sys-
tem specifically created for interactive tabletop. We also definitely wanted the system 
to be customizable enough so that HCI researchers can explore innovative user inter-
faces and window management policies in the context of multi-modal input, multi-
task UI and multi-user usage. Furthermore, as a tool for creating new types of tabletop 
environment, uPlatform should be efficient enough, allowing for rapid prototyping 
and experimentation. 

In this section, we provide an overview of the uPlatform architecture, followed by 
a discussion of the implementation, a description of the customizability of each  
component, and the development and configuration tools provided by uPlatform. 

3.1   The Architecture 

uPlatform’s architecture was designed with two main themes in mind: simplicity and 
extensibility. Figure 1 depicts a schematic of the architecture and execution of the 
main system loop. uPlatform is built based on three components: 1) an input manager 
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Fig. 1. The architecture of uPlatform 

for processing concurrent multi-modal inputs; 2) a window manager for controlling 
multi-user policies; 3) a hierarchical structure for organizing multi-task windows. 

Input Manager. The input processing is much more complicated on tabletops than 
that on desktops. Typically, multiple users provide input streams from different 
channels, including hands, styluses or physical objects. In addition, the same input 
signal can be translated in different ways. For example, different gesture libraries can 
be defined for different tasks. Therefore, it is important to separate higher level 
application logics from multimodal inputs to leave developers or researchers focusing 
on the design of interface components.  

In uPlatform, we divide the input processing procedure into three steps: 1) input 
providing step to receive and normalize input events from different input devices; 2) 
input mapping step to determine which window an input action intends to operate on; 
3) input translating step to encode raw inputs signals into primitive commands before 
they are sent to window manager for further processing. Each step can consist of one 
or several objects to do the concrete work. For example, the input providing step may 
contain TUIO provider and multi-mice provider at the same time.  

Window Manager. The main task of Window Manager is to coordinate the inputs 
from different users, and change the position and relationship of windows based on 
the inputs and context. According to this, we assign the tasks of windows 
management to three sub components: authority manager, conflict manager and 
layout manager, which deal with command authorization, conflict resolution, and 
windows layout respectively. Input commands will pass through these three managers 
in order and each manager has the ability to stop the inputs from further traversing.  

In order to obtain flexible and extensible management, the managers all work in a 
policy-based way. Formally, policy is an abstract representation of the properties and 
behaviors that define how the management is done. Each policy provides sufficient 
interfaces that can be used and extended by researchers. In uPlatform, we define three 
types of policies to deal with authority, conflict and layout issues respectively. Each 
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window can hold these three policy instances to define how its child or offspring 
windows are managed. 

Window Tree. Like most windowing systems on desktop, uPlatform uses a tree 
structure to organize all the windows into a hierarchy. Each application based on 
uPlatform consists of one or several windows. The root of this tree is a full-screen 
application, which is called Tabletop and should be designated before the underlying 
windowing system starts to run. Other applications can then be loaded and hosted 
within the root window. Each window is encapsulated into an independent thread, 
which holds its own message loop and rendering engine. Therefore, windows can 
respond concurrently to multiple users’ simultaneous input.  

Also like many GUI toolkits, each window is made up of a widget tree, which can 
be seen as a WPF control, and created visually in Microsoft Visual Studio or other 
design tools. A number of operations are supported by uPlatform to manipulate win-
dows. For example, rotate, reposition a window, maximize, restore a window or 
change the parent of a window.  

3.2   Discussion of Implementation 

We implement uPlatform based on WPF and C# programming language. WPF is 
Microsoft’s next generation graphical subsystem on Microsoft Windows platform that 
enables modern UI features such as transparency and transforms. These features, 
together with powerful IDE provided by Microsoft, give great convenience for users 
building rich, rotatable applications. Besides, WPF provides a good framework for 
reusing, customizing and extending existed components, which is crucial for an ex-
tensible development tool. 

We implement a WPF control called UObject as the root of each window. It holds 
the basic look and feel of the window, such as border and menu. To achieve multi-
layer window organization, we define a Canvas control at the top of UObject which 
can hold child windows. In addition, each UObject is located within a HostVisual that 
holds its own event dispatcher and works independently with other windows. We 
monitor each dispatcher carefully, and catch any exception thrown out of its process-
ing loop in order to guarantee the whole system running correctly. 

Since WPF’s input processing mechanism does not work in a multi-thread envi-
ronment, we implement the input manger from the ground up. All input events inherit 
from UTable.Inputs.InputEventArgs class with fields such as device ID and user ID. 
After the inputs are mapped and sent to a window with the help of input mapper and 
layout manager, uPlatform is responsible for routing the inputs from a certain leaf 
widget to the root widget so that each widget along the path has the opportunity to 
handle the inputs and stop further routing. This is similar to WPF’s input routing 
mechanism for handling inputs within a window. 

3.3   uPlatform API 

uPlatform provides a simple, flexible API for customizing the input manager, window 
manager and user interfaces discussed above. This API is packed into a development 



512 C. Wu et al. 

toolkit called uTableSDK [11], which is freely available to academic researchers. In 
this section, we describe a few of the most important classes.  

Customize Inputs. Inputs can be customized by implementing classes that inherit 
from IInputProvider, IInputMapper or IInputTranslator interface, and putting them 
into uPlatform’s input manager. These three interfaces define how a certain type of 
input is provided, mapped and translated respectively. Take IInputProvider as 
example, the only method it contains is the InputTriggered event whose type is listed 
below: 

delegate void InputEventHandler(InputEventArgs args); 

The customized input provider can raise this event with any input argument that in-
herits from InputEventArgs at any time, which will be captured by input manager, and 
sent to the input mappers. The InputEventArgs in fact has no concrete fields, and it 
depends on researchers to add data such as multi-touch position or key type. Re-
searchers can add or remove providers simply by calling the following two methods 
in UTableHelper class:  

  RegisterInputProvider(Type inputType, IInputProvider p) 
  UnregisterInputProvider(Type inputTy, IInputProvider p) 

Customize Window Management Policies. LayoutPolicy, ConflictResolvePolicy 
and AuthenticationPolicy are base classes for researchers to modify the management 
policies of window manager. They each contain several template methods that will be 
called by uPlatform when commands are passed through the corresponding managers. 
For example, LayoutPolicy provides: 

  void OnInputReceived(IObject obj, InputEventArgs args) 
  void OnObjectInserted(IObject obj) 

These two methods will be called to handle layout inputs on a certain child window or 
define how to put an incoming child window respectively. Therefore, the researchers 
have the freedom to define how the windows should be rearranged according to user 
input. 

Unlike interfaces in input manager, the policy classes can be set in each window. It 
means different windows can hold different management policies, which gives even 
more flexibility. Management policies can be changed dynamically by simply calling 
the following methods in the UObject class:  

  LayoutPolicyType = typeof(DemoLayoutPolicy); 
  LayoutPolicyParameter = null; 

Customize. User Interfaces. uPlatform allows researchers to rapidly create tabletop 
content in a way similar to implementing a WPF window: edit the widget tree in a 
WYSIWYG manner in Visual Studio. In addition, we provide a rich set of multi-
touch controls and Visual Studio templates so that the development can be further 
accelerated by simple drag-drop under Visual Studio.  
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3.4   Development and Configuration Tools 

uPlatform integrates well into Visual Studio, and provides an efficient and comfortable 
development environment to researchers. For example, researchers can simply open a 
project template in Visual Studio in order to create a new uPlatform-powered system. 

uTableSDK provides an xml file for each system to configure environment settings 
(Fig 2). Because most of our development occurs on desktops, the system by default 
is configured to use multiple mice as its input provider, and use a blank window with 
physical layout policy as the root tabletop. These settings can be changed easily when 
we want to test the application in different environments. For example, change the 
input provider to TUIO when this application is deployed on an interactive tabletop.  
 

 

Fig. 2. Customize windowing system through a config file 

4   Examples 

In this section, we will discuss three windowing systems constructed based on uPlat-
form. They demonstrate the variety of tabletop user interfaces and management poli-
cies that uPlatform can facilitate. All systems are developed within one day, which 
demonstrate the framework’s efficiency in building multi-user multi-task windowing 
systems on horizontal displays. 

 

Fig. 3. The windowing systems based on uPlatform. (a) uMeeting, (b) uHome, (c) uDining 

<UTable> 
 <!--Define the root of window tree and its management policies--> 
 <Tabletop> 
   <Class Type="UTable.Objects.UHome" Assembly="UTable.Objects"/> 
   <LayoutPolicy Type="UTable.Policies.PhysicalPolicy" Assembly="UTable.Objects"> 
      <Property Name="LinearDamping" Value="0.6"/> 
   </LayoutPolicy> 
   <ConflictPolicy Type="UTable.Policies.RankPolicy" Assembly="UTable.Objects"/> 
   <AuthorityPolicy Type="UTable.Policies.PublicPolicy" Assembly="UTable.Objects"/> 
 </Tabletop> 
 <!--Define the inputs--> 
 <Input><Providers><Provider> 

       <Class Type="UTable.Input.MultiMouseProvider" Assembly="UTable.Input"/> 
    </Provider><Providers></Input> 
</UTable> 
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4.1   uMeeting 

The first windowing system is called uMeeting (Fig.3a). It is developed for meeting 
scenario, where multiple users work individually or collaboratively on a large-scale 
interactive meeting table. This system shows the advantage of the flexible UI man-
agement using the layout policies, authority and conflict policies of uPlatform.  

We create a UObject to represent the workspace that is located directly on the ta-
bletop. The workspaces divide the tabletop into multiple sub-regions, and work as a 
working unit for each user. User-defined applications, such as document, photo and 
note can be put on the workspace, and transferred between tabletop and different 
workspaces. uMeeting implements a physical policy that is applied to the tabletop and 
workspaces with different parameters so that windows can be dragged and thrown 
with friction and inertia. Personal authority policy is applied to workspace to ensure 
that only the owner has the authority to manipulate the content of his personal space. 
The tabletop, however, is assigned public authority policy so that every user has the 
identical authority of the objects directly put on tabletop. 

4.2   uHome  

The scenarios for interactive tabletop at home, such as tea table, are quite different 
from those in a meeting room. Firstly, the display scale is smaller, and participants 
can see and interact with any part of the table; secondly, the activities on the tabletop 
usually involve collaboration of multiple users based on one or several applications; 
finally, the activities may change frequently, especially when there are some guests. 
Noticing these, we create a system, called uHome, to help manage applications on an 
interactive table at home (Fig.3b). It uses a simple two-layer structure to organize the 
user interface: the bottom is tabletop and the upper layer contains applications run-
ning on the system. A special application, called AppLauncher can be launched from 
the pie menu of the tabletop, which can be used to start other applications in this sys-
tem. uHome replants uMeeting’s public authority policy and the first-come, first-use 
conflict resolution policy to the tabletop of uHome so that everyone have the equal 
opportunity to manipulate the applications.  

4.3   uDining 

uDining is a windowing system custom made for an interactive dining table. When 
designing uDining, we focus on some specific characteristics a dining table has. For 
example, the participants sit at the four sides of the table, and involve in a single task, 
such as ordering food. Based on these observations, we apply a simplest layout policy 
to uDining: a single application is full-screen displayed on the table. All inputs are 
sent to the active application except for the special buttons at the center of the table, 
which can trigger a global menu. One main command in this menu is switching the 
active application to AppBrowser, a native application of uDining, as shown in 
Fig.3c. This application gives users a way to browser and selects all applications in-
stalled on the system. 

Since users in uDining only interact with applications, not the management system 
itself. We do not assign any authority and conflict control policy to uDining. In fact, 
we believe in these scenarios, it’s the application’s task to care about these issues. 
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5   Discussion 

The three systems described in the last section illustrate the basic capabilities and 
extensibility of uPlatform. Through our experience developing windowing systems 
for different interactive tabletops based on uPlatform, we noticed many issues related 
to policies design and replantation among different scenarios and devices. The follow-
ing are a few of them that belong to part of our current investigation. 

Although the screen scale and scenarios vary greatly for different tabletops, their 
windowing systems still share a lot of features on inputs, management policies and 
user interfaces. uPlatform takes advantage of this and greatly reduce the cost when 
implementing different windowing systems. In fact, the native input utilities we pro-
vide in uPlatform can satisfy most of the input requirements. Furthermore, since we 
can reuse the management policies and widgets in previous systems, the difficulties 
and time decrease significantly when our work go deeper. 

The extensibility also plays an important role in implementing different windowing 
systems. We have an impressive experience when we want to add a pen as an input 
device to the system. The typical way is to add a multi-touch provider to the system 
so that application can respond similarly to other touch input without changing any-
thing. However, we can also create a provider with a new input channel so that appli-
cations can respond differently. 

The policies also give a good way for extending previous work. In practice, there 
are two ways to do this. One is reusing a previous policy with different arguments. 
For example, the tabletop and workspace can both have physical property while the 
fiction on them can be different. The other way is inheriting from a policy and rewrite 
or extend its logic. This way can be more powerful with a little more effort. 

6   Conclusion 

In this paper, we have described uPlatform, a customizable multi-user windowing 
system specifically created for interactive tabletop. We have presented the general 
architecture of the system and described its API and configuration tools. We have 
presented several examples of uses that demonstrate its efficiency in building multi-
user windowing systems on interactive tabletop. 

The SDK of uPlatform is available from http://utablesdk.codeplex.com. 
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Abstract. A live musical performance gives us better impression than recorded 
music heard from a portable music player. From player’s point of view, live 
performance also gives better impression than playing music with metronome 
or recorded music. Thus, the difference exists between the live musical per-
formance and the recorded performance that doesn't change in real time. In this 
research, to clarify the difference, the cooperative performance of the drum and 
the bass was analyzed from a rhythmical aspect. The results showed that syn-
chronization error between musical rhythms, and fluctuation of musical rhythm 
became smaller in cooperated performance than in the performance with re-
corded music. 

Keywords: Music, Rhythm, Synchronization, Fluctuation, Cooperative  
Performance. 

1   Introduction 

A Portable music player such as an iPod has been widespread recently and people can 
enjoy music anytime and anyplace. Nevertheless, live musical performance still gives 
us better impression than recorded music. From player’s point of view, live perform-
ance also gives better impression than playing music with metronome or recorded 
sound. These empirical facts suggest that there is qualitative difference between re-
corded music which never changes at real-time and live musical performance. To 
clarify this difference contributes not only to develop an artificial musical playing 
agent but also to understand fundamental human communication mechanism which is 
quite complicated. In this research, from such point of view, we analyze a cooperative 
musical performance. 

A music player changes musical tempo consciously or unconsciously to give artis-
tic expression to their performance. There are some researches which deal with such 
temporal change in piano performance [1]-[3]. In those researches, the relation be-
tween fluctuation of rhythm and grouping of phrase or artistic expression has been 
discussed. Recently, not only piano performance but also drum performance has been 
analyzed. For example, Okuhira et. al. have analyzed sense of groove quantitatively 
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which possibly determine whole music expression [4]. Watanabe et. al. have analyzed 
the relation between standard deviation of drum beat and subjective metronome [5]. 

While these researches have analyzed change of musical tempo of solo perform-
ance, our research group has analyzed a musical cooperative performance. In this 
research, we analyzed the relation between musical aspect and physiological aspect of 
piano ensemble, and resulted that synchronization between musical rhythm and respi-
ratory rhythm changed depending on difficulty of performance [6]. Werner et. al. 
have also analyzed the synchronization of musical rhythm of cooperative piano per-
formance and resulted that proper sound feedback is important to synchronize musical 
rhythm [7]. In addition to these researches, there are some researches which have 
analyzed non-verbal information in cooperative performance. Katahira et. al. have 
analyzed the relation between drum performance and visual information. The results 
showed that visual information contributed to synchronize musical rhythm [8].  

Moreover, with the development of information technology, analysis of interaction 
between a human player and an artificial player has appeared. Horiuchi et. al. have 
analyzed cooperative performance of solo player and accompanist using multiple 
regression analysis. From results, they have developed the control model of musical 
performance [9]. Kobayashi et. al. have analyzed cooperative performance of two 
piano players, and resulted that time difference of sounding, and change of time dif-
ference affected tempo control. From these results, Kobayashi have developed an 
artificial ensemble system [10]. 

A Summary of these previous researches is that in researches about solo perform-
ance, fluctuation of musical rhythm has analyzed, and the relation between artistic 
expression and fluctuation has been discussed. However fluctuation of cooperative 
performance has not been discussed. On the other hand, in researches about coopera-
tive performance, synchronization of musical rhythm and its mechanism, or non-
verbal information and physiological aspect have been analyzed. However the differ-
ence between performance with recorded music and cooperative performance has 
never been discussed. 

Therefore, in this research, the difference between performance with recorded music 
and cooperative performance are analyzed form rhythmical aspect. Especially, the co-
operative performance of the drum and the bass which is very popular with jazz, rock 
and pops and needs rhythmical cooperativeness for good performance are focused. 

2   Methods 

2.1   Task and Subjects 

2 kinds of music were prepared for the experiment (Fig.1(a)-(d)). One was simple 
music, and another was complex music (BPM =120, 16 bars). For the experiment of 
simple music, 8 subjects (4 armature drummers and bassists who had 3.6 years play-
ing experience in average.) participated. Similarly, for the experiment of complex 
music, another 8 subjects (who had 3.3 years playing experience in average.)  
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participated. In both experiments, 2 bassists and 2 drummers were paired (Therefore 2 
pairs were prepared in each experiment.). In each pair, there were 4 combinations. 
Therefore 8 combinations of a drummer and a bassist were prepared in each experi-
ment. All subjects were instructed to have a practice with a score and recorded CD a 
few days before experiment. Moreover, just before experiment, subjects had a prac-
tice to accustom themselves to the environment and playing the music. Therefore, in 
this experiment, the technical difference between subjects and environmental effects 
were regarded to be negligible. 

In this experiment, 4 conditions were prepared and 5 performances were conducted 
in each condition. 

Condition 1: Performance with click sound (BPM =120) from a speaker  
(Click Condition) 

Condition 2: Performance with the music which was recorded in Click condition  
(Rec Condition) 

Condition 3: Cooperative performance without visual information which was 
realized to stand screen between players (Live1 Condition) 

Condition 4: Cooperative performance with visual information 
(Live2 Condition) 

Experiment was conducted from 1 to 4 condition. Performance order affected experi-
ment results were also regarded to be negligible because subjects had a practice 
enough before experiment. Between condition, subjects had enough rest. Therefore 
fatigue did not affect the experiment results. 

 

  
(a) Music for the Drum (Simple)               (b) Music for the Bass (Simple) 

 

    
(c) Music for the Drum (Complex)            (d) Music for the Bass (Complex) 

Fig. 1. Music for Experiment 

2.2   Experiment System 

Fig.3 shows the experiment system. Musical performance was recorded by “Cubase4” 
(Steinberg). The silent MIDI drum “DTXPROLER” (YAMAHA) and the subjects’ 
own bass were used for experiment. Performed data of the drum (MIDI data) and the 
bass (raw wave data) were captured through digital mixer “01X” (YAMAHA). In Rec 
condition, to play back recorded drum performance, “MOTIF RACK” (YAMAHA) 
and a Speaker (GX-D90, ONKYO) was used. 
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In this experiment system, latency (the time delay in each recording device) might 
occur. Therefore latency of each device was measured. As a result, under 1 msec of 
latency was observed. This result indicated that latency of this system was negligible. 

 

Fig. 2. Experiment System 

2.3   Data Analysis 

In this research, to clarify the difference between performance with recorded music 
and cooperative performance, rhythmical aspect of musical performance was ana-
lyzed. Concretely, fluctuation of periodical rhythm and synchronization error (S.E.) 
between 2 players (or between a player and click or recorded music) was analyzed. In 
addition to this analysis, subjective evaluation to musical performance was conducted 
by questionnaire.  

S.E. was calculated by the method below; at first, the sounded time (or Click sound 
in condition 1) of the drum was calculated from MIDI data. And the sounded time (or 
Click sound in condition 1) of the bass was calculated from wave data (In each sound, 
the first peak of wave form was selected as sounded time.). Next, as shown in 
Fig.3(a), absolute value of the time difference between corresponding sounded times 
was calculated as S.E..  

In this research, high hat cymbal, snare drum and bass drum were used for per-
formance. However in cooperative performance, a bassist tends to play with the sound 
of snare and bass drum. Therefore these two drums and corresponding bass sound 
were used for data analysis (In analysis of Click condition, similar analysis process 
was adopted.).  

Fluctuation of periodical rhythm was calculated by the method shown in Fig.3(b). 
The formula (2) was for calculation of standard deviation of period, and it was used 
for index of fluctuation. 

For subjective evaluation, questionnaire was conducted after experiment. Question 
items were “Easiness of performance”, “Enjoyment of performance”, “Subjective 
synchronization error”. After experiment the drummers and bassists answered these 
items by 5 grades, and next, they commented about each experiment condition freely. 
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Fig. 3(a). Calculation of synchronization error 

 

Fig. 3(b). Calculation of fluctuation of periodical rhythm 

3   Results 

3.1   Results of Simple Music 

Fig.4(a) shows mean and S.D. of fluctuation of periodical rhythm which is calculated 
from data of all 8 pairs (5 performances * 8 pairs = 40 data). In this research, at first, 
Levene’s test was conducted to analyzed data. As a result, the equality of variance 
was not confirmed. Therefore, including not only data of subsection 3.1 but also data 
of 3.2, significant difference between medians is tested by Kruskal-Wallis test.  
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The result of drum performance shows that there is no significant difference  
between conditions (X2 (3) = 1.746, n.s.). This result means that drum’s fluctuation of 
periodical rhythm is mostly same in all conditions.  

The result of bass performance shows that there is significant difference between 
conditions (X2 (3) = 51.4, p<.05). Therefore, multiple comparison (Steel-Dwass test) 
is conducted between conditions. As a result, there is significant difference between 
Click and Live1, Click and Live2, Rec and Live1, Rec and Live2 (t = 5.102, 5.881, 
4.278, 4.783, df = 78, p<.05). This result means that fluctuation of periodical rhythm 
in Live1, 2 condition is smaller than fluctuation in Click and Rec condition in which 
musical rhythm do not change interactively.  

Fig.4(b) shows mean and S.D. of S.E. which is calculated from data of all 8 pairs. 
The results of Kruskal-Wallis test is that there is significant difference between condi-
tions in drum and bass performance (X2 (3) = 55.202, 34.339, p<.05). Therefore mul-
tiple comparison is conducted between conditions. The result of drum performance is 
that there is significant difference between Click and Live1, Click and Live2, Rec and 
Live1, Rec and Live2 (t = 3.494, 3.696, 6.376, 6.554, df = 78, p<.05).  

The result of bass performance is that there is significant difference between Click 
and Rec, Click and Live1, Click and Live2, Rec and Live1, Rec and Live2 (t = -2.637, 
2.695, 3.504, 4.437, 4.749, df =78, p<.05). The value of Live2 is smallest in all condi-
tions. These results show that S.E. of cooperative performance is smaller than that of 
Click and Rec condition in which players play according to static musical tempo. 

Fig.5 shows the result of subjective evaluation. It is easy to understand that Live2 
gets the highest point. The results of Kruskal-Wallis test is that there is significant 
difference between conditions in all question items (p<.05). The result of multiple 
comparison is that in “Easiness of performance”, there is significant difference be-
tween Click and Rec, Click and Live1, Click and Live2, Rec and Live1, Rec and 
Live2 (p<.05). In “Enjoyment of performance”, there is significant difference be-
tween Click and Live1, Click and Live2, Rec and Live1, Rec and Live2 (p<.05). In 
“Subjective S.E.”, there is significant difference between Click and Rec, Click and 
Live2, Rec and Live1, Rec and Live2 ().  

These results suggest that cooperative performance give better subjective evalua-
tion, and visual information contribute to get higher value.  

 

   
(a)                                                                 (b) 

Fig. 4. Mean and S.D. of (a) fluctuation of period, (b) synchronization error 

p<.05 
p<.05 
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Fig. 5. Mean and S.D. of Subjective evaluation 

3.2  Results of Complex Music 

Fig.6(a) shows mean and S.D. of fluctuation of periodical rhythm which is calculated 
from data of all 8 pairs (5 performances * 8 pairs = 40 data). The result of drum per-
formance shows that there is significant difference between conditions (X2 (3) = 
10.786, p<.05). The result of multiple comparison is that there is significant differ-
ence between Rec and Live2 (t = 3.438, df = 78, p<.05). This result means that fluc-
tuation of periodical rhythm in Live2 condition is smaller than fluctuation in Rec 
condition in which musical rhythm does not change interactively. 

The result of bass performance shows that there is no significant difference be-
tween conditions (X2 (3) = 1.501, n.s.). This result means that bass’s fluctuation of 
periodical rhythm is mostly same in all conditions. 

Fig.6(b) shows mean and S.D. of S.E. which is calculated from data of all 8 pairs. 
The results of Kruskal-Wallis test is that there is significant difference between condi-
tions in drum and bass performance (X2 (3) = 29.493, 45.997, p<.05). Therefore mul-
tiple comparison is conducted between conditions. The result of drum performance is 
that there is significant difference between Click and Rec, Rec and Live1, Rec and 
Live2 (t = -4.378, 4.888, 3.666, df = 78, p<.05).  

The result of bass performance is that there is significant difference between Click 
and Rec, Rec and Live1, Rec and Live2 (t = -6.274, 5.494, 4.496, df =78, p<.05). 
These results shows that S.E. of cooperative performance is smaller than that of Rec 
condition in which players play according to static musical tempo. 

Fig.7 shows the result of subjective evaluation. From results, Live2 gets the highest 
point in terms of “Easiness of performance” and “Enjoyment of performance”. How-
ever in terms of “Subjective S.E.”, Live1 gets the highest point.  

The result of Kruskal-Wallis test is that there is significant difference between 
conditions in all question items (p<.05). The result of multiple comparison is that in 
“Easiness of performance”, there is significant difference between Click and Live2, 
Rec and Live1, Rec and Live2 (p<.05). In “Enjoyment of performance”, there is sig-
nificant difference between Click and Live1, Click and Live2, Rec and Live2, Live1 
and Live2 (p<.05). In “Subjective S.E.”, there is no significant difference between 
conditions.  

These results suggest that cooperative performance give better subjective evalua-
tion, and visual information contribute to get higher value in easiness and enjoyment  
 

Easiness of 
performance

Enjoyment of 
performance

Subjective 
S.E.
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(a)                                                                   (b) 

Fig. 6. Mean and S.D. of (a) fluctuation of period, (b) synchronization error 

 

Fig. 7. Mean and S.D. of Subjective evaluation 

of performance. However, playing complex music, visual information not always 
contributes to get higher value. 

3.3   Comparison between Simple and Complex Music 

The results of simple music and the results of complex music come from different 
subjects. However, for just reference, these two results are compared in this section. 

Comparing Fig.4(a) and Fig.6(a), fluctuation of complex music is bigger than that 
of simple music without bass performance in Click and Rec condition. The result of 
Mann Whitney U test between simple and complex music shows that there is signifi-
cant difference between Rec conditions, and Live1 conditions in drum performance 
(U = 489, 511, p<.05). In base performance, there is significant difference between 
Click, Rec, Live1, Live2 conditions (U = 568, 578, 525, 567, p<.05).  

Comparing Fig.4(b) and Fig.6(b), S.E. of complex music is bigger than that of 
simple music without drum performance in Click condition. The result of Mann 
Whitney U test between simple and complex music shows that there is significant 
difference between Click, Live1, Live2 conditions in drum performance (U = 582, 
448, 438, p<.05). In base performance, there is significant difference between Rec, 
Live1, Live2 conditions (U = 199, 448, 438, p<.05). 

Easiness of 
performance

Enjoyment of 
performance

Subjective 
S.E.

p<.05 
p<.05 p<.05 
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4   Discussion 

In this research, to clarify the difference between performance with recorded music 
and cooperative performance, the cooperative performance of the drum and the bass 
were analyzed form rhythmical aspect. The summary of results is below; 

• In most case, fluctuation of periodical rhythm in Live condition is smaller than 
fluctuation in Click or Rec condition. 

• S.E. of Live condition is smaller than that of other conditions. 
• Live condition get highest point in subjective evaluation. 
• In most case, fluctuation of periodical rhythm in simple music is smaller than 

fluctuation in complex music. 
• In most case, S.E. of simple music is smaller than that of complex music. 

The results of S.E. show that two players most synchronize in cooperative perform-
ance. If just synchronizing mutual sounds, it is assumed that to synchronize a sound to 
repetitive click sounds is easiest than other conditions. However cooperative perform-
ance whose musical tempo may change gives best results. The reason why S.E. of 
cooperative performance get good result is that human cannot keep perfect constant 
rhythm, and as a result fluctuation should be appeared. In cooperative performance, 
both players predict mutually musical tempo listening partner’s fluctuated perform-
ance. In this situation, if prediction of players matches, their musical tempo will more 
synchronize than in playing with repetitive click. In playing with recorded music, 
mutual prediction never happens, and recorded music has bigger fixed fluctuation 
than click. As a result, less synchronization is observed. 

The results of fluctuation show that cooperative performance which do not have a 
pace maker give better result than performance with Click. This result is very interest-
ing. This kind of results demands the control mechanism which realizes interaction 
between players, and at the same time, realizes stability of musical tempo. One possi-
ble mechanism is entrainment of nonlinear oscillators. However it cannot explain the 
result of Click condition which is enforcement entrainment and should give best result 
in S.E. and fluctuation. In future, it is necessary to develop a dynamical system which 
explains this phenomenon for modeling. 

In the result of subjective evaluation, Live2 condition gets highest point in terms of 
“Easiness of performance”, “Enjoyment of performance”. However, in terms of “Sub-
jective S.E.”, Live1 gets highest point. These results correspond to the results of S.E., 
and means that in complex music, visual information do not contribute synchroniza-
tion error. Moreover these results mean that in Live2 condition, players enjoy their 
performance, although synchronization error become bigger. The reason of this result 
is that in Live2 condition, visual information might enhance tension or sense of coex-
istence. As a result, it affected subjective evaluation of performance.  

The result of this research shows that synchronization and fluctuation of coopera-
tive performance is smaller than that of performance with fixed tempo, and at the 
same time cooperative performance gives better impression than performance with 
fixed tempo. Described above, it depends on success of mutual prediction of players. 
To predict timing of sounding is realized by referring past information about perform-
ance. This referring ability is for not only musical performance but also general  
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human activity. For example, in conversation, human predict subsequent utterance by 
past utterances and speak. In future, we would like to analyze the relation between 
general communication and musical performance. 

5   Conclusion 

In this research, to clarify the difference between performance with recorded music 
and cooperative performance, the cooperative performance of the drum and the bass 
are analyzed form rhythmical aspect. As a result, (a) in most case, fluctuation of peri-
odical rhythm in cooperative performance is smaller than fluctuation in performance 
with recorded music, (b) S.E. of cooperative performance is smaller than that of per-
formance with recorded music, (c) cooperative performance get highest point in sub-
jective evaluation. 

In future works, experiment with the music composed of simple and difficult music 
or including adlib part will be conducted. Moreover, with the results of experiment, 
model of cooperative performance will be developed. 
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Abstract. Most of the state-of-the-art speech recognition systems use Hidden 
Markov Models as an acoustic model, since there is a powerful Expectation-
Maximization algorithm for its training. One of the important components of 
the continuous HMM we focus on is an emission probability which can be ap-
proximated by the weighted sum of Gaussians.  Although, EM is a very fast it-
erative algorithm it can only guarantee a convergence to a local result. There-
fore, the initialization process determines the final result. We suggested here 
two modifications of genetic algorithms for the initialization of EM. They are 
compared to the results of the EM with the same number of local multi-starts. 

Keywords: Hidden Markov Model, Gaussian Mixture Model, Expectation-
Maximization. 

1   Introduction 

The Hidden Markov Models (HMM) are commonly exploited in most speech recogni-
tion systems [1] because of their efficiency and the existence of a powerful algorithm 
for their learning - the Baum-Welch algorithm [2]. It is a kind of the Expectation-
Maximization (EM) algorithm specially designed for HMM parameters estimation. 

Acoustic features extracted from an audio signal (observations in terms of HMM) 
have naturally a continuous distribution. The use of vector codebooks simplifies the 
problem of HMM training by transforming the continuous space into vectors from a 
codebook. However, such conversion decreases the quality of an acoustic model and 
consequently the performance of the whole speech recognition system. The use of 
continuous HMMs is therefore strongly preferable in spite of their complexity. 

One of the important HMM components we are going to focus on is an emission 
probability density for each state (normally, one part of a phoneme).  According to the 
central limit theorem [3] whenever the observation is the sum of a large number of 
random mutually independent events having the same distribution with its own mean 
and variance it tends to be normally distributed. All the random variables should have 
approximately equal distribution scale. This implies that there should not be any 
dominating random variables between them. Unfortunately, this is not mostly the case 
when the data are coming from different sources. Therefore, for better approximation 
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of the multivariate acoustic feature density distribution it is common practice to use a 
weighted sum of Gaussians (GMM) instead. 

EM is a very fast iterative algorithm commonly used for GMM parameters 
(weights, means and covariance matrices) estimation [4]. However, it can only guar-
antee a convergence to a local result [5] - local maximum of the log-likelihood.  The 
EM algorithm (as any other local optimization algorithms) strongly depends on the 
starting procedure. Any unsuccessfully initialized local optimization algorithm gets 
stuck in a sub-optimal solution, which may be significantly worse than the existing 
best (global) one. 

Quite a standard approach to get a better modeling result is the multi-start from dif-
ferent initial points in the search space. The use of the stochasticity is the only known 
acceptable way to find the global (or at least better than one of the local solutions) 
extremum (we do not take into account the examination of the whole search space 
with a certain small step, because it needs an extremely huge computational power for 
a multi-dimensional space). 

There is a variety of stochastic algorithms for global optimization. However, all of 
them find the best solution in a local extremum area not faster and not more precisely 
than the most local search algorithms (gradient or direct search-for-optimum methods). 

Since EM is a very powerful and fast local optimization algorithm for HMM pa-
rameters estimation it is worthy to use it in a combination with a global stochastic 
algorithm for its initialization. 

In this paper we therefore describe a hybrid approach for the GMM training based 
on a global optimization genetic algorithm, which generates a new population of start-
ing points for the local EM. 

The paper is organized as follows. Sections 2 and 3 outline the use of the EM  
algorithm for GMM parameters estimation. Section 4 explains the standard genetic 
algorithm and Section 5 describes its implementation for EM algorithm initialization. 
Section 6 presents the results. Finally, the conclusions are made in Section 7. 

2   The EM Algorithm for GMM Parameters Estimation 

The common idea of the EM local optimization method [4] can be described in the 
following way. At first, the starting point for the algorithm is chosen randomly or 
according to some a priori information. Then, the iterative process is performed (the 
recursive formulas are specially designed for different tasks). At each iteration it finds 
a new function which is a lower bound for an objective function anywhere in the 
neighborhood of the current point and the value of this function is equal to the value 
of the objective function in the same current point. For the EM algorithm there is a 
convergence guarantee to a local solution or at least that it doesn't go downhill. The 
success of the EM algorithm depends on the objective function. Sometimes it is very 
hard to find such a lower bound function, but for the density estimation problem there 
is a good practical solution, which makes the idea of EM work very well [6].  More-
over, one of the important properties of the EM algorithm for density parameter  
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estimation is that it guarantees, in contrast to many other optimization algorithms, an 
increase of the likelihood function at each iteration, but only until a local maximum is 
reached. 

GMM is a probabilistic model for density estimation using the Gaussian mixture 
distribution: 
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N  is the training set size, 
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The above formulas perform expectation and maximization steps of EM at the same 
time. The results from the previous iteration become guess parameters for the next 
iteration. The algorithm repeats these steps until a stop condition is satisfied. 

3   Initialization of the EM Algorithm 

Quite a trivial approach for the initialization of parameters gΘ  is a generation of the 
uniformly distributed random samples in the range of the available data. However, it 
often leads to the underflow problem (the logarithm is calculated for a number close 
to 0) or simply does not find a good result.  

Therefore, we used another initialization method.  We will further refer to this 
method as a “local initialization”. 

The guess values for all the weights are equal to: 
M

g
k

1=α , where 1, ,k M= … , 

M is the number of mixture components. 
M initial mean vectors are randomly chosen without repeating and modification 

from the available data set for all the Gaussian elements in the mixture.  Suppose that 
we have an observation sequence 
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where d  is the number of dimensions of the mixture model and N  is the number of 
generated data from each dimension, the mean vectors are chosen by generating a set 

of random values [ ]NrrrR kM ,1},,,{ 1 ∈= … : 

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

drrr

drrr

drrr

g

MMM
xxx

xxx

xxx

"
#%##

"
"

21

21

21

222

111

μ .                    (8). 

All covariance matrices are the same diagonal with non-zero elements obtained by 
estimation of the variances from the data separately for each dimension: 
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where Ni …,1= . This covariance matrix is used as an initial parameter for all the 

Gaussian elements in the mixture model. 

4   Genetic Algorithm  

A genetic algorithm [7] is aimed to mimic the evolution of the nature. We assume that 
the parameters of the problem can be encoded into chromosomes. Each chromosome 
represents one individual which adapts and evolves in a given environment. Stronger 
and better individuals tend to survive and reproduce the next generation. With the 
help of crossover and mutation in the reproduction process, chromosomes of the off-
spring inherit partially the properties of both parents and get new properties. The 
nature-like process will then select a better offspring for the next generation. This 
makes the species better and better over time. 

In order to utilize the genetic algorithm, the encoding scheme of the chromosomes 
must be chosen. The classical encoding method is to encode them into a binary string. 
Each parameter is converted to a binary form and placed into a specific position in the 
long chromosome. Fig. 1 shows an example of two chromosomes that are encoded 

into a binary string, where ip , ni …,1=  are parameters of the problem. All of them 

are encoded with a 4-bit binary code. 

 

Fig. 1. Chromosome Encoding in binary 

Advantages of this method are its simplicity and traceability. Gray code can also be 
applied to this type of encoding which makes Hamming distance between each value 
constant.  One of the drawbacks of the binary encoding is the encoding time.  All 
parameters must be converted from real values to binary, processed in the evolution 
and converted back to real values again to be evaluated for the fitness. This conver-
sion takes time and slows down the algorithm when used with very long chromo-
somes. 

The second drawback is the resolution of real values when converted back from 
binary. As a binary number is discrete, it cannot represent the precision of a floating 
point in real values. Hence, the number of bits needs to be considered. With an  
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increasing number of bits, the accuracy increases as well. However, the speed men-
tioned previously and the memory consumption must be taken into account as most 
compilers allocate the same amount of memory for one bit and one character. 

Another method is to use real values directly as parameters of the algorithm (see 
Fig. 2). This method draws considerable interest since there is no base conversion, 
therefore the speed is improved. However [8] states that a real-value genetic algo-
rithm may not always give good results depending on the application.  

 

Fig. 2. Chromosome Encoding in real values 

In this experiment, we use a binary encoding scheme for the parameters of each 
Gaussian element which are weights (α), means (µ) and covariance matrices (∑). 
These three parameters are converted to binary and concatenated to form a binary 
string as shown in Fig. 3. 

kα  kdkk μμμ ,,, 21 …  
ddkkk σσσ ,,,

1211
…  

Fig. 3. Encoded parameters of one Gaussian element 

Binary strings from all the Gaussians are again concatenated into a long chromo-
some of the Gaussian Mixture Model that will be used in the evolution process of the 
genetic algorithm. 

 
Gaussian 1. Gaussian 2. …  Gaussian M. 

Fig. 4. Encoded chromosome containing all elements of a Gaussian Mixture Model 

During the evolution process chromosomes have to pass through three steps which 
are selection, crossover and mutation. The selection process chooses a number of 
chromosomes in the current generation to produce offspring. The selection criterion is 
primarily based on the fitness of each chromosome. Fitter individuals are more likely 
to be chosen for reproduction. 

Crossover or recombination is a very important process that allows the chromo-
somes of the new offspring to have some parts of both parents. This is based on the 
assumption that chromosomes of the parents may contain both good and bad parts. If 
chromosomes of the new offspring can take some good parts from the first parent and 
some good parts from the second parent, they tend to become better. Crossover is a 
probabilistic method that may result in a worse chromosome than those of the parents. 
The fitness function handles it by biasing good chromosomes so that they are more 
likely to be selected for the next generation. 
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Mutation improves the genetic algorithm by altering some parts of the chromo-
somes that prevents the algorithm from getting stuck in a local extremum. The muta-
tion rate should be properly determined (automatically or through experiments) since 
too small value may lead to the early local convergence and too large value turns the 
algorithm into a pure random search. Mutation causes a flip of each bit of the chro-
mosome from zero to one and vice versa with probability equal to the mutation rate. 

5   EM Multi-Start by Means of a Genetic Algorithm 

The standard genetic algorithm is a global stochastic search which looks for the best 
solution in the whole search space. However, for high-dimensional tasks where the 
search space is extremely large it may fail to converge to the global solution in a lim-
ited time frame. This is called a genetic drift problem [9] and caused by the accumula-
tion of stochastic errors due to a finite population. The problem occurs when the best 
solution lies in the vicinity of the found solutions but the genetic algorithm misses or 
fails to pick up this point. 

Since the EM algorithm is very fast and powerful but is only able to find a local 
extremum in the area of the starting point, we decided to use a genetic algorithm for 
the initialization as it tends to find the global solution due to its stochastic evolution-
ary nature. The hybrid EM and GA method is described as follows: 

 
Algorithm 
 Initialize (Population); 
 Evaluate_EM (Population); 
 While (Generation no. < Max Number) 
  Selection; 
  Crossover; 
  Mutation; 
  Reinsertion; 
  Evaluate_EM (New population); 
 End while; 
End 

 
The first generation of GA is initialized by the method described in Section 3. Each 

individual (see Fig. 3 and 4) is decoded and used as an initial parameter for the Gaus-
sian mixture model. The EM algorithm iterates until convergence to a local maximum 
and the found likelihood is assigned to the chromosome’s fitness value. GA then 
performs its normal operations by creating a new generation taking into account the 
fitness value of each individual. These steps are continued until the maximum number 
of generations is reached. 

6   Experiment Results 

The data for the experiments (observations) were generated from a given Gaussian 
mixture model. These parameters were not known to the optimization algorithms and 
were used only at the generation step. The task was to estimate the parameters of 
GMM, given the data set. 
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The algorithms investigated in this work were multi-start EM with local initializa-
tion (see Section 3) and two hybrid Genetic Algorithms in combination with EM: 
randomly initialized GA and locally initialized one. 

As the following step, the multi-start EM algorithm was performed. The starting 
point was determined by the local initialization. The algorithm iterated until a conver-
gence to a local maximum of the likelihood was reached. Then, the best result was 
saved and a new initial model was again initialized locally, independently from the 
previous initialization and results. Finally, the best model with the highest likelihood 
among these multi-starts was accepted as the solution. The randomly initialized GA 
created the first generation randomly in the search space, regardless of the available 
data. Each individual (initial parameters of GMM) was passed to the EM algorithm. It 
then performed a standard procedure to find a local maximum of this model. The 
resulted likelihood was assigned to the individual as the fitness value. The next gen-
eration was a product of selection of the parent individuals, their crossover and muta-
tion. The best individual in the last generation was then chosen as the best found 
model (taking into account elitism property). 

Locally initialized GA performed the evaluation process with the help of EM in a 
similar way as random initialized GA did. The only difference was the initialization 
of the first GA generation. Individuals were chosen from the data by the local initiali-
zation method (the same with the EM Multi-Start initialization). 

All three algorithms were set to run 1000 times of EM restarts. That is, for the 
standard EM multi-start, 1000 restarts were performed. For genetic modifications, 
where each individual was equal to one EM restart, the total number of individuals 
(number of individuals per generation × number of generations) had to be 1000. Fur-
thermore, since the initialization process in EM and GA operations were all stochas-
tic, the final results were averaged by 100 same experiments. 

Fig. 5 shows the simulation results for a case, when the real number of components 
in the mixture was known or correctly determined (by clustering or as a priori infor-
mation) and equal to 6. The dimension of the task was chosen to be 39 similarly to the 
dimension of SR task. The audio features extracted from a speech signal are usually 
the energy and 12 Mel-frequency cepstrum coefficients [10], their first and second 
order derivatives, i.e. 39-dimensional feature vectors. 

As can be seen, the locally initialized GA performed better than randomly initial-
ized one (for both cases: 20 and 50 individuals per generation). Locally initialized GA 
gave a better result (smaller value of the negative log-likelihood) than the standard 
EM multi-start after 200-250 restarts (the total number of individuals). 

Fig. 6 shows the simulation results for a case, when the real number of components 
in the mixture was not known. The data was generated from GMM, consisting of 6 
components and modeled by a mixture with 4 components. This is quite a standard 
situation for speech recognition tools (and not only) that the number of Gaussians in 
the model differs from the real data distribution (because of a lack of knowledge). It 
can be seen that both GA modifications performed significantly better than EM multi-
start from the very beginning. 
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Fig. 5. EM Multi-start vs. Hybrid GA: 6 Mixture Components modeled by 6 Components 

 

Fig. 6. EM Multi-start vs. Hybrid GA: 6 Mixture Components modeled by 4 Components 

In these two simulations, a small mutation rate 0.005 (for each bit) was used which 
gave better results than higher mutation rates, 0.01 and 0.05. 

Other types of selection and crossover were also investigated and the best methods 
were stochastic universal sampling and double-point crossover. However, they did not 
have significant influence on the likelihood value compared to the mutation rate.  

The number of individuals also influenced the result. In most cases 20 individuals 
per generation (50 generations) led to a better result than 50 individuals (20 genera-
tions). A larger number of individuals in one population increases the chances of the 
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algorithm to get closer to the global minimum at the initialization step. However, at 
the same time it reduces the number of GA iterations for processing these starting 
points. Hence, the achieved result means that the GA operators outperform the pure 
EM algorithm restart from randomly chosen points. 

7   Conclusion 

The employment of the genetic algorithms for the initialization of the Expectation-
Maximization algorithm mostly (and significantly) increases the likelihood of the data 
being generated by the found Gaussian Mixture Model.  It is shown that the local 
initialization allows us to avoid the underflow problem and leads usually to a better 
result.  

However, the use of genetic algorithms is worth only if there is an opportunity 
(computational power and time) to restart EM algorithm for a certain number of 
times. It does not bring us any significant effect when only few generations of GA can 
be performed. 
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Abstract. The paper presents a system for human action recognition using 
contour based shape representation. With the rapid progress of computing and 
communication technology smart user computer interfaces are becoming most 
widespread. A major goal is to go further than traditional human computer 
interaction (like mouse or keyboard) and to find more natural means of 
interaction with computers, including the application of computer games and 
surveillance. The objective of this work is to achieve representation eigenspace 
for modeling and classifying actions performed by individuals. Eigenspace is 
the subspace for each type of action. A representation eigenspace approach 
based on the Principal Component Analysis (PCA) algorithm is used to train the 
classifier. Behaviors are classified with respect to a predefined set of learning 
actions. The key points of this approach include the mode silhouettes are 
extracted from video, the kind of shape descriptor used, the development of the 
new eigenspace and the kind of classification used. Performance of the system 
is expressed in terms of percentage of right or wrong classifications. 

Keywords: Human Activity Recognition, Fourier Descriptor, Principal 
Component Analysis. 

1   Introduction 

Human activity recognition has recently gained growing interest from the computer 
vision research community. Previous work on human action recognition can be 
classified in two main categories: Motion –based analysis and shape- based analysis. 
Motion – based approaches extract human movement character information to 
represent human activity such as movement direction, body parts position, velocity, 
optical flow, etc. Shape-based approaches use geometric information such as 
silhouette, contour and deformed shape to represent human activity. In this paper, we 
propose to use the shape – based approach. The key points of these applications are: 
how the silhouettes are extracted and what kind of shape descriptor is used. 
Silhouettes and edges are used the most because they can be easily extracted and are 
to some extent, lighting invariant. Active contours are often used in computer vision 
and image analysis to detect and locate objects, and to describe their shapes. The 
general disadvantages of these models are that the active contour may leak out of the 
ideal contour when the edges are weak and in many cases its extraction is very 
difficult. 
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Since the active contour model is edge-based, the dynamic active contour captures 
the sharp edge of the shadow. Other algorithms for contours extraction are based on 
various techniques [1]. For the contours presentation different shape descriptors have 
been developed. Many authors proposed to use Fourier descriptor (FD) for shape 
analysis, and shape coding.  The main advantages of their use are that FD not only 
overcomes the weak discrimination ability of the moment descriptors and the global 
descriptors, but that FD also overcomes the noise sensitivity [2]. In this work, the FD 
was applied on the human body silhouettes represented by their main contours. 

The advantages of FDs are that they achieve both good representation and 
normalization, they are compact, can be calculated efficiently, they are invariant in 
terms of position, rotation and scale and are to some extent insensitive to local noise.  

1.1   Overview of the Proposed System 

In this study we developed an automatic human action recognition system based upon 
spatiotemporal silhouette analysis measured during different activities. Intuitively, 
recognition of human action from video depends on how the silhouette shape of on 
individual changes over time in an image sequence.  We may consider   human action 
recognition to be composed of a sequence of static body poses and expect that some 
distinguishable signatures related to these static body poses can be extracted and used 
for action recognition.  Many researchers proposed to use similar ideas for face 
recognition or gait recognition using silhouette representation and eigenspace 
transformation using PCA [3]. The overview of the proposed system is shown in    
Fig. 1. 

The proposed approach includes first, the extraction of curve-based shape 
descriptors, such as Fourier descriptors. Second, for each monitor activity, a PCA is 
implemented for dimensionality reduction and incremental classifier training and third 
the matching and classification. The system learned to classify five different actions 
performed by a single subject and recorded as an image sequence.  

1.2   Purpose and Contribution of the Paper  

The main purpose and contributions of the current paper are summarized as follows: 
We attempt to develop an effective system for human actions recognition using 
silhouette signature representation. We apply the PCA method like [3] to reduce the 
dimensionality of the input feature space  

The body contours extraction is performed using two consecutive filters: the first - 
for the adaptive texture suppression, and the second – for the contours extraction. 
Compared with most contour extracting algorithms our approach gives a complete 
silhouette representation. We have reduced search space first time implementing body 
contour signature representation and second time implementing PCA. 

The paper is arranged as follows: in Section 2 is explained the method used for the 
contours extraction, in Section 3 is presented the action recognition module , in 
Section 4 are given some experimental results, and Section 5 is the Conclusion.  
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Video Stream

Background Subtraction

Contour Extraction

Computation of Fourier 
Descriptors

Activity Recognition 

Projection into Eigenspace

 

Fig. 1. Illustration of Processing stages of our approach 

2   Body Contour Signatures Representation 

2.1   Body Contour Extraction 

Human tracking and body contour segmentation are basic and important steps in our 
system. The action recognition final result depends greatly on the quality of contour 
segmentation.  

We have proposed human body movements tracking system using video imagery. 
The system contains the following sub modules: person detection, subject tracking 
and silhouette extraction [4]. 

 In the first step, each frame of the video sequence is processed to extract the 
Region of Interest (ROI) from the background. For each frame of the flow we 
compute a set of scalars that characterizes the shape of the flow in that frame. We use 
all the points in the flow and analyze their spatial distribution. The shape of motion is 
the distribution of flow, characterized by several sets of measures of the flow. For 
example, we compute the following scalars: x and y coordinates of the centroid of 
moving region, aspect ratio of moving region. The extracted ROI is then filtered to 
evaluate a vector of feature maps which is used to represent the spatial distribution of 
features in the frame.  The detected blobs are refined to produce a human silhouette.  

 The extraction of the main contours in the image is based on image segmentation. 
The aim is to define the parts, whose brightness is lower and higher than that of the 
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already equalized image brightness. For result of the processing described above, the 
histogram has only one maximum, which corresponds to the equalized object 
brightness and the detection of other maximums, which to indicate other significant 
parts or objects, is not possible. For this reason, the image segmentation is based on 
the so-called “triangle” algorithm [5], modified for this application. The modification 
concerns the faster detection of the segmentation thresholds values .The proposed 
contour segmentation algorithm is presented in [1]. A comparison with other 
algorithms for contour segmentation demonstrates that the continuous structure of the 
contours extracted with the new method, allows for the representation of a much 
higher numbers of details. 

 

   

Fig. 2. Examples of video sequences and extracted contours from database 

2.2   Fourier Descriptors and Contour Signatures 

Many authors propose to use curve-based shape descriptors such as the Fourier 
descriptor, (FD) for the contours representation. The FD advantages are that they 
achieve both good representation and normalization; they are compact, can be 
calculated efficiently; they are position, rotation and scale invariant and are to some 
extent insensitive to local noise. FDs inherently capture perceptual shape 
characteristics and their lower frequencies correspond to the average shape, while 
higher frequencies describe shape details. FDs can be compared with a Euclidian 
distance. The main idea of Fourier descriptors is to describe a silhouette by fixed 
number of sample boundary points (x0, y0, …, xk, yk).  The points are sampled using 
equidistance sampling, transformed into complex coordinates and are further 
transformed to the frequency domain using a Discrete Fourier Transform (DFT). The 
results of this transformation are called the Fourier coefficients, denoted by (f0, 
f1,…,fk-1).  Since f0 is always zero and f1 is always one, we have k-2 unique 
coefficients. The DC component f1 only indicates the shape position. The FDs are 
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given by FD = (|f2|/|f1|, |f3|/|f1|, ..., |fk-1|/|f1|). This descriptor is a shape signature and 
can be used as a basis for similarity evaluation and shape body retrieval.  

Fourier Descriptors of boundaries are the complex coefficients of the discrete 
Fourier transform (DFT) with the coordinate pair on the boundary point, which was 
chosen to show the images silhouettes. An effective way to capture the gross essence 
of the boundary is by choosing different number of Fourier Descriptor coefficients. 
And thus we can use that as the basis for differentiating between distinct shapes.  

We have plotted the magnitude of the Fourier Descriptor for several human 
silhouettes, we found out that of all the FD’s of silhouettes only few terms have 
higher magnitude and give the global form of the silhouette.  So we have fixed the 
number of FD’s for all the images in our dataset.  We only used 60 descriptors to 
characterize the human silhouette. Fig. 3 shows an example of human silhouette 
representation using all the Fourier Descriptor terms and using 60 FD terms. 

 

                                                                          

Fig. 3. Human Silhouette Representation. (a) Is the silhouette representation using all the 
Fourier Descriptor terms (i.e. 200 terms for the given example) and (b) is the silhouette 
reconstruction using 60 terms. 

The correspondent contour signature in each frame is grouped with the previous 
computed signature to generate an image that is related to the action performed. The 
dimension of the image depends on the temporal duration of the action. Assuming the 
temporal duration of the action is in L. Then the resulting contour signature images 
will be of size L x M. The contour image is given by  
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The row {Fk,1, Fk,2, …Fk,M} is the Fourier descriptor of the contour signature in kth 
frame. Matrix Ck is called feature image related to one activity  
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3   Action Recognition 

The main goal of action recognition module is to classify actions into one of several 
categories. As the input for this module we use the feature image representation 
calculated throughout the action duration.  We compare the query feature image with 
reference feature images of different learned actions and look for the best match. 
There are several issues to consider using this approach. First action duration is not 
fixed for different actions. Second we need to transform high-dimensional feature 
space to low-dimensional eigenspace.  We propose to use Principle Component and 
represent an action by s single point in eigenspace. The advantages of doing PCA is: 
reducing search complexity and increasing robustness  

The projection into eigenspace is computed as  
 

                                 

........21,
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
== ij

T
ijij

k
T

ji ij
yyyCY φ

                         

(2)

 
 

Each ij
kY  is an m-dimensional column vector which represents a point in eigenspace. 

ij
kY  is a manifold representing a simple action?  

The recognition step is performed by comparing the manifold of new test action to 
the train reference manifolds. Usually motion sequences have different lengths 
(number of frames) and ideal distance metric should be able to handle such changes.  
To compare the distance between two manifolds we are using the distance measure 
variant of the Hausdorff metric. Our distance measure can handle changes in duration 
and is invariant to temporal shifts. 

Given two manifolds from two activity  [ ]......... 21 naaaA =  
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To ensure similarity,   we use the following distance measure   presented in [7].  
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We adapt the Nearest Neighbor classifier (NN) for final activity classification. Let T 
represent a test sequence and Ri represent the reference sequence of class I, we may 
classify this test sequence into class I that can minimize the similarity distance 
between the test sequence and the reference sequence  
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Where D is similarity measure describe in (4)  
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4   Experiments 

We use the action database [6] to classify five types of activity: walking, running, 
jump, one-hand wave, two-hand wave.  At first, we extract sequences from the 
original videos performed by 9 different people. And then we use the FD described in 
Section 3 to describe the contour image of the human body in each frame. The 
number of Fourier Descriptor terms used for all the frames was fixed which give the 
global form of silhouette (i.e. 60 terms in our case).  We use the methods described in 
Section 5 to perform activity recognition. The sequences were divided into training 
set (2-4 persons) and a test set (7-5) for different experiments. The results of the 
classification are shown as a confusion matrix in Table 1 when 2 persons were used 
for training set and remaining 7 persons were used for test set. The table displays the 
number of sequences classified correctly in the diagonal. The average recognition rate 
obtained for all the three experiments was around 86%.  

Table 1. Confusion Matrix for the experiment 
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Walk 6 1    

Run 3 4    

Jump   7   

One-Hand Wave    5 2 

Two-Hands Wave    1 6 

5   Conclusions 

Automatically recovering human actions from images is useful but challenging 
problem due to the multiple parameter variations (changing illumination, shadows, 
etc.). In this paper, we present a framework for action recognition using Fourier 
descriptors and eigenspace representation. The contour extraction of moving human 
subjects is performed using adaptive contours extraction. Then, Fourier descriptors 
with a fixed number of sample points are used to describe the extracted contour 
silhouettes and finally similarity distances are measured. Experiments with varying 
number of sampled points are performed on test data, containing random positions 
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and body movements. Performance of the system is expressed in terms of percentage 
of right or wrong classification.  
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Dynamic Queries with Relevance Feedback for Content 
Based Image Retrieval 
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Abstract. A novel relevance feedback scheme utilizing dynamic queries for 
content based image retrieval systems is proposed, where the retrieval results 
are updated instantly based on the user’s feedback. The user is expected to label 
at least one image as positive or negative, revealing the gist of the expected re-
trieval results. Then the retrieval results are updated dynamically, without any 
further user interaction, based on the similarity of the query and the selected 
image in different feature spaces increasing the semantic accuracy of the re-
trieval. The proposed method not only invalidates the drawbacks of current 
relevance feedback systems in terms of user experience, but also provides an 
innovative stand point for the relevance feedback scheme as well. 

Keywords: dynamic queries, relevance feedback, content based image  
retrieval. 

1   Introduction 

Developments in multimedia technology in the past century altered the media world 
from analog to digital, resulting in not only putting every individual into a content  
creator position, but also transferring all the media already at hand into digital  for-
mat, which significantly  increases the amount of  digital media  available.  Visual, 
aural and textual information can now be created, stored and modified digitally via 
everyday devices or software such as cameras, audio players, text editors, implying 
every single user may have a vast amount of such media. Moreover, improvements in 
network technology, especially in Internet, give rise to distribution of this content 
over an indefinitely large population, yet bringing forth the problem of management 
of this information for efficient accessibility. The very first approaches on multimedia 
indexing utilize text-based annotations, analogous to library catalogues, where a text 
based description is linked to every database element. However the reliability of such 
methods is entirely annotator dependent and furthermore, they require vast amount of 
work especially with increasing database sizes. Such drawbacks are also encountered 
for any kind of manual indexing method which is why automatic indexing is essential. 
Automatic schemes intend to overcome any subjectivity and represent the content 
effectively, defining the scope of Content Based Multimedia Retrieval (CBMR). 

                                                           
* These authors contributed equally to this work. 
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Without any loss of generalization, in this paper we reduce our focus to Content 
Based Image Retrieval (CBIR) which deals with visual features only. Various visual 
features, such as color, texture and shape, are utilized in CBIR systems in order to 
describe the content of an image (or any visual media); however their retrieval per-
formance is usually limited especially on large databases due to the lack of discrimi-
nation power of such features. Moreover, a more evident reason is while such features 
strive to extract an objective description of the content, the content is undoubtedly 
subjective and there is the so called semantic gap between the description of the con-
tent and its semantic interpretation at the user side. Therefore, incorporation of user 
subjectivity and experience is of decisive importance in order to achieve competent 
retrieval results.  

Relevance feedback is found to be one of the most powerful methods for improving 
image retrieval performance and bridging the semantic gap [1]. The word relevance in 
this context is described as “the ability of a retrieval system to retrieve material that 
satisfies the needs of the user”. Relevance feedback methods predict and learn user’s 
preference to improve retrieval results. They interact with user during the query in 
order to get the user’s subjective perception for improving the query results via provid-
ing the opportunity for evaluating them. It iteratively improves the accuracy of the 
retrieval by modifying the query, based on the user's feedback. The iterated relevance 
feedback may guarantee improved retrieval results. However, while being such a sup-
portive and practical tool, most of the relevance feedback methods suffer from user 
experience side due to its iterative nature. Users are expected to update their queries 
after each feedback in order the system to learn their behavior and choices. Thus, it is 
obvious that current CBIR systems are lacking the adjustment to average users’ needs, 
i.e. they cannot synchronize to the way an average user searches, even though the tech-
nology is available. Zhang accurately stated the same issue in [2] as “the user interface 
design should adapt to users’ behavior, not shape users’ behavior”. Yet, CBIR society 
mainly focused on the background technology instead of how to utilize that technology 
using an appropriate design in order to reach the average user.  

The rest of the paper is organized as follows. Section 2 provides an overview of the 
related work in this area. In section 3, the proposed method is explained in detail and 
experimental results are given in section 4. Section 5 concludes the paper and  
suggests possible future work. 

2   Related Work 

There are various proposed relevance feedback methods in the literature. Most of 
them treat each iteration as a separate query, i.e. by combining the initial query and 
the feedback from the user they form a new query and present the reconstructed re-
sults [1]. Various feature re-weighting and query re-formulating methods in order to 
form the new query are introduced in the literature [3], [4]. For example Djordjevic 
and Izquierdo in [5], used variance in order to describe discrimination power of the 
feature. Main drawback of such approaches is the necessity of large amount labeled 
data and several iterations for improving the semantic accuracy. More recent  
approaches involve neural networks and machine learning approaches [6], [7], in 
order to learn and model user behavior. However, the computational complexity  
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significantly increases when the learning process is involved. Moreover, it should be 
noted that the user’s preferences might vary in every query. For instance, the user 
might use the picture in Fig. 1 in order to search for horses. However the same picture 
can be used for searching beach or ocean another time. Therefore, if the system 
learns that this picture is associated with horses, future searches with this picture will 
yield results with more horses in them. This is a clear example of what is meant in 
Section 1 as “shaping users’ behavior”. However, users’ interests and objectives are 
not the same at all times.  

 

Fig. 1. A picture with various content 

An instance-based relevance feedback method is proposed by Giacinto et al. [8], 
where they represent the images in a dissimilarity-space. Their notion of relevance is 
the degree of similarity of an image to the nearest relevant (based on user feedback) 
image. Similarly, irrelevance is the dissimilarity from the nearest irrelevant image. 
Than the images are ranked again according to their relevance score and top K images 
are displayed. However, while the method points out the significance of query-based 
feedback instead of an overall learning approach, re-calculation of distances and up-
dating the whole query is no different that re-making the query for the user. More-
over, the number of images expected from the user to mark as relevant or irrelevant is 
in the order of dozens. Those are again facts that are “shaping users’ behavior” in-
stead of “adapting it”.  

Another instance-based method is proposed in [9], where user feedback is used in 
re-weighting individual feature distances based on intra- and inter-cluster relations. 
While this method avoids re-calculation of feature distances (which is computation-
ally expensive and time consuming) and simply re-weights the already calculated 
distances, it requires an additional query after the feedback using the re-weighted 
distances. This means re-ranking of all images in the database. 

Shneiderman presented “direct manipulation” techniques in 1983 [10] and “dy-
namic queries” in 1994 [11] in order to introduce quick and powerful query methods 
for database and information retrieval via graphical controls such as sliders, buttons 
etc. Dynamic queries describe the interactive user control of visual query parameters 
that generate a rapid animated visual display of database search results. They enable 
users to conveniently overview, explore and filter out the results and observe the 
effects immediately. Therefore, the user can obtain the desired results in real-time 
without any reformulation of the query. In this context, utilization of dynamic queries 
in relevance feedback methods should be much more than a mere process of gathering 
relevance information. The feedback should provide a user preference and influence 
the results instantly. 
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3   Proposed Method 

We propose an instance-based relevance feedback method that utilizes small number 
of labeled data at that particular query session, i.e. the relevance feedback received 
from the user affects only the current query and not the future retrievals. The pro-
posed scheme utilizes dynamic querying meaning that the user is not required to re-
peat or reformulate the query. Instead, the results are updated dynamically based on 
the feedback.  

Users are expected to label the image(s) either positively or negatively according to 
their subjective preferences. For positively labeled image(s), it is assumed that user 
wants more images similar to that particular image(s), thus that image(s) will be used 
for presenting new images to the user dynamically. Similarly, users may negatively 
label the image(s) for their subjective preferences, meaning that such images are out 
of user’s interest. Based on the negatively labeled images, particular images will be 
eliminated and new images will be introduced to the user by modeling the user’s 
preferences. Fig. 2 demonstrates how a negatively labeled image updates the current 
query. Initial retrieval results based on text based search are shown in Fig. 2.a (Yet, 
we used only visual features in our experiments). User is provided to choose any 
image as preferred or non-preferred when hovered. In Fig. 2.b, the user does not pre-
fer to have the image in his results and the system removes that image together with 
the ones having similar content (Fig. 2.c) and brings new images from lower ranks 
not including similar ones to the user’s choice (Fig. 2.d). 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 2. An illustration of how negative feedback affects the results 
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The overall similarity distance between two images is calculated by averaging 
similarity distances from several different features. If N distinct features are extracted 
from images I1 and I2, than the overall similarity distance D between those two im-
ages is calculated as: 

∑
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where di(I1,I2) is the similarity distance between I1 and I2 for the ith feature. However, 
the fact that relevance feedback is necessary means that the user is not satisfied with 
the discrimination provided by D. Hence, the user provides his/her preference on 
which images should be more similar (positively labeled images) and which should be 
regarded as different (negatively labeled images).  

It should be noted that all the labeled images are found to be similar based on the 
overall similarity distance. Thus, we analyze the feature spaces independently and 
seek a feature space that provides the requested (dis-)similarity. 

Let us consider the positive and negative feedback cases separately. If the user la-
bels an image (namely I2) as “irrelevant”, a feature providing a high similarity dis-
tance from the query image (namely I1) is sought. Therefore we select the ith feature 
space that provides the maximum similarity distance, i.e. max(di(I1,I2)). In order to 
remove the images that are similar to I2 and dis-similar to I1, we remove the images 
that have small similarity distance to I2 in the ith feature space (Fig. 3). The decision 
on the number of images to be removed can be made in many ways. A distance 
threshold can be set and images closer than this threshold to I2 can be removed. This 
is also illustrated in Fig. 3 where the distance threshold is shown as the green circle 
around p2. In our experiments we used KNN (K-Nearest-Neighbors) algorithm in 
order to remove K images nearest to I2 in the ith feature space. 

On the other hand, if an image is labeled as “relevant”, we find the ith feature space 
yielding the minimum similarity distance with the query image and i.e. min(di(I1,I2)). 
Similarly, the K nearest images to I2 are found and raised to higher ranks. However, 
while it was easy to simply discard K irrelevant images, more analysis is needed in 
 

 

 
(a) 

 
(b) 

Fig. 3. Two feature spaces that provide different similarity distances between the same  
elements p1 and p2 
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order to determine the updated ranks of the K relevant images. Incautiously moving 
the K relevant images to the top K rank would be interfering with the users’ prefer-
ences. Thus, in order to include those K images among the presented images to the 
user and determine their appropriate ranks, one should consider both their distances in 
the ith feature space and the distances of the presented images. Therefore, the dis-
tances of K relevant images are than re-weighted according to the following formulas: 

∑
=

=
K

m
mii IId

K 1
1 ),(

1μ ,    (2) 

∑
=

∀ =
L

m
mIID

L 1
1 ),(

1μ ,    (3) 

),(),( 11 mi
i

m IIdIID
∀

=′
μ
μ

    (4) 

where L is the number of images presented to the user. In other words, in order to map 
the distances of K relevant images to the L presented images, their distances are 
weighted with the ratio of average distances (µi and µ∀). The value of L, i.e. the num-
ber of images presented to the user, depends on the retrieval system and the UI. 
Hence, in order to promote the K relevant images among the presented images, the 
average similarity distance of the L presented images is used to weight the distances 
of K relevant images. 

4   Experimental Results 

In our experiments, we used Corel real-world image databases for evaluating the 
retrieval results of the proposed method. Corel image data sets are well-categorized 
and widely used in the CBIR literature. For evaluating the results, a Corel database 
with 1000 images are used. These images are pre-assigned by a group of human ob-
servers to 10 semantic classes each containing 100 images. The classes are: Africa, 
Beach, Buildings, Buses, Dinosaurs, Flowers, Elephants, Horses, Food, and Moun-
tains. In our experiments, the following low-level color, shape, and texture features 
are used: YUV and HSV color histograms with 128-bins, Gray Level Co-Occurrence 
Matrix texture feature with parameter value 12, Canny Edge Histogram, and Domi-
nant Color with 3 colors. We compared our results with the methods in [8] and [5] 
which are briefly explained in Section 2. Average precision values are calculated 
based on the retrieval results from these queries. We used K=10 for the calculation of 
KNN as described in Section 3. For our system the number of images presented to the 
user is 24, i.e. L=24. 

We performed 17 queries from different classes. Fig. 4 shows the average precision 
values calculated for the initial query (no user feedback), the proposed method and 
the competing methods in [8] and [5]. It is clear that the improvement in precision 
using the proposed method is slightly better than the competing methods. While the 
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performance measures are close to each other, another point that should be considered 
is the amount of user feedback. Users are not usually in favor of laborious work such 
as providing feedback. As we discussed in Section 2, the system should not require 
immoderate user effort, i.e. it should not shape users’ actions. While the methods in 
[8] and [5] require significant amount of feedback (labeled images), the proposed 
method is designed to work with minimum amount of labeled data (images). There-
fore we used 1 positively labeled (relevant) and 1 negatively labeled (irrelevant) im-
age as the user feedback for the proposed method. However, since the competing 
methods are not designed to work with such limited input, we used 3 positive and 3 
negative feedbacks in order to obtain the results in Fig. 4. Even with such a difference 
in the user input, the proposed method proves to perform better than the competing 
techniques. Moreover, the computational efficiency of the proposed method outper-
forms the competing methods. Since other methods require complex computations 
including calculation of variances etc. our method works 7 times faster than [8] and 
50 times faster than [5]. This fact also enables us to utilize dynamic querying by 
working under the limitations stated in [11]. 

 

Fig. 4. Performance results for the initial query, the proposed and competing methods 

5   Conclusion 

We proposed a novel relevance feedback method for content based image retrieval. 
Dynamic querying techniques are used in order to instantly update the retrieval re-
sults. The proposed method treats each query independently, enabling users to have 
different preferences every time they query. Minimum amount of feedback is required 
in order to grasp user preference. User feedback is utilized in order to find the feature 
space that reflects user’s view of similarity between the query image and the selected 
image. Experimental results prove that the proposed method outperforms competing 
methods both in performance and computational efficiency. The computational effi-
ciency together with dynamic querying and the limited amount of required user labor 
provides a better user experience than the compared to the state-of-art methods. 
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Abstract. This paper presents a multivariate output regression based method to 
synthesize face sketches from photos. The training photos and sketches are di-
vided into small image patches. For each pairs of photo patch and its corre-
sponding sketch patch in training data, a local regression model is built by mul-
tivariate output regression methods such as kernel ridge regression and rele-
vance vector machine (RVM). Compared with commonly used single-output 
regression, multivariate output regression can enforce the synthesized sketch 
patches with structure constraints. Experiments are given to show the validity 
and effectiveness of the approach. 

Keywords: Face sketch synthesis, multivariate regression. 

1   Introduction 

Face sketch synthesis is useful in applications such as face recognition and digital 
entertainments. In applications such as law enforcement, when the face photo of a 
suspect is not available, traditional photo based face recognition can not be used. 
Then a database of face sketches is needed for retrieval and recognition. However, to 
synthesize a face sketch from a photo is challenging, because the sketch generation 
mechanism of an artist is difficult to be approximated by rules. Previous methods for 
face sketch synthesis, most of which are based on global principle component analysis 
(PCA) or local k-nearest neighbor, can hardly approximate the intrinsic nonlinear 
mapping between face photo and sketch.  

Several studies have been conducted on sketch synthesis. Tang[5] developed an ei-
gentransform based algorithm, in which the transformation between photos and 
sketches is assumed to be linear. However, the assumption is hard to be satisfied in 
practice. Liu[3] presented a method which is similar in the spirit to local linear em-
bedding[4,7]. For each input photo patch, the nearest neighbors are found, and recon-
struction weights are computed. Preserving the neighbor relationships and weights, 
the desired sketch patch can be obtained. This method needs a carefully chosen of the 
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number of nearest neighbors. Wang[2] proposed a method using a multiscale Markov 
random field model, which learns the face structure across different scales. As re-
ported in [2], this method is relatively time-consuming due to use an inference proce-
dure with belief propagation.  

In this paper, a novel face sketch synthesis method based on multivariate output re-
gression is presented. Multivariate output regression models are popular in computer 
vision and machine learning. They are widely used in applications such as handwrit-
ten digits reconstruction and 3D human pose estimation[8]. In multivariate regression, 
the input-output pairs of the training set are both vectors.  

In our method, the face photos and sketches are divided into small overlapped 
patches for training and synthesis. For each pair of patches, multivariate output re-
gression model is built to learn the vector-valued function between them. The input of 
the regression function is the feature vector of the small photo patch, and the output is 
the feature vector of the corresponding sketch patch. Since the number of variables in 
the regression function is very large, the regression problem is often ill-posed. We use 
different regularization methods including the ridge regression [1] and relevance 
vector regression machine(RVM) [9] to solve the regression problem. In RVM, Gaus-
sian priors are given for each parameter and many basis vectors are of the coefficient 
of zero, so the regression model has sparse property.  

Our method has advantages in two aspects: 

(1)  Compared with the single-variable regression, in which the output is scalar 
value, the outputs in multivariate regression are vectors, which can enforce the 
texture structure constraints of face sketch and approximate the local texture of 
sketch patches well; 

(2)  Our method is nonlinear intrinsically. We use kernel bases to obtain the nonlin-
ear mapping between local photo and sketch regions, and it can greatly en-
hance the sketch synthesis performance. 

2   Face Sketch Synthesis Method 

In this section, face sketch synthesis method via multivariable output kernel regres-
sion is proposed. The method is based on the regression of local image patches, and 
ridge regression and relevance vector machine are used.  

2.1   Multivariate Output Regression 

The multivariate regression model maps the input feature vector to an output vector. 
Suppose the output vector to be mR∈y  and the input vector to be dR∈x , the map-
ping between x  and y  can be approximated with a linear combination of basis func-
tions 1 2{ ( ), ( ), , ( )}pϕ ϕ ϕx x x"  as follows 

1 1( ) ( )p pβ ϕ β ϕ= + +y x x"                                          (1) 

where 1{ }n m
k k Rβ = ∈ are weight vectors.  



 Face Sketch Synthesis via Multivariate Output Regression 557 

 

We transform 1{ }n
k kβ = to a weight matrix 1 2( , , )m p pβ β β× =B " and the basis func-

tions into a pR valued function 1 2( ) ( ( ), ( ), ( ))T
pf ϕ ϕ ϕ=x x x x" . Equation (1) can be 

formulated as  

( )f ε= +y B x                                                         (2) 

where ε is residual error vector, and ( )f x is the feature vector of input vector x . 
  For underdetermined system, the solution to equation (2) is not unique[1]. To seek 
for the unique solution to the weight matrix B , minimization problem of the square 
residual error with a regularization item is required to be solved: 

2

1

min ( ) ( )
n

i i
i

f R
=

− +∑
B

B x y B                                         (3) 

where ( )R B is a regularization item on B .  
After simple manipulations, equation (3) can be transformed into the following ma-

trix formulation: 

2
min ( )R− +

B
BF Y B                                            (4) 

where 1 2( , , , )n=Y y y y" and 1 2( ( ), ( ), , ( ))nf f f=F x x x" . 

We build the feature vector ( )f x by kernel bases as 1( ) ( ( , ), , ( , ))T
nf K K=x x x x x" , 

in which ( , )i jK x x is chosen as Gaussian kernel
2 2( , ) exp( / )

i j i j
K σ= − −x x x x withσ  

estimated from scatter matrix of the training data. Therefore, F in equation (4) is 
taken as the kernel matrix of the training data, i.e. ( ( , ))i jK=F x x .  

2.2   Ridge Regression and Relevance Vector Machine 

In our problem, we aim to synthesize a face sketch from a face photo. The synthesis 
problem is transformed into a regression problem(See equation (2)), in which the 
input vector x is of a photo patch and the output vector y is the corresponding sketch 
patch of x . However, the number of unknown variables in the weight matrix B is 
large, the regression is usually ill-posed, and conventional least square regression can 
no longer be used [1]. In order to get the unique solutions, regression methods with 
different regularization items are adopted. In this paper, the ridge regression and rele-
vance vector machine are used. 

(1)  Ridge Regression 

In ridge regression, the weight matrix B is estimated by minimizing the sum of square 
residual error and a regularization term[1]. The regularization term of the weight 
matrix takes the form of

2
( )R λ=B B , thus the ridge regression takes the form as 

follows: 
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2 2
min λ− +

B
BF Y B                                                (5) 

where λ is the regularization parameter.  

(2)  Relevance Vector Machine 

Relevance vector machines (RVM) are widely used in classification and regression in 
computer vision and machine learning [9]. It belongs to sparse Bayesian approaches. 
The column vector ib of B takes the prior of the form i

λ−
b . If λ is large, the regulari-

zation term makes many parameters in B to be zeros, thus the regression model is 
sparse. With the log likelihood priors, RVM takes the minimization form as follows: 

2
min log k

k

λ− + ∑
B

BF Y b                                         (6) 

where λ is the regularization parameter. 

2.3   Face Sketch Synthesis Method 

In this section, the face sketch synthesis method via multivariate regression is pro-
posed. We divide the training face photos and sketches into a set of overlapped 
patches. For each pairs of training photo and sketch patch at the same location, the 
multivariable output kernel regression model is built and the weight matrix B is esti-
mated (See Section 2.2). Finally, we can reconstruct the sketch image of a test face 
photo by the estimated weight matrix B . We divide the test face photo into a set of 
overlapped patches, and denote ( )if x to be the feature vector of a photo patch ix , and 
then the corresponding sketch patch can be reconstructed by ( )ifB x . 
 

Algorithm: Face Sketch Synthesis via Multivariable Output Regression 
Input: A training set of face photos and the corresponding sketches, and a test face 

photo.  

Output: A synthesized sketch of the test face photo. 

 
(1) All the training photos and sketches and the test photo are divided into over-

lapped patches. 

(2) For each image patch ix of the test photo 

a) Build the ridge regression or relevance vector machine model with photo and 
sketch patch pairs of the same location in the training images, and then estimate 
the weight matrix B (See Section 2.2). 
b) Reconstruct the sketch patch of the photo patch ix by multiplying the weight 
matrix B and the feature vector ( )if x of the photo patch ix , i.e. ( )ifB x . 
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(3)  Reconstruct the sketch image by enforcing smoothness between the overlapped   
regions of the patches.  

3   Experiments 

The experiments are based on face photo-sketch database from CUHK student data-
base [6]. Since the same face component is roughly in the same region of photos and 
sketches due to geometry alignment in the preprocessing step, we divide the training 
face photos and sketches into a set of regions by scanning the whole image area. We 
use 88 faces for training and 100 faces for testing. For each face photo, a sketch by an 
artist and a photo taken in the front pose are given. The feature vectors of the photos 
and sketches are represented with Gaussian kernel bases (See ( )f x  in equation (2)) by 
the gray values of the corresponding photo and sketch patches. The size of all the face 
and sketch images are 160×120. The size of small patches 7 × 7. For adjacent patches, 
we keep half of the patch overlapped.  

In Fig. 1 and Fig. 2, we demonstrate the experiment results by our method with 
ridge regression with Gaussian kernel bases, and the regularity parameter λ  is set to 
be 1.0. In Fig. 1, we compare our results with those by eigen-face method [5] and 
nearest neighbor method[3]. It can be seen that our method can synthesize the hair 
region well, which is hard for the eigen-face method[5]. Moreover, our method can 
avoid the selection of neighborhood number in the nearest neighbor method[3]. Ex-
periments show that the results of our method can approximate the sketches drawn by 
the artist in the style and structures.  

 

Fig. 1. (a) Photos; (b) sketches drawn by artists; (c) sketches by our method using kernel ridge 
regression; (d) sketches by the eigen-face method in [5](the first line) and k-nearest neighbor 
method in [3] (the second line), which are both from [2] 
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Fig. 2. (a) Photos; (b) sketches drawn by artists; (c) sketches by our method using kernel ridge 
regression 

4   Conclusion 

In this paper, we propose a face sketch synthesis method via multivariable output 
regression. In our method, all the face photos and sketches are divided into over-
lapped patches, and then multivariable output regression such as kernel ridge regres-
sion and relevance vector machine are used to build the regression model between the 
photo patch and sketch patch. Experiments show that the synthesized sketch can re-
semble the sketch draw by artists. Our research indicates that multivariable output 
regression approach is effective in face sketch synthesis. 
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Abstract. Semantic image annotation can be viewed as a mapping procedure 
from image features to semantic labels, by the steps of image feature extraction 
and image-semantic mapping. The features can be low-level visual features, 
such as color, texture, shape, etc., and the semantic labels can be related to the 
knowledge of human on the image understanding. However, these linear repre-
sentations are insufficient to describe the complex natural scene. In this paper, 
we study currently existing visual models that are able to imitate the way the 
human visual system acts for the tasks of object recognition and scene interpre-
tation. Therefore, it is expected to bring a better understanding to the image  
visual content in human cortex will. In the experiments, there are three state-of-
the-art visual models are investigated for the application of automatic image 
annotation. The results demonstrate that with our proposed strategy, the annota-
tion accuracy is improved comparing to the most used low-level linear repre-
sentation features. 

Keywords: Automatic image annotation; Semantics; Visual models; Human 
visual system; Low-level features. 

1   Introduction 

In computer vision research field, automatic semantic image annotation is attracted 
many researchers’ interest. Semantic image annotation can be viewed as a mapping 
procedure from image features to semantic labels, by the steps of image feature ex-
traction and image-semantic mapping. When the image annotation is posed as a clas-
sification problem, it becomes a mapping problem from low-level visual feature to 
high-level semantic label. Low-level visual features (color, shape, texture, edges) are 
easy to be dealt with computer, while high-level semantic labels are related to the 
knowledge of human on the image understanding. 

In visual feature extraction, most studies use linear representations. The methods, 
such as Gabor transform, discrete cosine transform and wavelet transform, are 
adopted. But for a complex natural scene, perceptually distinct image regions produce 
response patterns that are highly overlapping and cannot be easily distinguished using 
low-level, linear representations [1]. As we know, human visual system outperforms 
the best machine vision system in any measurements. A fundamental function of the 
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visual system is to encode the building blocks of natural scenes that subserve visual 
tasks such as object recognition and scene understanding. Therefore, it is expected to 
bring us better understanding to image visual feature through emulating object recog-
nition in human cortex will. In this paper, we will experimental study currently exist-
ing visual models, and apply to image annotation problem. 

In the experiments, three state-of-the-art visual models are investigated for  
automated image annotation application problem. These models include the model 
introduced by Serre et al. [2], model proposed by Mutch et al. [3], and model pro-
posed by Karklin et al. [1], we call them Model-A, Model-B, and Model-C, respec-
tively. The performances of three visual models are evaluated by using various natural  
images. In our proposed strategy, the neural population acts in the visual models are 
used as image features, and the support vector machine (SVM) classifier is trained for 
semantic image annotation. 

1.1   Related Work 

The recognition of different kinds of object categories with respect to illumination 
conditions, viewpoints from different positions, and diverse backgrounds is one of the 
major challenges for computer vision [4]. The experiments also show that human 
brains outperform the best machine vision system in similar cognitive and detective 
tasks [5]. Therefore, it is essential for researchers to understand how visual cortex 
recognizes objects as well as to emulate object recognition procedure.  

In 1946, Gabor filter has been proposed to justify the sensory coding in the early 
vision studies [6] [7]. It has been proved to be a good model of cortical simple cell 
receptive fields, and the filtered results were used to classify images. Another ap-
proaches have focused on examining receptive fields of a more complex type [8], 
such as position or scale invariance, and constructing different models [5] [9] [10] 
[11], which learn to code the pixel intensities of a patch of texture or edge. However, 
much of work has concentrated on fitting mathematical models to image data or has 
been motivated by the specific computational goals [12]. For example, in a standard 
model of complex cells [10], the “energy” model including two localized and oriented 
features (typically 90◦ out of phase Gabor functions) is convolved with the image, and 
the outputs are squared and summed to give the neuron’s response. In addition, the 
model described in [11] is to maximize the sparseness of locally pooled energies that 
correspond to complex cell outputs to show emergence of a topographic organization.  

Another type of vision model stressed importance to a quantitative theory of the 
ventral stream of visual cortex [1] [13]. They extracted image features much like what 
the simple and complex cells in human brain would do, and then labeled images with 
the help of these features. Serre et al. [2] have improved a cognitive system that 
closely followed the organization of visual cortex and build an invariant feature repre-
sentation by alternating between a template matching and a maximum pooling opera-
tion. They made the features complex to scale and position after each layer, and used 
SVM or boosting as the classifier. Mutch and Lowe [3] introduced an object recogni-
tion method based on sparse features with limited receptive fields. They made a few 
improvements on the Serre’s model. In recent years, Karklin and Levicki proposed a 
new model using complex cell properties [1]. It generalized over similar images, 
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higher-level visual neurons encode statistical variations that characterize local image 
regions. The subsequent section will give a brief introduction for these models. 

1.2   Visual Model Overview 

Serre et al. [2] introduced a general framework for the recognition of complex visual 
scenes, which is motivated by the findings in biology. The key element in the ap-
proach is a set of scale and position-tolerant feature detectors, which agree quantita-
tively with the tuning properties of cells along the ventral stream of visual cortex. 
These features are able to adaptive to the training set. They demonstrate the strength 
of the approach on a range of recognition tasks from invariant single object recogni-
tion in clutter to multiclass categorization problems and complex scene understanding 
tasks.  They also showed a universal feature set learned from a set of natural image 
unrelated to any categorization task and achieved good performance.  

Mutch and Lowe [3] developed an improved approached based on Serre’s model 
by incorporating sparsity and localized intermediate-level features. They first applied 
Gabor filters at all positions and scales. Feature complexity and position/scale invari-
ance are then built up by alternating template matching and max pooling operations. 
Several refinement steps are taken to increase the sparsity by constraining the number 
of feature inputs, lateral inhibition, and feature selection. The model is a partial im-
plementation of the standard model of object recognition in cortex. The experiments 
have indicated that these modifications can improve classification performance.  

Karklin and Lewicki have proposed a hierarchical model in [14, 15], which not only 
described sparse marginal densities and magnitude dependencies, but also captured a 
variety of joint density functions that are consistent with previous observations and 
theoretical conjectures. They also developed a new vision model based on this hierar-
chical model [15], which summarized the patterns of correlations for a given type of 
image using the covariance matrix of the data. In this model, every image patch corre-
sponds to a latent variable, which encodes the image distribution consistent with the 
input image. An important advantage of this approach is that, it learns a general set of 
features that are determined by the statistical structures in natural images.  

The paper is organized as follows. Section 2 describes the image annotation method 
using these three visual models. The experimental results and discussions are present 
in Section 3. The conclusions and feature work are summarized in Section 4.  

2   Image Annotation with Visual Models 

In this work, we experimental study these three state-of-the-art visual models applied 
to semantic image annotation problem. The basic idea is to adopt the visual model for 
image feature extraction, then feed these features to a SVM classifier to implement 
image annotation. The annotation procedure with these three visual models are de-
scribed in details in the following subsections.  

2.1   Image Annotation Using the Model-A 

The detail annotation procedure with Model-A proposed by Serre et al. [2] is  
described as follows: 
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Step 1: Apply feature extraction method to all training and test images. 

• S1 units: Apply a set of Gabor filters to each image.  The filters are arranged 
to form a pyramid of scales, spanning a range of sizes from 7×7 to 37×37 
pixels in step of two pixels. To keep the number of units tractable, four ori-
entations (0°, 45°, 90°, and 135°) are considered, thus leading to 64 different 
filters in total (16 scales × 4 orientations). 

• C1 units: C1 units pool over afferent S1 units from the previous layer to get the 
local maximum value with the same orientation and from the same scale band. 
The parameter setting can be found in [2]. Each scale band contains two adja-
cent filter sizes (there are eight scale bands for a total of 16 S1 filter sizes). For 
instance, scale band 1 contains S1 filters with sizes 7×7 and 9×9. The scale 
band index of the S1 units also determines the size of the S1 neighborhood 
NS×NS over which the C1 units pool. Again, this process is performed for 
each of the four orientations and each scale band independently. 

• S2 units: In the S2 layer, units pool over afferent C1 units from a local spa-
tial neighborhood across all four orientations. S2 units behave as radial basis 
function (RBF) units. Each S2 unit response depends in a Gaussian-like way 
on the Euclidean distance between a new input and a stored prototype. That 
is, for an image patch X from the previous C1 layer at a particular scale S, 
the response r of the corresponding S2 unit is given by: 

                  R = exp(−β X − Pi

2
) . (1) 

       In the experiment, we take β as 1/800. Pi is one of the N features (center of 
the RBF units) learned during training. To initialize the Pi in RBF neural 
network, a simple sampling process is applied that during training, a large 
pool of prototypes of various sizes and at random positions are extracted 
from a target set of images. These prototypes are extracted at the level of the 
C1 layer across all four orientations, i.e., a patch P0 of size n×n contains 
n×n×4 elements. 

• C2 units:  The element of the final feature vector is computed by taking a 
global maximum value over all scales and positions for each S2 type over the 
entire S2 lattice, i.e., the S2 measures the match between a stored prototype 
Pi and the input image at every position and scale; we only keep the value of 
the best match and discard the rest. As a result, a feature vector of N×1 di-
mension is formed for each image. 

 
Step 2: Apply a SVM classifier with RBF kernel to the feature vectors above to get 

the separating surfaces, then assign semantic label to corresponding image. 

2.2   Image Annotation Using the Model-B 

The Model-B [3] is implemented and summarized as follows: 

Step 1: For the image layer, we convert the image to grayscale and scale the shorter 
edge to 140 pixels while maintaining the aspect ratio, and then we create an 
image pyramid of 10 scales, each a factor of 21/4 smaller than the last. 
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Step 2: For the Gabor filter (S1) layer, the S1 layer is computed from the image layer 
by centering 2D Gabor filters with a full range of orientations at each possible 
position and scale. The base model follows [2] and uses 4 orientations. The 
Gabor filters are 11×11 in size, and are described by 

     
2 2 2 2( , ) exp( ( ) / (2 )) cos(2 / )G x y γ δ π λ= − + × ×X Y X ,      (2) 

where X = x cos θ − y sin θ and Y = x sin θ + y cos θ. x and y vary between -5 
and 5, and θ varies between 0 and π. The parameters γ (aspect ratio), δ (effec-
tive width), and λ (wavelength) are all taken from [2] and are set to 0.3, 4.5, 
and 5.6 respectively.  

 
Step 3: Local invariance (C1) layer pools nearby S1 units to create position and scale 

invariance over larger local regions, and as a result can also subsample S1 to 
reduce the number of units. For each orientation, the S1 pyramid is convolved 
with a 3D max filter, 10×10 units across in position and 2 units deep in scale. 
A C1 unit’s value is simply the value of the maximum S1 unit (of that orienta-
tion) that falls within the max filter. Due to the pyramidal structure of S1, we 
are able to use the same size filter for all scales. The resulting C1 layer is 
smaller in spatial extent and has the same number of feature types (orienta-
tions) as S1. 

 
Step 4: In intermediate feature (S2) layer, at every position and scale in the C1 layer, 

we perform template matches between the patch of C1 units centered at that 
position/scale and each of d prototype patches. These prototype patches repre-
sent the intermediate-level features of the model.  

 
Step 5: In global invariance (C2) layer, we create a d-dimensional vector that is classi-

fied using the linear SVM classifier.  

2.3   Image Annotation Using the Model-C 

In Model-C, Karklin assumed that the individual image patch x is with multivariate 
Gaussian probability distributions [1],  

( ) (0, )p N=x y C ,                                                (3) 

where covariance matrix C is represented by a set of basis functions Aj,  

log j jy=∑C A ,                                                  (4) 

where Aj is a symmetric matrix of the same size with the covariance matrix C, and 
can be illustrated as: 

T
j jk jk jk

k

w=∑A b b .                                                 (5) 

Every patch has a latent variable y that has a different set of weights wjk, correspond-
ing to an expansion or contraction along vector bjk. Different image patches  
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correspond to different latent variables yj, which is regarded as neural population acts. 
In the experiment, we take yj as the feature vectors. 

There are three main steps to build the Model-C [1]: 
 

Step 1: Image pre-processing is performed to ensure that all the image patches are 
with Gaussian distribution. To emulate the transformation at the retinal cone 
cells [14] [15], the original images are transformed to grayscale. Then after 
pixel intensities log10-transformed, the images are filtered with a Gaussian 
low-pass filter. Then, the images are down-sampled with the rate of 2:1. Each 
image in the database is divided into non-overlapping 20×20 image patches. 
Every patch is transferred into a column vector. The desirable patches are se-
lected as the training data to form a large matrix. The mean luminance value is 
calculated for the large matrix and subtracted from each patch. This is “whit-
ened” [16] all image patches to remove global correlations and to normalize 
the variance.  

All image patches are formulated in a matrix called Pool, which is a 400×N 
matrix (N is the number of image patches). Let mPool be the mean luminance 
value of Pool, then the covariance C is calculated as, 

C = rePool * rePool’, (6) 

where rePool is the matrix Pool minus its mean value, and 

rePool = Pool – mPool. (7) 

Then the eigenvalues EPool and eigenvectors DPool are computed using the 
covariance matrix. The whitening is done by this,  

      whitex = 1/sqrt(DPool) × C-1/2 × x,  (8) 

where x is a column vector in rePool, and whitex represents the whitened 
patch. 

 

Fig. 1. Sample images used in the experiment 
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Step 2: In the feature extraction stage, the visual model parameters are estimated. 
After the training process, the latent variable y is computed for every image 
patch based on the perceptual model in the dataset. These latent variables of 
image patches are regarded as neuron population acts to objects in image, we 
take them as feature vectors. The part of feature vectors are used as training 
data for the SVM classifier and others are the testing data.  

 
Step 3: The SVM classifier is used to perform the annotation task on images.  

3   Experimental Results and Discussions 

3.1   Summary of the Experiments 

The evaluation of an image annotation system requires three components: an image 
database with manually produced annotations, which is used as training and verifica-
tion dataset, a strategy to construct annotation system, and a set of measures to verify 
annotation performance. In the experiment, the image database is consisted of 351 
images partly selected from the Caltech 101 object categories. There are 3 classes in 
the semantic label set, including “Bonsai”, “Car side”, and “Hksbil”. Some images 
used in the experiments are shown in Fig. 1.  

In the experiment, each image is assigned with a caption of only one label. In the 
Model-A and Model-B, the Gabor filters are applied to each image and it is decom-
posed into a set of regions. The filters are arranged to form a pyramid of scales,  
spanning a range of sizes from 7×7 to 37×37 pixels in steps of 2 pixels. To keep the 
number of units tractable, we consider four orientations (0°, 45°, 90°, and 135°), thus 
leading to 64 different filters total (16 scales × 4 orientations).  

In the Model-C, pixel intensities are log-transformed, corresponding roughly to the 
transformation at the retinal cone cells, and the images are low-pass filtered. Taking 
the same experiment setup as described in [15], 20×20 pixel image patches are ex-
tracted from the entire dataset without using Gabor filter. The mean luminance value 
is subtracted from each patch, thus speeding up the model training process without 
significant influence on the performance. All the image patches are whitened in order 
to remove global correlations and normalize the variance. This allows the model to 
encode only the deviations of each image distribution from the global statistics. After 
the pre-processing approach, the neuron population acts y are calculated by training 
the model with image patches. In training stage, the values of y are estimated with 
EM algorithm. With obtained neuron coding y as the input of the SVM classifier, 
image is annotated using class label of SVM output. In this step, about half of samples 
are taken as the training samples and the remains as test samples. Finally, the annota-
tion precision of every image concept in the test set is computed as: 

precision = wc / wauto, (9) 

where wauto is obtained from the annotation system, and wc is the SVM classifier output.  
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3.2.   Experimental Results and Discussions 

Three visual models have been developed and evaluated on a variety of natural im-
ages. In Table 1, we can see that for different classes these three visual models pro-
duced various results. For example, in some classes such as “Car side”, “Hawksbill”, 
some visual models can achieve good results, however, in some other classes like 
“Bonsai”, the performance is not satisfied. It shows that the performance of the visual 
models is affected by the factors of the complexity of the shape and texture of the 
target object. 

In the “Bonsai” class, the Model-A obtains the better precision rate than the Model-
B and Model-C. While for “Car side” class, the Model-B gets the highest annotation 
precision. From the experiments, it can be found that the Model-B tends to produce 
more stable results in comparison with the Model-A and the Model-C. The reason lies 
in that the Model-B uses the Gabor filter with the multiple orientations comparing to 
the one used in the Model-A with four orientations. There are some additional im-
provements in the Model-B to further enhance the performance. 

It is worth noticing that the Model-C has the highest precision values than the other 
two models for “Hawksbill” class. This illustrates that Model-C is suitable to encoding 
those image with rich texture information. Original, the main purpose of the Model-C 
is to describe the natural scene images with texture features. For those image, such as 
the in-door images, Model-A is more suitable to encoding the features compare to 
Model-C. 

In general, from experiments it is found that annotation accuracy is improved com-
paring to the most used low-level linear representation features [17]. 

Table 1. Annotation precision using three visual models 

Concept Model-A Model-B Model-C 
Bonsai 57.5 51.0 55.8 

Car side 88.0 94.6 58.2 
Hawksbill 70.0 52.8 85.0 

4   Conclusions and Feature Work 

In this paper, we explore three novel visual models that are able to imitate the way of 
the high-level human perception to interpret the image contents. These three models 
have been applied to the image annotation problem and show the superior results in 
comparison with the conventional low-level linear representation features. The pro-
posed methodology could serve as a critical part in a content-based image retrieval 
system to enhance the search query performance in terms of human judgment. In 
future, we would like to study most these three visual models with respect to visual 
descriptors. Also we are interested in investigating the extension of our work to the 
semantic image retrieval system. Experimental results demonstrate that with our pro-
posed strategy, the annotation accuracy is improved comparing to the most used low-
level linear representation features. 
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Abstract. In recent years researchers have developed many graph theory based 
algorithms for image setmentation. However, previous approaches usually re-
quire trimaps as input, or consume intolerably long time to get the final results, 
and most of them just consider the color information. In this paper we proposed a 
fast object extraction method. First it combines deformable models information 
with explicit edge information in a graph cuts optimization framework. we 
segment the input image roughly into two regions: foreground and background. 
After that, we estimate the opacity values for the pixels nearby the fore-
ground/background border using belief propagation (BP). Third, we introduce 
the texture information by building TCP images' co-occurrence matrices. Ex-
periments show that our method is efficient especially for TCP images. 

Keywords: Graph cuts, Deformable Model, Traditional Chinese Painting (TCP), 
Belief Propagation (BP), Po-Occurrence Matrix. 

1   Introduction 

Segmentation of Traditional Chinese Painting (TCP) images is a good first step to 
separate them from generalized images. With the steady growth of computer power, 
rapidly declining cost of storage, and ever-increasing access to the Internet, digital 
acquisition of information has become increasingly popular in recent years[1]. Many 
organizations have a large digital images content available for on-line access. Various 
museums are constructing digital archives of art paintings and preserve the original 
artifacts. More and more artists attempt to exhibit and sell their productions on the 
Internet. Effective indexing, browsing and retrieving art images is an important and 
imperative problem need to be addressed, while image segmentation is a crucial step. 

Deformable models and Graph cuts are two of the most important frameworks that 
have been used in the last decade to solve the image segmentation problem. Recent 
studies such as [2-4] are in the favor of combining deformable model approaches and 
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graph cuts optimization to benefit from the advantages of deformable models in  
describing a wide variety of segmentation techniques and meanwhile take advantage of 
the fast global optimization associated with the use of graph cuts. The energy formu-
lation of the model relaxes the global piecewise constant constraint in [3] and [5]. The 
energy will be optimized using graph cuts. In this paper, we introduces a new method 
for interactive segmentation that  providing better boundary placement than deformable 
models segmentation and stronger region connectivity and less short-cutting than graph 
cuts methods. The experiment result shows that the technology is an effective method 
for the segmentation of TCP images. 

2   The Features of TCP Images 

Throughout its long history, TCP images have carried their own particular style. they 
look different from general image. Color and texture features are used here to charac-
terisze the particularity of TCP images. 

The color feature representation the corresponding percentage of occurrence of each 
color within a certain neighbourhood. Howe et al. have proposed in [6] a color-shape 
based method in which a quantized color image 'I  is obtained from the original image 
I  by quantizing pixel colors in the original image. The authors tested on RGB, YUV, 
YIQ color space using SVM classifier. The result is in Table 1. 

Autocorrelation [7] measures the coarseness of an image by evaluating the linear 
spatial relationships between texture primitives. Large primitives give rise to coarse 
texture and small primitives give rise to fine texture. If the primitives are large, the 
autocorrelation function decreases slowly with increasing distance whereas it decreases 
rapidly if texture consists of small primitives. Typically, TCP images have larger 
feature values compared to non-TCP images. 

Table 1. Test result on color space 

Classification rate on TCP test images False classification rate on non-TCP test images 

RGB YUV YIQ RGB YUV YIQ 
0.902 0.942 0.940 0.117 0.09 0.076 

3   The Proposed Method 

Graph cuts algorithm[8,9] has established the relationship between the optimize of the 
energy function and the maximum flow/minimum cut algorithm in graph theory. In 
many cases can get the local optimal solution and in some cases get the global optimal 
solution. However, for a large amount of data processing, the graph cuts algorithm has 
the limitation in the memory requirements and computation velocity. 

Different to reference [10], we consider each layer by accelerating the convergence 
of graph segmentation algorithm to reduce computation time. In this paper we use 
Gaussian Mixture Model (GMM), mean value and covariance matrix as the initial 
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conditions, without having to use narrow-band. Although the number of nodes in every 
layer has not decreased, the parameters of images be obtained easily, this method can 
converge quickly and get the satisfied results. 

  Similar to reference [11], we use Gaussian Mixture Model (GMM) as the image 
color model. z  is an array of image pixels, α and k  are the non-transparent and the 
Gaussian component index arrays, respectively. Here α  can only take 0 (background) 
or 1 (foreground). The parameters of each Gaussian component is defined as 

( ) ( ) ( ){ }∑= kkk ,,,,, ααμαπθ , they are the weight of Gaussian component, mean 

vector and covariance matrix, respectively. The problem of image segmentation can be 
transformed into an deformable model optimization problem, and then use the graph 
guts method to solve. Here, the definition of the Gibbs energy function as: 
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,

nm
nmi

i k αααα ∑∑ +=  . 
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here, the optimal solution ofα and k get the minimum of the energy function. Where 
( ) ( )kiki PD ,, log αα −= , ( ) [ ] ( )2

exp, nmnmnm CCV −−≠= βαααα  , [ ]nm αα ≠  is the indi-

cator function. The value is 0 when they are equal, otherwise is 1. ( )kiP ,α  is Gaussian 
probability, ( )nmV αα ,  is smooth term. 

4   Boundary Extraction 

Belief propagation (BP) proposed by Pearl [12], are widely used in the encoding and 
decoding, stereo vision, image restoration and other fields. For acyclic graphs, belief 
propagation can get the global optimal solution, and for cyclic graph ,can only get the 
approximate solution. In practice, even for Markov Random Field (MRF) situations 
with the complex acyclic images can be obtained the optimal solution.  

Consider using the MRF framework and the belief propagation algorithm to solving 
the boundary extraction problem. Each pixel in the image area R is as a MRF node. 
And the 4-connected neighboring pixels in R of boundary are included in the MRF. 
The aim of the image segmentation for the initial results in the foreground/background 
boundary width w to estimate the opacity. By minimizing the following defined energy 
function to get boundary of images: 

 
)(),()( iTextureSmoothData αEEEE jii ++= ααα  ),( Rji ∈                        (2) 

 
The equation include in the data, smoothness and texture terms. Their significance are 

introduced as follow. 

4.1  Data Term and Smoothness Term 

The values [ ]1,0∈α is continuous, we use belief propagation algorithm to discrete it 
into K layers (e.g. 10=K ), makes the each node in MRF can only be one of the K states. 



574 N. He and K. Lu 

To obtain estimates of the image pixel value α  is equivalent to giving a label of each 
node. 

The boundary of the foreground and background are smoothness, the adjacent pixels 
should have similar labels. If the value α  of two nodes corresponding to the MRF in a 
clique has large differences, then the smooth item has greater penalty item, based on the 
above considerations, smooth item is defined as follows: 
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where εδ  is the experience value, i.e. it can be set to 2/K , ( )( ) 122
−

−= qp xxβ  is pa-

rameter like a regularized factor . 

  Smoothness term defined reflects the degree of similarity between adjacent pixels, 
and data item of the model is the fitting item of foreground and background. If a pixel is 
assigned a label closer to the real value, obviously the data will correspond to smaller 
penalty value, so that the total energy function is reduced. We define the following data 
item: 
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To calculate the similarity ( )pLk  of  pixels p  and labels k . First, find N  pixels, 
which is the smallest Euclidean distance with pixel p  in foreground or background 

pixels were recorded as a collection of objs  and bkgs . Get pixel objspi ∈ ,  note RGB 

color vector iC ; get pixel bkgsp j ∈ , note the RGB color vector jC . When mix iC  and jC  

to kα , the distance between pixel p  and C  is: 

2
)1( CCC jkik −−+ αα

. 
(5) 

where ⋅  is the 2- norm. Thus, the similarity of pixel p and  labels ( )pLk  can be 

defined as follows: 
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The value of dδ  set by the user manually, generally it sets 15. 

4.2  Texture Term 

Co-occurrence matrix is the description of texture information in image areas , it has 
the advantages such as computation simply, can reflect the texture direction and  
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distance. Some images have rich texture information relatively, contributed to the pixel 
to find the optimal label. 

Co-occurrence matrix determined by the offset distance and offset angle. For  

convenience, we construct the 8-neighborhood of four co-occurrence matrix, corre-

sponding to the 0°, 45°, 90°, 135° four cases, shown in Fig.1.  

 

Fig. 1. Symbiotic matrix 

For the pixels p  of 8-connected must be considered the adjacent pair-pixels in 8 

directions { }( )8...1, =ipp i . Let p and ip are quantized a  and b , corresponding to the 

direction of the foreground and background of the co-occurrence matrix were  objM  and 

bkgM . If the angle formed by p and ip  is one of the solid arrow lines in Fig.1, the 

corresponding textures penalty value of foreground and background can be defined as 

follows, respectively: 
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If the angle between p and ip  shown in Fig.2 is the dotted arrow line, obtained the 

value by symmetry.   When the labels of p and ip  is iα  and jα , respectively. To 

introduce the increment item in energy function. 

bkgobj Penalty*)]1()1[(Penalty*)(E jiji αααα −+−++=Δ  (8) 
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As MRF is 4-connected, co-occurrence matrix calculated using the eight different 

directions. In order to resolve inconsistencies between them, consider the following 

skills:  

)E()E(E ji αα Δ+Δ=Δ +−+= ]Penalty*)1(Penalty*[ bkgobj ii αα
]Penalty*)1(Penalty*[ bkgobj jj αα −+
 

(9) 

Therefore, )E( iαΔ  and )E( jαΔ  same as the data item, only consider the current pixel 

label information without considering the 8-connected neighboring pixel labels. so that 

the co-occurrence matrix texture information can be propagated in the 4 -connected 

MRF. In summary, texture items in energy function can be defined as follows: 

∑
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Where k  is the eight different directions. 

5   Experimental Results 

5.1  Running Time Analysis 

We selected four representative TCP images from Internet. We implement the max 
flow-min cut  to solve graph cuts method. Without using sophisticated data structures. 
The algorithm achieves the running time of ( )UnnmO log2+ , where n  is the number of 
nodes, m  is the number of edges, and U  is the largest edge weight. However, the 
simple topology of the graph used in this work makes the algorithm run much faster in 
practice. By obtaining the best polynomial fit to observed data, the minimum cut 
algorithm used in this work has running time of ( )2.1nO . In Fig.2, the running time is 

shown as a function of the number n  of nodes. 

5.2   Comparison of Segmentation Accuracy 

Fig.3 shows a sample comparison of performing the segmentation of graph cuts and the 
proposed method. Our approach clearly extracts the objects, while the graph cuts 
method failed to correctly identify some of the foreground pixels. Some background 
pixels wrongly identified as objects. The algorithm was implemented in Matlab 7.1 on 
a 2GHZ CPU with 1GB RAM. For quantitative assessment, we compared our seg-
mentation results with the graph cuts by calculating the error rate. The results show in 
Table.2. Our method achieves better result. Fig.4 is in the same experimental condi-
tions, we segmented the flower and birds respectively. The results are robust.  
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Fig. 2. The observed running time of the minimum cut algorithm used in our approach is ( )2.1nO . 

The performance levels of ( )nO  and ( )2nO  as shown, respectively. 

 

          (a) Original images          (b) Results of our method      (c) Results of graph cuts 

Fig. 3. Compare results of proposed method and graph cuts method 
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(a) Original images     (b) object is the flower            (c) object is the birds 

Fig. 4. The different segmentation results according to the different foreground 

Table 2. Error Rate Comparation  

Images  Proposed Method Graph Cut Method 

Person1 0.56% 1.82% 

Tiger  0.35% 3.56% 

Flower1 0.89% 1.29% 

6   Conclusion 

We have presented a graph cuts based deformation model approach to TCP images 
segmentation. First, we transform a multi-labels cut problem into a singe s-t minimum 
cut problem. Then, the method integrate the color and texture features of TCP images to 
extract the boundary. In the actual operation received good results. 
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Abstract. Skeletonization is a transformation of an object in a digital image 
into a simplified representation of the original object. The skeleton of an image 
object is an abstraction of the original object which largely preserves the extent 
and connectivity of the original region while throwing away most of the bound-
ary and interior pixels. In this paper, we propose a new method to calculate 
skeleton from 3D space instead of image space which has only two dimensions. 
Our method start with a contour of an object in an image, then inflate this two 
dimensional shape to a three dimensional mesh, and then apply a 3D mesh 
curve skeleton extraction algorithm to this intermediate three dimension mesh 
model. Finally, we project the resulting 3D curve skeleton back to image space 
and get the skeleton of the original shape or object in the image. Our method is 
noise insensitive. A little perturbation on shape would not change the structure 
of the resulting skeleton. Our method is relatively fast because it only generates 
a geometry mesh in contrast to compute a Voronoi graph. Our method preserves 
the topology as well as the shape. 

1   Introduction 

Skeletonization is a transformation of an object in a digital image into a simplified 
representation of the original object. The skeleton of an image object is an abstraction 
of the original object which largely preserves the extent and connectivity of the origi-
nal region while throwing away most of the boundary and interior pixels. The notion 
skeleton was introduced by H. Blum as a result of the Medial Axis Transform (MAT) 
or Symmetry Axis Transform (SAT) [13]. The MAT determines the closest boundary 
point(s) for each point in an object. An inner point belongs to the skeleton if it has at 
least two closest boundary points. Skeletonization makes the object image easier to be 
read and use in many image processing and analysis applications such as feature 
analysis and pattern recognition and classification. 

There are three major categories of skeletonization techniques to produce a skele-
ton representation of a certain object or region in an image. 1. Skeleton can be  
extracted based on distance transforms by detecting ridges in distance map of the 
boundary points. 2. Calculating the Voronoi diagram generated by the boundary 
points. 3. Using morphological thinning techniques based on erosion operations.  
Although these methods can compute skeleton for a certain object in an image, they 
are very sensitive to noise and small disturbance on boundary. 



 Image Skeletonization Based on Curve Skeleton Extraction 581 

 

In this paper, we propose a new method to calculate skeleton from 3D space in-
stead of image space which has only two dimensions. Our method started with a con-
tour of an object in an image, then we inflate this two dimensional shape to a three 
dimensional mesh, and then apply a 3D mesh curve skeleton extraction algorithm to 
this intermediate three dimension mesh model. Finally, we project the resulting 3D 
curve skeleton back to image space and we get the skeleton of the original shape or 
object in the image. The 3D curve skeleton extraction algorithm we used in this paper 
is mesh contraction method. This method is proposed by Oscar et al. [5], and can 
extract curve skeleton efficiently from a 3D mesh. One advantage of "mesh contrac-
tion" method is that it is noise insensitive. Another advantage of this curve skeleton 
extraction algorithm is that it is very fast. When applying this algorithm on a mesh, it 
would take only several iterations (about ten iterations) to convergence to a 3D curve 
skeleton which make the skeletonization interactive process. By using mesh contrac-
tion algorithm, our skeletonization method inherits these advantages. 1. Our method is 
noise insensitive. A little perturbation on shape would not change the structure of the 
resulting skeleton. 2. Our method is relatively fast because it only generates a geome-
try mesh in contrast to compute a Voronoi graph. 3. Our method preserves the topol-
ogy as well as the shape. 

2   Related Work 

In this section, we discuss relate work in two fields which are relative to our method. 
One is traditional image skeletonizing methods and the other is curve skeleton extrac-
tion of objects in 3D space. 

In image processing and computer vision, the skeleton of a region is proposed by 
Blum [13] and is defined via medial axis transformation (MAT) which is also known 
as grass fire transformation. There are three major categories of skeletonization tech-
niques to produce a skeleton representation of a certain object or region in an image. 
1. Skeleton can be extracted based on distance transforms by detecting ridges in dis-
tance map of the boundary points. [9, 22, 10, 12, 13] compute skeleton using wave 
front propagation or distance transform。2. Another way is calculating the Voronoi 
diagram generated by the boundary points [16, 23]. 3. Using morphological thinning 
techniques based on erosion operations. [3, 24, 4]. 

Although these methods can compute skeleton for a certain object in an image, 
they are very sensitive to noise and small disturbance on boundary and the resulting 
skeleton can drastically different in its structure. This becomes a serious problem in 
digital image process. Several methods have been proposed to pruning “false” 
branches that are believed to be caused by noise in the outline. [16, 22, 10] Liu and 
Geiger et al. [26, 11] proposed a method based on self-similarity of a smooth outline 
curve to stabilize the skeleton extraction. Tang et al. [25] extracts skeleton from rib-
bon like shapes based on a new wavelet function. 

In digital geometry processing, the extraction of curve skeletons from 3D models is 
a fundamental problem and is still a research challenging to find a simple and robust 
method that compute curve skeletons for 3D geometry mesh [7, 5]. Methods to extract 
curve skeleton for 3D objects can be roughly classified into two main categories, 
based on the underlying representation of 3D objects: volumetric methods and geo-
metric methods. 
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Many exist methods work on volumetric discrete representation such as voxelized 
models [17, 21, 27] or distance field function [14, 28, 6, 18]. 

Geometric method work directly on polygon meshes or point sets. There two main 
categories methods, one obtain an approximate medial surface Voronoi diagram and 
prune it to get a curve-skeleton.[1, 8, 19], The other make use of Reeb graph based 
techniques via various real value functions defined on model surface [20, 15, 2]. Re-
cently, Oscar et al. developed a simple method based on Laplacian smoothing to 
robustly extract curve skeleton [5]. Our method is mainly based on their work. We 
refer the reader to the comprehensive survey of [7] for more detailed discussion on 
curve skeleton extraction for 3D models. 

3   Overview 

The first step of our method is to transform 2D shape into a 3D mesh. In this stage, 
we apply snake algorithm to generate contour of object in source image. After we got 
contour, a two dimensional mesh will be generated within this contour. One simple 
way to generate this 2D mesh is to generate a quad grid per pixel within the contour 
and tessellate each quad grid into two triangles. This step results in a triangle mesh in 
image space. The next step is inflating it in positive and negative direction along the 
normal of image plane. Here we use an extruding function to control the process of 
extruding the 2D mesh and to control the displacement of each grid point. 2D Gaus-
sian is a good choice. We tweak the width, height of a standard 2D Gaussian to match 
the scale of the mesh which corresponded to the original shape to be skeletonized in 
the image.  

In skeleton extraction stage we adopt mesh contraction algorithm developed by 
Oscar et al. This method works on three dimensional meshes and can extract one 
dimensional curve skeleton within several contraction iterations. The process of mesh 
contraction is handled by a discrete Laplace equation. By solving this discrete Laplace 
equation we get a contracted mesh which is visually thinner than the original mesh. 
By repeating this process on to the contracted mesh several iterations we would get an 
extremely contracted 3D mesh witch look like a one dimensional curve skeleton. In 
Oscar’s method a connectivity surgery is applied to the extremely contracted 3D mesh 
to get a real 1D curve skeleton. The extremely contracted 3D mesh contain a large 
number of degenerate vertices, so we omit the connectivity surgery step and parallel 
project the resulting 3D mesh onto image plane directly. Overlapped vertices would 
be projected to same pixel, and the projected pixels in image space constitute the 
skeleton representation of the original object or shape. 

4   3D Mesh Generation 

We use snake algorithm to calculate the contour of an image object. This contour 
represent the shape of this image object, we considered the problem of skeletonizing a 
2D shape as a projection of skeleton extraction of an object in 3D space. We need to 
reconstruct the 3D geometry of the 2D image object. The reconstruction would be an 
under-constrained problem because there are many (in fact infinite) 3D shapes satisfy 
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the only constrain of exactly projecting onto the image object. Our 3D mesh genera-
tion method does not try to find a best 3D shape by introducing some prior condition 
or additional constrains. Instead, we just inflate the 2D shape using some weight func-
tion. The method is very simple: we first tessellate the 2D shape into a 2D mesh, and 
then move these mesh vertices off along the normal direction of the image plane. 

Our tessellation of an image object is applied by scanning the image object to find 
out all pixels that are lying on the contour or inside this object. These pixels form 
uniform rectangle grids if we consider the pixels as vertex and draw edges between 
one pixel and its neighbor pixels in vertical and horizon direction. This grid can be 
seemed as quadrilateral mesh and we tessellate it further by adding edges between one 
pixel and its 45o diagonal neighbor pixel. Then we get a triangle mesh of the image 
object. 

To generate a 3D triangle mesh which is ready to extraction of curve skeleton from 
it we need a closed surface mesh instead of the mesh we get so far. Our strategy is to 
clone the mesh and let these two meshes share vertices that are lying on the contour. 
By doing so, we finally get a flattened closed 3D triangle mesh. The only thing left to 
do is to inflate it to a real 3D mesh. We move vertices of the flattened 3D mesh in 
positive and negative direction along the image normal. A weighting function is used 
to control how far each vertex to move. In this paper, we select a simple strategy that 
using Gaussian as our weighting function. 

5   Curve Skeleton Extraction 

Extraction of curve-skeleton is a fundamental problem in computer graphics espe-
cially in computer animation. Mesh contraction based curve skeleton extraction con-
tract a 3D mesh to a 1D curve skeleton by applying a implicit Laplacian smoothing 
with global positional constrains. In general, Laplacian smoothing without constrain 
would smooth out all detail (as well as features which is important to skeleton extrac-
tion) and the resulting 3D mesh would converge into a single point. To preserve 
skeleton information of the original object, global positional constrains are need to 
keep features where they are.  

Laplacian smoothing is a operation that move every vertices on a mesh by solving 
discrete Laplacian equation: ' 0=LV , where L  is a n×n curvature-flow Laplace 
operator and can be written as follow: 

( , )

     if  ( , )

                if  

0                                  otherwise

ij ij ij

k

ij iki k

cot cot i j

i j

ω α β

ω
∈Ε

= + ∈Ε⎧
⎪⎪= − =⎨
⎪
⎪⎩

∑L      (1) 

Where ijα and ijβ are the opposite angles with respect to the edge ( , )i j [5]. Accord-

ing to [5], 1 2[ , ,..., ]T T T T
nδ δ δ δ= =LV  approximate the (inward) curvature-flow 

normals, and solving equation (1) means removing the normal components and so that 
contracting the mesh geometry.  As descript as above, applying Laplacian smoothing 
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without constrain would make the 3D shape to converge to a single point. So extra 
global positional constrains are add in [5]. The resulting linear system to be solved is 
written as below: 

0
'L

HH

⎡ ⎤ ⎡ ⎤
=⎢ ⎥ ⎢ ⎥
⎣ ⎦⎣ ⎦

W L
V

W VW
     (2) 

Where WL and WH are diagonal weighting matrices with respect to Laplacian smooth-
ing term and global positional constrains. The upper half of equation (2) means con-
tract the 3D mesh using Laplacian smoothing and the lower half mean retain the 
original shape. Equation (2) is over-determined and can be solve in least-squares 
sense to minimizing the quadratic energy: 

22 2 '
,'L H i i i

i

v v+ −∑W LV W  
 (3) 

Solving equation (2) or minimizing (3) we get a shrinked mesh while retain the main 
shape features compared to the original mesh. By solving equation (2) for the result 
mesh we get a more shrinked mesh and after several iterations the original mesh can 
be eventually contracted into a 1D skeleton. We refer readers to the paper [5] for 
more detail on both math and implementation information. 

The resulting 1D skeleton contains a large number of collapsed faces and degener-
ated faces, so Oscar et al. proposed two post processing step named connectivity sur-
gery and embedding refinement to get a true skeleton structure of the original 3D 
shape. In this paper, however, we only need a 1D skeleton of the generated 3D shape 
nevertheless whether it is a really 1D structure or a degenerated geometry shape. Thus 
we omit the followed steps and stop our skeleton extraction task as we find a visually 
1D curve skeleton. 

6   Projection 

Once we get a visually 1D curve skeleton (although this one is a degenerated 3D 
shape in fact), we perform a parallel projection from 3D space back to image space 
along normal of image plane. Because we didn’t perform connectivity surgery and 
embedding refinement to the contracted mesh, so the projection operations are per-
formed to all vertices of the contracted mesh (in which case the number of vertices is 
the same as original mesh).   

Location and orientation of image plane is determined by iO , n , x  and y . As il-

lustrated in Fig 1. , iO  is the origin of image plane, i.e. the left bottom corner of the 

input image.  n  is unit normal vector of image plane. x  and y  are unit vectors along 

image horizontal and vertical directions.  Let P  be a vertex on the 1D skeleton, and 

( )ip P O= −  be the vector from iO  to P , and 'p  be the projection point of P  

on image. 
 



 Image Skeletonization Based on Curve Skeleton Extraction 585 

 

Then the projection 'p  of vertex P can be achieved using equation (4): 

  where  ;α α ⋅p' = p - n = p n  (4) 

As we get projection point 'p  of P , the pixel position can be calculated as the dot 

product between projected point 'p  and axis of image plane. 

' ;       'x y= ⋅ ⋅p x = p y  (5) 

By labeling all hit pixels we finally get the skeleton of original image object. 
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Fig. 1. Project vertex back to image plane: P is a vertex of 1D skeleton of the contracted mesh, 
it is projected onto image plane and then its image coordinate is calculated with respect to 
image left-bottom corner Oi 

7   Result 

Figure 2 shows the original image with a rectangle object in it, the corresponding 3D 
mesh generated using our method and the resulting skeleton. Figure 3 shows the result 
of applying our method onto the same rectangle with two little protuberances. We can 
see that the resulting skeletons are generated correctly even when the boundary is 
disturbed. Figure 4 and Figure 5 are basically the same as figure 2 and 3, but the ob-
jects are thinner. 

 

Fig. 2. Skeletonization of a rectangle 



586 X. Hu et al. 

 

 

Fig. 3. Skeletonization of a disturbed rectangle 

 
 

 
 

Fig. 4. Skeletonization of thin rectangle Fig. 5. Skeletonization of disturbed thin 
rectangle 
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Abstract. Since there are many ampoule injection medicines, it is important to 
make their labels easily distinguishable because confusing labels may lead to 
fatal accidents caused by administering the wrong medicine by mistake. In this 
paper, we utilize Fourier series expansion and wavelet transformation to extract 
the characteristics in labels and propose an index to measure similarity that we 
feel toward ampoule labels to prevent confusion in label designs. We also 
discuss a way of parameterizing colors. 

Keywords:  Medicinal safety, Ampoule labels, Fourier analysis, Wavelet 
analysis. 

1   Introduction 

Since there are many ampoule injection medicines, it is important to make their labels 
easily distinguishable because confusing labels may lead to fatal accidents caused by 
administering the wrong medicine by mistake. However, labels tend to be similar 
because they are small and there is little freedom in their design elements. It is 
necessary to define an appearance similarity index and to warn authorities against 
approving labels that may cause confusion.  

The confusion over labels is similar to the problem of medicines having similar 
names, since this can also result in accidents caused by administering the wrong 
medicine by mistake. Tsuchiya et al. [1] proposed indices that measure the similarity 
of medicine names, such as the cosine value, which measures the angle between 
vectors whose elements denote the frequency of each letter. He also developed a 
similar name search system based on the indices. The system is actually used to 
prevent approval of medicine that has a similar name to those of existing medicines. 
However, there have been no studies on evaluating the visual similarities of packages, 
especially ampoules, of injection medicines. Nabeta and Imai et al. [2] proposed a 
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similarity index that takes account of the similarity of letters appearing in medicine 
names. 

Although the color and material of the container part can contribute to their 
similarity, in this paper, we focus on the similarity of ampoule labels because there is 
less variety in the color and material of container parts than labels and because how to 
measure similarity that we feel toward ampoule labels has not been clarified.  

In order to design a similarity index for ampoule labels, we discuss how to extract 
data that contain information of their characteristics. In this paper, we introduce two 
ways of extracting such data: Fourier series expansion and wavelet transformation.  

Fourier series expansion is useful for finding characteristics of periodic functions. 
Since the cross-section of labels forms a circle, the distribution of colors on labels can 
be regarded as an angular distribution function, which is periodic. Namely, if you deal 
with the components obtained by Fourier series expansion, it is automatically 
guaranteed that the original data is periodical. Therefore, we do not directly treat the 
original color distribution but the Fourier coefficients as the fundamental 
characteristic values to represent the angular color distribution of labels.  

We also introduce analysis that utilizes (discrete) wavelet transformation[3] instead 
of Fourier series decomposition because we can feel similarity of not only the whole 
part of each label but also the part that is within the range of view. Although Fourier 
series decomposition provides us with the characteristics data of the whole label, 
wavelet transformation shows components of the localized ‘wave’ (wavelet) in the 
target function. We expect that the similarity of the components corresponds to 
similarity in the range of view.  

We also discuss a way of parameterizing colors. Red, Green and Blue (RGB) are 
the most common color space. In this paper, we show that labels that have a wide 
white area in the background tend to have higher similarity values to any other labels. 
(Note that most labels have a white background.) We also adopt other color spaces, 
L*a*b* in order to decompose the lightness elements from the color space.  

Based on these findings, we propose an appearance similarity index of labels. We 
regard the subset of the coefficient series obtained from Fourier analysis or wavelet 
analysis as a vector, and calculate cosine values that measure the angles between each 
pair of such vectors.  

We evaluate our index by applying it to realistic ampoule labels. We calculate the 
values of our index and compare them with the answers of questionnaires asking the 
extent of similarity. 

2   Methods 

2.1   The Method Based on Fourier Series Expansion 

In general, we utilize Fourier series expansion,  

 
(1) 

in order to find the characteristics of periodic functions. In this study, we can regard 
the distribution of colors on ampoule labels as an angular distribution function along 
the cross-section of ampoules. The function is periodic since the cross-section of 

 Appearance Similarity Index for Medicinal Ampoule Labels 589 



ampoules is a circle. Based on this consideration, we treat not the original color 
distribution but the Fourier coefficients as the fundamental data.  

    Let us parameterize each pixel of a label by a set of values , where  
denotes the angle measured along the edge of a cross-section of an ampoule and  

denotes the coordinate that is along the axial direction of the ampoule. Let , , 

 denote the color component values of red, green, blue respectively at the pixel  

. If we apply Fourier series decomposition to them, we find that 

 

(2) 

We deal with the first term and the other terms separately because the first term is a 
set of the mean values of each color and the other terms contain information of the 
extent of variation from the mean values of each color. 

From now on, we assume that people feel similarity of labels based on the color 
and the display design (w/o color) printed on labels.  

As for the mean value components, the corresponding spectral density at  for 
each color is given by: 

 

(3) 

Since each of these represents the typical magnitude of each color at , we regard  

 

(4) 

as a vector whose direction indicates the tendency of color at . For the pair of drugs, 
we calculate the average similarity of colors as  

 

(5) 

where  is the length (the number of pixels) of a label in the direction of  . 

Remember that , ,  represent the magnitude of variation. We expect 
that these values contain information on display designs other than colors, such as 
lines, marks, letters and so forth. We assume that labels that have analogous patterns 
make us feel similarity even if their color is different. In order to extract the pattern 

information, we convert the color components , ,  to grayscale, based on 
the approximate expression: 

(6) 

The components of their spectral density are given as: 
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(7) 

We regard a series of these as a vector and define the average similarity of display 
patterns as follows: 

 

(8) 

Now we have two similarity indices and find the way to unify these. We 
investigated the distributions of both similarity indices calculated for the pairs of 12 
ampoule labels available in the market. The results are shown in Fig.1. 

0�

5�

10�

15�

20�

25�

30�

35�

0.
01

�
0.
04

�
0.
07

�
0.
1�

0.
13

�
0.
16

�
0.
19

�
0.
22

�
0.
25

�
0.
28

�
0.
31

�
0.
34

�
0.
37

�
0.
4�

0.
43

�
0.
46

�
0.
49

�
0.
52

�
0.
55

�
0.
58

�
0.
61

�
0.
64

�
0.
67

�
0.
7�

0.
73

�
0.
76

�
0.
79

�
0.
82

�
0.
85

�
0.
88

�
0.
91

�
0.
94

�
0.
97

� 1�

"Dist.�of�color�similarity"�

"Dist.�of�pa ern�similarity"�

 

Fig. 1. Distributions of similarity indices 

This figure tells us that the color similarity index shows unimodal distribution 
although the pattern similarity index shows multimodal distribution. This difference 
cannot be absorbed even by normalization. We focus on their rank to preserve the 

order of similarity. Let  and  denote the functions that return the rank 
counted in the ascendant order. The suffix c and p denotes the rank of color similarity 
index and pattern index, respectively. If   is the number of target ampoule labels, the 
maximum value of  is the number of the combinations of labels, namely 

. Based on these considerations, we defined the normalized unified 
similarity as: 

 

(9) 

2.2   The Method Based on Wavelet Transformation 

We also introduce analysis that utilizes (discrete) wavelet transformation instead of 
Fourier series decomposition. This is under the assumption that we feel similarity of 
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not only the whole part of each label but also the part that is within the range of view. 
Although Fourier series decomposition provides us with the characteristics data of the 
whole label, wavelet transformation shows the characteristic data of the parts covered 
by the localized ‘wave’ (wavelet) in the target function. We expect that the similarity 
of the parts corresponds to similarity in the range of view.  

Let  be a target color component function at , where . Remember 
that the colors printed on the typical labels do not change gradationally. Because of 
this, we use Haar’s mother wavelet defined as 

 

(10) 

In general,  can be decomposed as 

 

(11) 

where l is a scaling parameter and k denotes the displacement of a translation of 
Haar’s wavelet.  The function  is the step function approximation of , each 
of whose intervals has the width 2-J.  

We assume that the display printed on each 1/4 part of a label can be recognized at 
a time, and each half of 1/4 part is overlapped. Taking account of these assumptions 
and the size of letters on the labels, we approximate  as 

. 
(12) 

Let , which is equal to the average of  in the range of 

. We measure the similarity based on  and  not  

itself. We define the vector  

for . 

Although we used the RGB color model in Section 2.1, we use the L*a*b* color 
model. The value of L* represents the lightness of the color, a* represents the position 
between red and green and b* represents the position between yellow and blue. In 
fact, most labels have a white background, which is one reason why the labels 
resemble each other. The reason for using this model is that it is easy to separate the 
degree of freedom related to white, namely, lightness L*. In order to neglect this 
degree of freedom, we set  for L*.  

 
 
    Finally, we join the vectors by direct sum: 
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, 

and define the average similarity of the parts of labels as 

 

and the similarity of the whole labels as 

. 

3   Experiments 

We estimated our methods by applying them to the ampoule labels provided in the 
market. The targets were the 12 labels shown in Fig. 2. Since each of the label images 
has a different size, we adjusted the size to 157-pixel height and 256-pixel width by 
means of linear interpolation method.  

3.1   simf 

Fig.2 shows the pairs of labels and their values of similarity index  in 
descending order. The pair, Label6 and Label7, and the pair, Label8 and Label9, are 
respectively very similar designs that have the same colors. The pair, Label5 and 
Label6, and the pair, Label5 and Label8, have similar design but different colors, and 

their values of  are less than those of the above pairs. These facts are 
compatible with our intuition. 

Fig. 2. The sample labels for the experiment 
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Table 1.  for the pairs of the labels in Fig.2 

Order 
Labels Color Design w/o color

 X Y  rank rank 
1 6 7 0.9990 1 0.7165 7 0.9546 
2 8 9 0.9989 2 0.7303 6 0.9546 
3 9 12 0.9979 3 0.6328 13 0.8939 
4 5 6 0.9945 14 0.7678 4 0.8788 
5 5 8 0.9936 18 0.8004 2 0.8636 
6 9 11 0.9934 20 0.6345 12 0.8409 
7 4 9 0.9970 6 0.5717 27 0.7576 
8 8 11 0.9939 17 0.6208 17 0.75 
9 5 7 0.9919 26 0.6984 8 0.7424 
10 2 6 0.9977 4 0.5523 31 0.7424 

…
62 3 11 0.9457 61 0.5287 41 0.2424 
63 10 12 0.9874 41 0.4372 64 0.2197 
64 3 12 0.9679 56 0.5038 44 0.2121 
65 1 10 0.9835 49 0.4422 63 0.1667 
66 3 10 0.9363 63 0.4492 62 0.0682 

 

    So are the pairs that have small  values. This is also compatible with our 
intuition, since their design and color is different. 

    The pair, Label9 and Label12, also has a large value, though they can be 
intuitively recognized to be different. In detail, we can see that their base colors are 
red and that the position and size of the bar code are similar. In fact, Label12 has a 

relatively large  value with Label5, Label6, Label7, Label8 and Label9. The 
void (white) parts at their upper right are wider than the others and therefore have 

large RGB values in large areas.  The pattern of the void parts makes their  
value large. In spite of these facts, they seem to be different. This suggests that the 
contribution of the void parts is larger than the contribution of different parts between 
labels. 

3.2  

The pairs that have high  value are the combinations of Label5, Label6, 
Label7, Label8 and Label9. It is easy to see that the results reflect the difference of 
design such as the width of colored stripes with standard units (e.g. 1% 20 mg/2 ml) 
rather than their colors. We consider that this comes from the characteristics of the 
multi-resolution analysis (MRA) based on Haar’s wavelets, since MRA measures the 
scale of the stripe width.  
    The exception is the pair, Label1 and Label2. It is notable that the letters in the 
right half of Label1 are printed only in black and the right half of Label2 has a similar 
layout of letters apart from their color (blue). We should remember that black and 
white have only L* values (namely a* and b* are zero) and that blue color has a non-
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zero L* value. Since we defined the similarity based on an inner product of the 

vectors , and since  and  for the right half of Label1, if the 

vectors  for the two labels are almost parallel, has a large value. This 
condition means that the labels have a similar design.  
    In this experiment, the average of  for the pair, Label5 and Label10, was 

maximized to be 0.1951 when the parameter  was 1. Although both of these have 
similar green parts, the positions where green parts exist in the labels have minor 
deviation.  The result k=1 indicates that shifting Label10 to the left as much as 
256/8=32  pixels makes the labels look most similar. 

Table 2.  for the pairs of the labels in Fig.2 

Order 
Labels

 X Y
1 5 6 0.4250
2 6 8 0.4198
3 7 9 0.4070
4 5 8 0.3715
5 6 9 0.3192
6 8 9 0.2803
7 1 2 0.2471
8 5 9 0.2283
9 7 8 0.2235

10 6 7 0.2076

…

62 2 5 0.02837
63 1 10 0.01114
64 3 7 0.006361
65 2 8 0.004041
66 4 7 0.000142

3.3  Comparison of  and  with the esults of a uestionnaire urvey 

We conducted a questionnaire survey to compare our similarity indices with the 
subjective estimation of similarities answered by respondents. We presented two pairs 
of labels to respondents and asked them to answer which pair was more similar than 
the other. 

The respondents were 10 university students. 

    For both  and , the pair that has a higher similarity value is more 
selected by respondents than the other in about 72% of cases (8 cases out of 11 cases). 
Especially for the cases that a pair has  the other has , 
more than 90% of respondents tended to answer that the former pair is similar. This 
suggests that our similarity indices tend to coincide with the similarity felt by humans. 

R SQ
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    As we explained, the void part in the background of labels tends to enlarge the 

value of . The result suggests that this holds for Case 2, Case 3 and Case 4.  
    As for , Label3 tends to have large values with other labels as is seen in 
Case 6 and Case 8. This is because  ignores the brightness/darkness of the 
background and tends to focus on the design rather than colors. This can cause a high 
value of   even though the background color is different.   
   These facts suggest that the key is how to deal with bulk (background) colors of 
labels and reflect them in similarity indices. 

Table 3. Comparison of  and  with the results of the questionnaire 

Case 
Combination A Combination B 

labels  #res labels  #res 
1 2,6 0.75 0.063 6 7,11 0.58 0.041 4 
2 2,6 0.75 0.063 1 5,10 0.55 0.20 9 
3 1,8 0.58 0.035 7 9,12 0.89 0.11 3 
4 9,11 0.77 0.039 2 4,10 0.59 0.16 8 
5 4,7 0.40 0.00014 4 5,11 0.64 0.039 6 
6 3,8 0.45 0.081 1 1,12 0.51 0.056 9 
7 2,7 0.62 0.068 2 7,8 0.64 0.22 8 
8 4,9 0.77 0.082 9 3,6 0.36 0.11 1 
9 4,12 0.56 0.096 1 6,8 0.72 0.42 9 

10 9,12 0.89 0.11 10 4,5 0.41 0.072 0 
11 2,10 0.41 0.034 1 5,6 0.88 0.43 9 

 

4   Conclusion 

In order to design a similarity index for ampoule labels, we discussed how to extract 
data that contain the information of their characteristics. In this paper, we introduced 
methods based on Fourier series expansion and wavelet transformation.  
    As for Fourier series expansion, we separately dealt with the constant component 
and other components. This is because the constant term is a set of the mean values of 
each color and the other terms contain information of the extent of variation from the 
mean values of each color. We defined a similarity index for each of these 
components and combined them by means of their ranks in order to absorb the 
difference of their distribution.  
    We also introduced analysis that utilizes wavelet transformation based on Haar’s 
wavelet in order to estimate similarity of not only the whole part of each label but also 
its part that is within the range of view. We defined a similarity index based on the 
cosine given by the inner product of the vectors whose elements are wavelet 
coefficients. 
    We also discussed the color parameterization. For Fourier analysis, we used the 
RGB color system, which is the most commonly used. In this paper, for the wavelet 
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analysis, we also adopted L*a*b* in order to decompose the lightness elements from 
the color space.  
    We evaluated our methods by applying them to the ampoule labels provided in the 
market and compared the obtained similarity index values with the subjective 
estimation of similarities responded by examinees.  
    For both similarity indices, the pair that has a higher similarity value is more 
selected by respondents than the other in about 72% of cases (8 cases out of 11 cases). 
    The void part in the background of labels tends to enlarge the value of the 
similarity index based on Fourier series decomposition. The similarity index based on 
our wavelet analysis ignores the brightness/darkness of the background and tends to 
focus on the design rather than colors. These facts suggest that the key is how to deal 
with bulk (background) colors of labels to reflect them in similarity indices. 
    In the next step, we will propose a method of dealing with the background color of 
labels. It is not straightforward, since white background color is too common to be the 
characteristic of labels though the other background color is sensitively recognized to 
be a characteristic. 
    Although we ignored the color, size and material of the container part of ampoules, 
they can have a large impact on similarity. In the future, we will combine their 
contributions with our method. 
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Abstract. In this paper, a novel parallel data clustering algorithm based on 
artificial immune network aiNet is proposed to improve its efficiency. In 
consideration of the restrictions of GPU, we carefully designed the data structure, 
algorithm flow and memory allocation strategy of the parallel algorithm and 
realized it using NVIDIA’s CUDA framework. During the implementation, in 
order to fully explore its implicit parallelism, we allocated threads on GPU that 
represent the network cells of aiNet, and modified this algorithm to let those 
thread operations parallel during the clustering process. We calculated the 
affinity parallel, combined the random numbers with the local search algorithm 
to select the first n cell parallel, and did the network suppression parallel. 
Experimental results show that certain speedup can be obtained by using the 
proposed method. 

Keywords: artificial immune network, aiNet, clustering, parallel, GPU. 

1   Introduction 

Artificial immune systems have drawn much attention in recent years. Many interesting 
algorithmic solutions were proposed in some fields, such as clustering or classification 
[1][2] in data mining, intrusion detection of network [3], optimization [4] and etc. 
Clustering is an unsupervised classification, which is very useful for data analysis 
[5][6]. The most popular algorithm for data clustering is K-Means [7]. Though the 
speed of K-Means is usually very fast, a main drawback of it is that it needs to know the 
cluster number previously and the result is sensitive to the initial center. In contrast, the 
artificial immune network clustering is a dynamic clustering algorithm, which means 
that it can get the clustering number in the analysis process. However, the efficiency of 
it is lower, and this is because that there are too many calculation steps during the 
process. The objective of our study is to parallel the aiNet (one of artificial immune 
network clustering) to improve its efficiency. As we known, the biological immune 
system is obviously a parallel system to protect the vertebrate’s organisms, that’s to 
say, the algorithm that simulates it has inherent parallelization and can be explored. 
Graphic Processing Unit (GPU) is a highly parallel multithread and multi-core 
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processor originally designed for accelerating 3D rendering in graphic applications, 
where need paralleling data processing for speed. It has emerging as one of the most 
powerful and common parallel processing devices, we also choose it as our parallel 
tool.  

The paper is organized as follows. In section 2, artificial immune network algorithm 
used in data clustering is introduced, and time complexity analysis is also given. In 
section 3, we describe the relevant architectural features of GPU and Compute Unified 
Device Architecture (CUDA) framework. The Implementation of the parallel 
algorithms using CUDA framework on GPU is proposed. Section 4 shows the 
empirical results obtained. Section 5 concludes this paper and gives some guidelines for 
the future work. 

2   The aiNet Algorithm 

Since the immune network theory had been proposed by Jerne in 1974 [8] and the 
colonel selection and affinity maturation algorithms proposed by Burent in 1987 [9], 
there are several useful principles which can be simulated in engineering research were 
emerged in human immune system. The two main principles of which are as follows. 
One is the colonel selection principle [10], which explains how the immune system 
recognizes and reacts to antigen(Ag). The second is the immune network theory[8], 
which hypothesis a new view point of lymphocyte activities, memory cells, internal 
images, antigen, antibody(Ab), size control, affinity, etc. In this paper, we choose the 
aiNet [1] algorithm to parallel for data clustering, which is based on the theory of 
artificial immune network .  

The aiNet algorithm was proposed by De Castro in 2000 and has been described 
detailed in reference [1]. However, in order to find out which part of this algorithm 
could be paralleled to improve its efficiency, we find out the most time-consuming 
processes of the aiNet algorithm and try to execute them parallel. Firstly, In each 
iteration process, all network cells do the same thing to the antigen presented when 
calculate affinity, so the time consumed in those steps should be the time one network 
cell consumed multiply by the size of the network. Secondly, in the selection process, 
the time of selecting the first N cells takes no less than o(N כ log (N)). Thirdly, in 
network suppression process or clone suppression process, similarity between memory 
cells is measured, and this step takes no less thano(N_Sizeଶ) (N_Size is the size of the 
network), which are very time-consuming especially when the N_Size is rather large.  

3   The Parallel Algorithm 

3.1   Data Structure and the Flowchart 

Parallel technology has been widely used in various algorithms to improve the 
efficiency [11][12][13]. GPU is a highly parallel multithread and multiprocessors 
which is excellent at floating point operation and parallel computing. It is very 
appropriate to solve problems that can be expressed as data-parallel, as the same 
instructions are executed for each data element. There are some other algorithms have 
been paralleled by researchers, such as the clone selection [14], resource limited 
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artificial immune system [15], and Genetic Algorithm have been carried out on GPU 
[16]. However, those algorithms are mainly based on the colonel selection principle 
[10], and our work in this paper is to parallel the immune network system for data 
clustering based on immune network theory [8]. 

 

Fig. 1. Flow chart of the proposed algorithm 

To implement our parallel algorithm on GPU, we first design the data structure, 
which takes shape logically in form of a two-dimensional grid plane and is allocated 
linear storage in shared memory of GPU. A grid of it represents a cell and has four 
fields: Ab, Affinity, Is_Deleted, Is_HillClimbing. The Ab represents the vector of 
length n, which is the measurement of the antigen, and it represents the data 
information that needs for clustering in the real world. The Affinity is a float data which 
store the affinity value of the cell with the other cells. Is_Deleted indicates whether this 
cell has been deleted from the network. Is_HillClimbing represents whether we will 
execute hill climbing process with the cell. More details will be introduced in the 
following sections. Firstly, we distribute network cells on shared memory and allocate 
memory on GPU. Then, in each iteration process, for the antigen presents serially to the 
network, we start the immune response where threads are running parallel. Finally, the 
network will be rebuilt and the iteration process will be continued. The whole 
algorithm we proposed briefly works as Fig. 1. 
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We use the random numbers for the data initialization which are generated by a 
Kernel introduced in 3.4, and the immune network response process which contains 
two other kernels will be presented in 3.2 in detail. 

3.2   Immune Network Response 

The general flow has been introduced in the last section. In this section, more details of 
immune network response are introduced, which are shown in Fig.2.  

 

Fig. 2. Immune Response Flowchart 

Corresponding to the Fig.2, for the antigen present serially, algorithm we proposed 
works as follows in detail.  

• carry out the step 1 and step 2. 
o Step1: Execute the Select and Clone Kernel: calculate its affinity to all 

the network cells and select the n highest ones, then clone and mutate 
them. The higher the affinity, the larger the clone size is. 

o Step2: Carry out Memory Cells Generate Kernel, which recalculates the 
affinity of the selected cells by step1 with the antigen presented and 
eliminate those inferior to the threshold δୢ. And reselect the ξ% most 
improved cells sorted by affinity. This is also being executed on GPU 
parallel. Then, execute the clone suppression during which eliminate 
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those cells whose affinity (Ab-Ab) is inferior to threshold. The memory 
cells generated are put in memory network. 

• Combine the memory cells with the network cells, and execute the Network 
Suppression Kernel: calculate the whole network inter-cell affinities and eliminate 
those cells whose affinity with each other is inferior to a given thresholdδୱ; Replace 
the whose individuals by novel randomly generated ones; 

Among the implementation, one of the most challenges is the memory allocation. 
Firstly, memories are allocated with the size of the network cells on shared memory of 
GPU to initialize our algorithm; also we allocate some more memories for 
amplification as after the outer iteration the size of the network will increase. However, 
the max size is the sum of the initial network size added with the size of Memory 
Network Cell. For the Clone Network, the max size is equal to the Clone Number 
Multiplier (a pre-set number) multiplied by the number of threads selected to execute 
the hill climbing algorithm. 

There is also a Network Suppression Kernel like the Clone Suppression Kernel, 
which is executed after the antigens all have been represented once. For each antigen, 
the whole network response to it parallel, each thread calculates the affinity, then, 
judged by itself whether started the local search, and the Is_HillClimbing is set before 
current iteration started. Euclidean distance is used to calculate the affinity between Ag 
and Ab or between Ab and Ab.  

3.3   Generation of Random Number 

The CUDA haven’t provided any Random number generator. Here we use the example 
named MersenneTwister provided by the SDK of CUDA, and the example is based on 
the algorithm proposed by Makoto Matsumoto and Takuji Nishimura. We need random 
numbers in the following process: Firstly, we initialize the network cells with the 
random numbers, which is equal with: N_Network_Size (the size of the network). 
Secondly, when we decide which thread will continue with the hill climbing local 
search, some random numbers are also needed, which are transformed into the 
subscript of the network cells and thread. 

             ξ כ ∑ afϐinity୧ כ CloneMultiple.୒_ୗୣ୪ୣୡ୲ୣୢ୧                  (1) 
What’s more, we need to carry out the local search twice during the total process. In the 
first search, the numbers we need is N_Selected (a pre-set number). In the second 
search, the numbers we need is calculated as formula (1). We select ξ% higher affinity 
cells and clone them. The number of clone size is equal with the value of affinity 
multiple by CloneMultiple (a pre-set value). Thirdly, when we rebuild the network, we 
need random numbers to replace the weakest ones in every interaction, and the number 
of random numbers we needed are N_Network_Size. 

The total max number of random we need is as formula (2).  
As the afϐinityi of each selected cells is not same, it cause that the Nୖୟ୬ୢ୭୫ is not a 

certain data. However, we use afϐinitymax which is the max affinity value among 
those cells instead of different afϐinityi  to get a certain Nୖୟ୬ୢ୭୫ . This generated 
process is executed once at the start of iteration. 
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Nୖୟ୬ୢ୭୫ ൌ N୒ୣ୲୵୭୰୩౏౟౰౛ ൅ Nୗୣ୪ୣୡ୲ୣୢ ൅ ξ% כ ∑ afϐinity୧ ୒_ୗୣ୪ୣୡ୲ୣୢ୧CloneMultipleכ ൅ N_Network_Size. 

 

(2) 

3.4   Parallel Local Search 

In the proposed algorithm, we use the hill climbing to search the first n affinity cells. To 
make the program continuous and avoid switch threads, we use random numbers to 
decide which thread will execute this process. If the thread starts, it firstly selects the 
one with the highest affinity from its four sides in the data structure: left, right, up, 
down. Then if the affinity of the center cell where the thread start is larger than the other 
four, the thread will terminate. Otherwise, the highest one will be the center and 
continue the same operation. In this process, in order to avoid that all the threads get 
one highest cell but the n (N_Selected) first, the number of iterations 
(ITER_HillClimbing) is set a certain value based on the ratio of n and total network 
cells number. The left part of Fig.3 has shown a thread that carries out local search of 
the hill climbing. If the ITER_HillClimbing we set was small, it would only search for 
a smaller scope, such as in our grid data structure. If we set ITER_HillClimbing to 
three, most eleven grids we could search are around the center blue cell. As the right 
part of Fig.3 shown, the empty grids represent there are no cells generated or have been 
deleted, we will take c as the below cells of A. If we first get a center with B, we will 
also search its four sides, and then we get b in the first iteration, and then start the next 
iteration from the center of b. 

 

Fig. 3. The instruction of the Hill Climbing Local Search 

In our implementation, after we selected the first n cells using the proposed methods 
in Clone and Mutation Kernel, the clone and mutation would start. In Memory Cells 
Local Search Kernel of our algorithm, we follow it by the implementation of 
eliminating those cells whose affinity is inferior to the given threshold. 
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3.5   Clone Suppression and Network Suppression 

In the two suppression processes (clone suppression and network suppression), we 
need to calculate the affinity between the network cells. Based on the data structure we 
proposed, the calculation of Ab to all other Ab started. In this progress, we just need to 
judge if it satisfied the certain threshold and needn’t save the calculation result. If it is 
inferior to threshold, the Is_Deleted flag is set to one, and then stop the calculation with 
the remaining cells, which means that it has been deleted from the network. The time 
complexity of this method is o (n), because one Ab need to compute with all other 
network cells once. We provide the flowchart in Fig.4, which has some detailed design 
as follows. The program judged the Is_Deleted at first to avoid the unnecessary 
calculation. If the Is_Deleted attribute has been set to one, this calculation will be 
canceled. The setting of this flag uses the atomic operation, that is to say, the data can 
be operated only by one thread at a time. Therefore, this mechanism also insures that 
we will not delete both the two Abs whose affinity between them is below the 
threshold.  

 

Fig. 4. The Flowchart of the Suppression 

4   Experimental Results 

A PC was used for execution and performance analysis: AIUS with Intel CPU i5 480 
2.63 GHz processor, NVIDIA GeForce GT 425M. The applications presented in this 
paper were implemented on it. The CUDA timer functions are used to compute the time 
consumed by each operation. The speedup was evaluated in two experiments. The 
objective of first experiment is to test the speedup of different scales of records. And the 
second experiment shows that whether different number of antibodies influence the 
speedup.  

In the first experiment, the data sets had 1000, 10,000, 100,000 records respectively, 
and each record set has three subsets, in which the record has two, four and eight 
attributes respectively. The antibody of our network is set to be 512 threads in one grid. 
From the Fig.5, we can see speedups for different number of clusters respectively of our 
result at the given number of threads. This speedup we got is due to that all the network 
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parallel work could be done to improve the efficiency. We implemented our parallel 
immune network algorithm on GPU. The three kernels we had designed in section 3 
executed on GPU to do the main task of data clustering. During the whole process, 
some skills were designed because we tried to make sure that the thread executed 
frequently to get higher speedup. For example, we combined the random numbers with 
the hill climbing algorithm as our local search method for the first n higher affinity 
cells; we carried out the network suppression in parallel introduced in section 3.6; we 
generated enough random numbers before the iteration process to make our algorithm 
high efficiency. The experiment result shows that the algorithm proposed have 
achieved about 10 times speedup than the original algorithm with the parallel 
technology.  

It is noticed that the flow of the algorithm is relative complexity. Therefore, in the 
future work, we will try to optimize memory allocation and simplify the algorithm to 
make it more proper for practical using. 
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Abstract. Some distinctive mouth shapes are formed when Japanese words and 
phrases are uttered. Because people who have acquired a skill of Japanese lip-
reading know these characteristics, they can read lips movement. To realize the 
machine lip-reading, we propose a method which detects the distinctive mouth 
shapes from Japanese-speaking images based on their techniques. We define six 
mouth shapes as the distinctive mouth shapes, and the mouth shape images are 
used as template images. To detect the mouth shapes in utterance images, 
template matching is applied. Waveforms of similarity which are calculated by 
the template matching show some characteristic forms. Thus, we detect the 
mouth shapes from the waveforms. We carry out some experiments using 
Japanese words, and confirm effectiveness of the proposed method from the 
results. 

Keywords: Lip-reading, Japanese phoneme, Template matching. 

1   Introduction 

Lip-reading is one of the important communication means for hearing-impaired 
people. In the lip-reading, a content of utterance is understood by movement of 
speaker’s lips, etc. In recent years, some researches for realizing the lip-reading with 
information processing technologies have been pursued. This is called “machine lip-
reading”. It is used as a complementary technology to improve speech recognition, 
and the research of lip-reading for supporting communication with the hearing-
impaired people is being pursued. 

Generally, in the machine lip-reading, several images (frame images) of the lips 
region are taken using a camera or similar devices during a speaker is uttering. Digital 
image processing is performed on the frame images, and features about changes in 
mouth shape and movement of lips are calculated during an utterance. For example, a 
method which uses optical flow generates the features from velocity vectors[1]. A 
method which uses mouth shape changes generates the features from aspect ratio of 
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the lips region[2,3]. In addition, a method which uses images of the lips region 
generates the features from the images by template matching[4]. 

On the other hand, we found that people who have acquired a skill of lip-reading 
(“lip-reading skill holder” is used hereafter) stare at the mouth shape of speakers 
when reading lips. In addition, some distinctive mouth shapes are formed 
intermittently when uttering Japanese phones1. 

Thus, as the first step for realizing the machine lip-reading by modeling the lip-
reading skill holder, we proposed a method in which knowledge of the lip-reading 
skill holders is logically materialized and the distinctive mouth shapes are processed 
using computers[5]. In this proposal, we defined six mouth shapes as “Basic Mouth 
Shape” (BaMS), and they are  /a/, /i/, /u/, /e/, /o/ and closed mouth. In addition, there 
are some specific phones in which the formed mouth shape is different from the 
mouth shape of the vowel. We defined these mouth shapes of the specific phones as 
“Beginning Mouth Shape” (BeMS). For example, a closed mouth which is formed 
when we utter “ma” or “pa” is one of the BeMS. We defined the mouth shapes that 
are same as the mouth shapes of the vowel as “End Mouth Shape” (EMS). 

After that, we defined some codes for each mouth shape of the BaMS as “Mouth 
Shape Code” (hereinafter called MS Code). We also proposed an expression method 
of the BaMS using the MS Code. Because the BaMS are formed sequentially when 
we utter arbitrary words, we defined an expression of the sequence of the BaMS using 
the MS Code as “Mouth Shapes Sequence Code” (MSSC). Furthermore, we defined 
the mouth shape patterns of all Japanese phones using the MS Code. We call the 
mouth shape patterns of the MS Code “Phone Code”. As the result, it is possible to 
convert words to the MSSC[5]. 

We consider that it is possible to read lips if the BaMS are detected from Japanese-
speaking images. We propose a detection method of the BaMS from Japanese-
speaking images. To detect them, we adopt template matching which assumes the 
BaMS to the template images. 

2   Detection of the Basic Mouth Shape 

As for the movement of the mouth shape, it is a repetition of changes from a certain 
BaMS to another BaMS when Japanese is uttered[6]. Similarity for each BaMS is 
calculated by the template matching. On the waveforms of the similarity, a partial 
waveform is flat in the term in which the EMS is formed, and a partial waveform 
forms convex in case of the BeMS[7]. These characteristics of the waveform are 
utilized to detect the BaMS. The BaMS is defined as (1), and each symbol expresses 
mouth shape /a/, /i/, /u/, /e/, /o/ and closed mouth, respectively. The BeMS is defined 
as (2), and the EMS is defined as (3)[5]. 

BaMS = A, I,U, E,O, X{ }                              
(1) 

BeMS = I,U, X{ }                                   
(2) 

EMS = A, I,U, E,O, X{ }                               
(3) 

                                                           
1  The length of voice equivalent of one short syllable is called “mora”, and the voice is called 

“phone”. 
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2.1   Detection Method of the End Mouth Shape 

As mentioned above, the partial waveform is flat during the EMS is formed. Here, the 
similarity of the n -th frame and the mouth shape m ∈ EMS( )  is expressed as 

R m, n( ) . Therefore, if (4) is satisfied for ∀m , the n -th frame is assumed “EMS 

frame” ( TH  is a threshold of the similarity). For all frames speaking Japanese, it is 
determined whether each frame is the ESM frame or not.. Accordingly, it is able to 
divide an utterance term between the “EMS terms” and the others, and we call the 
latter term “BeMS term”. 

ΔR m, n( ) ≤ TH                                (4) 

ΔR m, n( ) = R m, n( ) − R m, n −1( )                        (5) 

2.2   Detection Method of the Beginning Mouth Shape 

The BeMS are not mouth shapes formed by all means unlike the EMS2. Therefore an 
idea is necessary to detect the BeMS. We know that a partical convex waveform is 
formed when the BeMS is formed from our previous study[7], and the mouth shapes 
are detected using this characteristic. 

At first, each similarity is analyzed in the BeMS term. In a term 
na ≤ n ≤ nb na < nb( )  (see Fig. 1) in which (6) is satisfied, if (7) or nb − na > NF  is 

satisfied, the waveform in the term is considered as an upward slant to the right. Here, 
D  and NF  are thresholds of the similarity and number of the frames, respectively. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The convex waveform which is formed when the BeMS is formed 

ΔR m, n( ) > TH                                (6) 

ΔR m, n( )
n

∑ ≥ D                               (7) 

                                                           
2  A phone which is uttered without the BeMS is called “Simple Mouth Shape Phone”, and a 

phone which is uttered with the BeMS is called “Couple Mouth Shapes Phone”. 
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Next, in a term nc ≤ n ≤ nd nb < nc < nd( )  in which (8) is satisfied, if (7) or 

nd − nc > NF  is satisfied, the waveform in the term is considered as a downward-

sloping. 

ΔR m, n( ) < −TH                                  (8) 

Finaly, if (4) and nc − nb ≤ NP  are satisfied in a term nb ≤ n ≤ nc −1 , it is 

considered to be formed a BeMS between the na -th frame and the nd -th frame from 

the waveform. Here, NP  is a threshold of number of the frames. 

These processes are applied for each mouth shape of the BeMS, and peak value 
RP m( )  is calculated by (9). The RP m( )  is used for detection of the BeMS. 

 

RP m( ) = max R m, nb( ), R m, nb +1( ),L, R m, nc −1( )( )                 (9) 

3   Experiment for the Detection of the Basic Mouth Shape 

To evaluate the method we proposed, we carry out some experiments to detect the 
BeMS and the EMS. The experiment contents are as follows: 

1. Detecting the EMS from words that are composed by the Simple Mouth Shape 
Phone. 

2. Detecting the BeMS from simple words that are composed by the Couple Mouth 
Shapes Phone. 

3. Detecting the BaMS from words 

Configuration of equipment carrying out the experiments is shown in Fig. 2. 
Images around mouth of a subject are taken with a digital video camera (hereinafter 
called DV camera), and the images are transferred to a PC. 

 
 
 
 
 
 
 

Fig. 2. Configuration of the experiments 

During the experiments, distance between the DV camera and the mouth of subject 
are kept constantly, and the subject utters without moving head. Because the size of 
mouth is kept constantly and the horizontal and vertical movement of mouth is 
minimized. Before detecting the mouth shapes, the BaMS images which are used for 
the template are taken (see Fig. 3). In this experiment, the size of the frame images is 
assumed 640 ×480 pixels, and the size of the template images is trimmed to 495 ×375 

Subject 

DV camera A/D converter 

PC 
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pixels. When the template matching is performed, the images are converted into gray-
scale images, and normalized cross-correlation is applied. The thresholds of constant 
to detect the BeMS and EMS are shown in Table 1. The first mouth shape and the last 
mouth shape of an utterance are assumed the closed mouth, and these two mouth 
shapes are not targeted for the detection. 

 
 
 
 
 
 

Fig. 3. Template images 

Table 1. The thresholds of constant 

TH  D  NF  NP  

0.02 0.06 3 4 

3.1   Detection of the End Mouth Shape 

The words used in this experiment are shown in Table 2. Each word is uttered five 
times. From the mouth shapes for which the averages of the similarity are greater than 
0.6, up to two EMS having the highest and the second value are selected. In the selected 
BaMS, it is decided whether the EMS which should be detected is included or not. 

Table 2. Test words and its MSSC to detect the EMS 

# Words (Japanese syllabary) MSSC 
1 ATSUGI -A-U-I 
2 KOPPU -O-X-U 
3 KOKESHI -O-E-I 
4 ENPITSU -E-X-I-U 
5 KONPAIRU -O-X-A-I-U 

 
The detection rates of EMS are shown in Table 3. The detection rates of each EMS 

which is included in the MSSC are shown in the column of “Detection rates”, and the 
column of “As the highest similarity” shows the detection rates of the EMS which is 
detected as the highest average similarity. As a whole, the average detection rate of 
the EMS which was included in the two selected BaMS was 98.9%, and the rate 
which was detected the EMS as the highest similarity was 95.6%. We consider that 
these results are satisfactory. An example of the waveforms of the similarity is shown 
in Fig. 4. The horizontal axis of the chart shows the frame number, and the vertical 
axis shows the similarity R . The range of R  is between -1.0 and 1.0, and 1.0 shows 
the best similarity. In addition, vertical lines in the chart separate the BeMS term and 
the EMS term. The ESM terms are shown with an arrow, and the previous terms are 
the BeMS term. 

    A      I      U     E     O      X  
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Table 3. Detection rates of the EMS 

# Words Detection rates As the highest similarity 
1 ATSUGI 100.0% 100.0% 
2 KOPPU 100.0% 100.0% 
3 KOKESHI 100.0% 93.3% 
4 ENPITSU 100.0% 95.0% 
5 KONPAIRU 96.0% 92.0% 
 Average 98.9% 95.6% 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Waveforms of the similarity about the test word “KONPAIRU” 

3.2   Detection of the Beginning Mouth Shape 

We choose simple words that are composed with two phones because detection of the 
BeMS is the purpose in this experiment. The test words are shown in Table 4. Same 
as the experiment of the EMS, the BeMS are detected from five utterances. 

Table 4. Test words and its MSSC to detect the BeMS 

# Words (Japanese syllabary) MSSC # Words (Japanese syllabary) MSSC 
1 ASA -AIA 6 ASE -AIE 
2 NIWA -IUA 7 UME -UXE 
3 UMA -UXA 8 ASO -AUO 
4 KAMI -AXI 9 IMO -IXO 

5 GAMU -AXU    
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The detection rates of the BeMS are shown in Table 5. As a whole, the detection 
rate of the BeMS was 93.3%, and the rate which was detected the BeMS as the 
highest peak value RP  was 88.9% (the column of “As the highest similarity”). We 

also consider that these results are satisfactory. An example of the chart is shown in 
Fig. 5. In the BaMS term which is shown with an arrow, the waveform of X  forms 
convex. As a result, X  is detected. 

Table 5. Detection rates of the BeMS 

# Words Detection rates As the highest similarity 
1 ASA 100.0% 100.0% 
2 NIWA 100.0% 100.0% 
3 UMA 100.0% 80.0% 
4 KAMI 80.0% 80.0% 
5 GAMU 100.0% 100.0% 
6 ASE 100.0% 100.0% 
7 UME 100.0% 80.0% 
8 ASO 60.0% 60.0% 
9 IMO 100.0% 100.0% 
 Average 93.3% 88.9% 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Waveforms of the similarity about the test word “UMA” 

3.3   Detection of the Basic Mouth Shape 

The test words are shown in Table 6. Same as the previous experiments, the BaMS 
are detected from five utterances. Each detection rate is shown in Table 7. “Detection 
rates” shows the detection including the BeMS and the EMS, and the column of 
“False detection rates” shows the detection rate of the wrong BeMS which is not 
formed in the term. The detection rates were uneven, but the average detection rate of 
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the BaMS was 75.6%as a whole. The average detection rate of the BeMS was 67.3%, 
and the average detection rate of the EMS was 79.4%. These results are lower than 
the previous results. On the other hand, the false detection rate was 4.0%. Besides, the 
detection rate was 0.0% in some words. An example of the chart is shown in Fig. 6. 

Table 6. Test words and its MSSC to detect the BaMS and the EMS 

# Words (Japanese syllabary) MSSC 
1 KATATSUMURI -AIA-UXU-I 
2 KAWAKUDARI -AUA-UIA-I 
3 KAMISHIBAI -AXIXA-I 
4 ASESUMENTO -AIE-UXE-IUO 
5 SUPOTTORAITO -UXO-U-OIA-IUO 

Table 7. Detection rates of the BaMS 

# Words Detection 
rates 

Detection 
rates of BeMS 

Detection 
rates of EMS 

False detection 
rates 

1 KATATSUMURI 68.6% 100.0% 56.0% 13.3% 
2 KAWAKUDARI 85.7% 50.0% 100.0% 0.0% 
3 KAMISHIBAI 100.0% 100.0% 100.0% 0.0% 
4 ASESUMENTO 68.9% 53.3% 76.7% 6.7% 
5 SUPOTTORAITO 55.0% 33.3% 64.3% 0.0% 
 Average 75.6% 67.3% 79.4% 4.0% 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 6. Waveforms of the similarity about the test word “KAMISHIBAI” 
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We consider the cause that the detection rates of the BeMS and the EMS lowered. 
The underscored MS Code of the BaMS which have low detection rates are shown in 
Table 8. As a result, it may be said that the detection rates lower about I  and U . 
However, all I  and U  are not low. As a result of analysis, we recognized two 
cases. 

Table 8. The BaMS of low detection rate 

# Words MSSC 
1 KATATSUMURI -AIA-UXU-I 
2 KAWAKUDARI -AUA-UIA-I 
3 KAMISHIBAI -AXIXA-I 
4 ASESUMENTO -AIE-UXE-IUO 
5 SUPOTTORAITO -UXO-U-OIA-IUO 

 
Firstly, there are two mouth shape images about only U . One is an image in which 

teeth appear, the other is an image in which teeth do not appear. When we utter 
phones such as “SU”, “TSU” or “NU”, the teeth appear in the image. For this reason, 
we consider that the detection ratio falls. 

Secondly, in the case the mouth shape of the BeMS is similar to the next mouth 
shape of the EMS, it is difficult to detect the BeMS. For example, it is difficult to 
detect U  of the BeMS such as “SO” or “TO”, because the mouth shapes of U  and 
O  are similar. So, we have to consider the solution to these problems. 

4   Conclusion 

In this paper, we proposed a method which detects the BaMS from Japanese-speaking 
images. We adopt template matching to detect the BaMS, and the similarities were 
calculated. From the previous study, we confirmed that the waveforms of the 
similarity formed unique form when the BeMS and the EMS are formed. So, we paid 
attention to these characteristics and were able to detect the BaMS. We confirmed that 
the proposal method was effective from the experiments. At the same time, we also 
recognized some mouth shape patterns that were difficult to detect the BaMS. We 
have to review the solution to the problems, and it is necessary to improve the 
detection accuracy in future. 
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Abstract. Image recognition systems require large image data sets for the 
training process. The annotation of such data sets through users requires a lot of 
time and effort, and thereby presents the bottleneck in the development of 
recognition systems. In order to simplify the creation of image recognition 
systems it is necessary to develop interaction concepts for optimizing the 
usability of labeling systems. Semi-automatic approaches are capable of solving 
the labeling task by clustering the image data unsupervised and presenting this 
ordered set to a user for manual labeling. A labeling interface based on self-
organizing maps (SOM) was developed and its usability was investigated in an 
extensive user study with 24 participants. The evaluation showed that SOM-
based visualizations are suitable for speeding up the labeling process and 
simplifying the task for users. Based on the results of the user study, further 
concepts were developed to improve the usability. 

Keywords: Self-organizing map, SOM, user study, image labeling, ground 
truth data. 

1   Introduction 

The importance of image recognition systems increases with the ubiquity of webcams 
and camera phones. However, the extensive development of image recognition 
systems for non-industrial purposes fails due to time and cost. One important factor is 
the labeling (or annotation) of the training images. Labeling the image data is 
necessary for building a ground truth data set on which the classifier for a specific 
recognition system can be trained. Since correctness in the ground truth data is crucial 
for the recognition rate, labeling has to be performed manually. Since image 
recognition systems need large amounts of images to cover the appearance space in 
all its details (variances in lighting, rotation, occlusion ...) it takes a lot of effort to 
assign correct labels to all images. 
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Conquering the complexity of labeling large image data sets is possible by using a 
semi-automatic approach. Here, the image labeling is not performed manually on the 
individual images, but instead features are used for clustering the image data 
unsupervised. A resulting cluster represents similar images and can be labeled by the 
user in one go. The labeling itself is still performed manually, since an unsupervised 
clustering may result in heterogeneous clusters, i.e. clusters containing errors. 
However, the necessary interaction can be dramatically reduced. 

We implemented a semi-automatic approach, using a self-organizing map (SOM) 
to cluster image data. Based on this system we developed concepts for investigating 
and labeling the clustered image data set. For this purpose, we provide a sophisticated 
user interface which allows for an easy and intuitive labeling of images and gives a 
good overview of the complete data set, and especially of the parts that still need to be 
labeled. We conducted a user study with 24 participants where the users were asked to 
annotate three different data sets. The goal of the user study was to find out whether 
the developed concepts simplify the interactive labeling task for the user. Based on 
the study results further concepts were developed to optimize the user experience. 

2   Related Work 

The creation of ground truth data sets has been neglected as a research topic for a long 
time. The idea of human computation has led to the development of a few tools for 
the creation of general purpose ground truth data sets, like the ESP Game [1], 
Peekaboom [2], and systems by Ho et al. [3] and Seneviratne et al. [4]. People 
participate in these games because they are entertaining, not because of the actual 
benefit. Russell et al. provide a web-based interface (LabelMe) for labeling images 
[5]. The incentive for contributing is the data itself. Similarly, Yao et al. [6] provide 
an annotation tool for the creation of a large ground truth data set. A semi-supervised 
labeling process is realized through a hierarchical segmentation of images. All of 
these approaches aim at the creation of general purpose data sets. They are, however, 
not applicable to the task of labeling specific data sets which include less variance. 

In the area of content based image retrieval, Koskela et al. [7] developed a system 
for the automated semantic annotation of images based on the PicSOM system [8]. 
An existing ground truth data set is used to annotate other images in the data set. 
Heidemann et al. developed VALT (Visualization and Labeling Toolkit) [9] for 
labeling images clustered with a self-organizing map. Category labels can be assigned 
to nodes or individual images. However, the system was intended for AR scenarios. 

A variety of systems and techniques for browsing large digital photo collections 
have been proposed. Most photo browsing applications use hierarchical 
representations. Among the best known applications are PhotoMesa [10], PhotoTOC 
[11], and CAT [12]. All three cluster images in order to provide a suitable interface 
for browsing. Both PhotoMesa and CAT use hierarchical structures and representative 
images for clusters in each hierarchy.  

Despite these developments the problem of labeling large specialized data sets has 
not yet been solved. Therefore concepts are necessary to handle the complexity of 
large data sets without the possibilities of classical human computation approaches. 
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3   Data Preprocessing and Self-Organizing Map 

For conducting our user study we extracted color histogram features as the input for 
clustering. However, any other type of features may be used. The feature vectors are 
processed by a standard SOM as proposed by Kohonen [13]. The SOM Toolbox for 
Matlab[14] is used for SOM calculation. 

A SOM is a type of unsupervised neural network which projects high-dimensional 
input data to a low-dimensional (usually 2D) map (or grid). The input to a SOM are n-
dimensional feature vectors. Each unit of the SOM grid is associated with one weight 
vector of the same size as the input vectors. The SOM is trained by iteratively 
calculating the best matching unit (BMU), i.e. the unit with the smallest euclidean 
distance to an input vector. The weight vectors of the BMU and its neighboring units 
are adapted towards the input vector. The shape and size of the neighborhood, as well 
as the learning rate, is controlled with a neighborhood function, usually a Gaussian. 

An important result of this training process is that SOMs are topology preserving, 
i.e. data vectors that are close in the input space will be close in the resulting map. 
This aspect makes SOMs extremely valuable in data exploration tasks. 

4   Interaction and Visualization Concepts 

Figure 1a) displays the visualization of a trained SOM using a representative image 
for each node. A representative image is taken from the set of images which were 
assigned to this node. Additionally, we implemented a second visualization using the 
Unified Distance Matrix (U-Matrix) [15] (see Figure 1b) ). Basically, the U-Matrix is 
a color-coded visualization of the mean distance to neighboring map units. The U-
Matrix is widely used for visualizing clusters (dense areas) on trained SOMs. 
Therefore we wanted to investigate whether the color-coding is also suitable if image 
data is used. The arrangement of images is the same for both visualizations. 

As mentioned, the quality of the ground truth data is crucial for training classifiers. 
Since the SOM clusters the data unsupervised, it is important that it is still possible 
for users to take a closer look at and label each image individually. Therefore, the 
developed user interface is zoomable and allows the user to view the SOM 
representation in both levels of detail (LOD), the map view and the detail view.  

Figure 1a) shows the SOM where each unit is displayed by a representative image, 
c) shows the detail view of three selected units. In the detail view all images which 
were projected onto these map units are displayed. The utilization of more levels of 
detail were considered but not realized due to the increasing complexity and the 
inferior overview of the data set. In general more levels of hierarchy are preferable for 
image browsing tasks, however, if every single image needs to be processed by the 
user, a simple structure is desirable. 

Although the SOM visualization itself has two LODs only, the interface provides a 
natural zooming behavior, since images move apart as the zoom factor is increased. 
However, the images are not scaled because larger images would require the user to 
draw wider selection areas. 
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Fig. 1. SOM clustered visualization of COIL-100 subset [16]. a) shows the plain standard 
visualization of the map view, b) displays the color coded U-Matrix in the background on the 
hexagonal map. Selected map units are highlighted in red. c) shows the detail view of the area 
with the selected map units. Grayed out images are labeled, as well as images with blue 
boundaries. Subsidiary lines are displayed on upper boundary of c). 

Inherent to a zoomable user interface for labeling large image data sets is the fact 
that only a subset of all images can be displayed at once. To simplify the navigation 
subsidiary lines were introduced to indicate the direction of remaining unlabeled 
images outside the current viewport (see Figure 1c) ). 

The user interface allows the direct selection of images, as well as the use of a 
rectangle and a free selection (lasso) tool. There is no difference in the selection 
mechanism of units or individual images in the detail view. If a node is selected and 
labeled, the label is assigned to all images attached to this node. However, in the 
detail view images may be selected and labeled individually, thus allowing the user to 
correct possible clustering errors. 

Users can define labels in the interface. For each label a button with the name and 
a customized color is displayed in a separate panel. Labeled images are highlighted in 
the color of the assigned label and are drawn semitransparent as shown in Figure 1c) 
for plate images (gray). The images are displayed semitransparent because they are no 
longer selectable, thus simplifying the selection of the remaining images. In case a 
user wants to reassign or remove a label from an image, the visibility may be toggled 
and the images are again drawn opaque, though still with highlighted boundary, and 
can be selected. Toggling the visibility refers to all images assigned to the selected 
category label, as in Figure 1c) where all images assigned to bottle are opaque, i.e. 
selectable. This function was also intended to simplify the examination of all images 
that were assigned to a certain category. If only the images belonging to a certain 
category are displayed opaque, it is likely that incorrectly assigned images stand out 
visually and can be detected more easily in a final check. An option to hide all labeled 
images was included in the interface to further reduce visual clutter. 
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5   Evaluation 

The concept of an unsupervised clustering with a SOM as the basis for a zoomable 
user interface is quite intuitive and promising. Nevertheless, unsupervised learning 
algorithms provide no guarantee that the resulting clusters agree with the users' 
expectations. A nice clustering in the map view might give users a false sense of 
security regarding the correctness of the unsupervised arrangement. Incorrectly 
clustered images may be missed by users and lead to inaccurate ground truth data sets. 
Additionally, it is important to investigate whether our proposed concepts are actually 
suitable for simplifying and accelerating the labeling task. For comparison, a third 
visualization was realized, which will be referred to as "unsorted representation". 

The study comprises different labeling tasks. Table 1 shows a summary with the 
data sets used. In data sets 1 and 2 the number of images for individual objects varies 
from 1 to 72 and was chosen randomly. Data set 3 is a real data set with webcam 
images showing windows. 

The sequence of the tasks was the same for all participants. The tests within each 
task, i.e. the different visualizations, were randomized to compensate for learning 
effects. 

Table 1. Summary of labeling tasks and the data sets used. The same visualizations were tested 
in T2 and T3. The discussion of hypothesis 1-3 can be found in Section 5.2. 

Task Data set #Images #Labels Visualizations Hypotheses 
T1 COIL-100 432 5 plain SOM H3 
T2 COIL-100 857 18 Unsorted, SOM, U-Matrix H1, H2 
T3 Webcam/ Windows 666 2 Unsorted, SOM, U-Matrix H1, H2 

5.1   Study Method and Procedure 

The user study we conducted used a within-subjects design. In this study, we 
investigated the usability of the SOM based labeling interface, both with and without 
the U-Matrix visualization. Since no standard approach exists for labeling specific 
image data sets the visualization denoted as unsorted representation was used as 
baseline. The behavior of the user interface is exactly the same as for the SOM-based 
visualizations except that there is only one level of hierarchy. Instead all images are 
visible in one plane, exactly in a quadratic grid aligned by rows. Images were not 
randomized but instead displayed according to their filenames. The COIL set is 
special due to the labels being embedded in the filenames. Labeling of this data could 
be simplified using an explorer like interface. However, the COIL data is well suited 
for presenting the functionality of the system. In contrast, the data set in T3 did not 
include such a structure.  

24 persons participated in the study (21 male, 3 female). 20 participants are 
computer scientists, four participants are students. The average age was 29 years 
(min. 16, max. 50). Ten participants were familiar with image recognition. All 
participants reported normal or corrected-to-normal vision. Two participants suffer 
from dyschromatopsia. Their results were within range of the other results and are 
therefore included in all calculations. 
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The study began with every participant answering personal statistical questions. 
The participants were then introduced to the topic of the study in a 15min tutorial. 
The tutorial included the SOM visualizations and the unsorted representation. 
Participants were asked to use the GUI in order to get familiar with the controls.  

Completion times for individual tests and the assigned labels were recorded. After 
each test (each visualization), participants were asked to judge the simplicity (Q1) and 
speed (Q2) on a 7-point Likert scale (1 -- strongly disagree, 7 -- strongly agree). The 
last part of the evaluation consisted of general questions about the user interface.  

Participants needed approximately 1.5 hours to complete the study. Labels were 
predefined for all tasks. In three cases participants interchanged labels for whole 
categories. These labels were manually corrected since they were caused by mere 
misunderstanding.  

Table 2. p-values calculated using paired t-tests. Simplicity and speed were judged by 
participants on a 7-point Likert scale after each test. Average values are given for all 
parameters, standard deviation is given in brackets. Error rate calculated as η = 
#incorrectLabels / #images. Participants were asked for their favorite visualization after the 
completion of whole tasks. 

T2 T3  
Unsorted SOM  SOM w. 

U-Matrix 
Unsorted SOM  SOM w. 

U-Matrix 
< 0.001  < 0.001  p 

duration (avg) 727s (237) 412s (146) 430s (131) 503s (147) 293s (144) 309s (121) 
0.009  <0.001  p 

Q1 (avg) 4.31 (1.49) 5.17 (1.02) 5.57 (0.89) 3.35 (1.46) 4.95 (1.43) 5.05 (1.19) 
<0.001  <0.001  p 

Q2 (avg) 2.7 (1.29) 5.35 (1.15) 5.74 (0.81) 2.8 (1.44) 5.25 (1.25) 5.05 (1.15) 
η Error 0.0045 0.011 0.016 0.279 0.27 0.275 
Favorite vis. 1 13 10 4 5 15 

 
Experiment Setup. The tests were performed on two laptop computers. The first one 
has an Intel Core 2 Duo 2.8GHz with 4GB RAM, an NVIDIA GeForce 9600M GT, 
and a 15 inch display with 1440 x 900 pixels resolution. The second computer has an 
AMD Athlon II Dual Core M300 2.0 GHz with 4GB RAM, an ATI Mobility Radeon 
HD 4200, and a 15,6 inch display with 1366 x 768 pixels resolution. Custom laptops 
with standard display sizes were used to investigate the usability under usual 
conditions. The differences of the GPUs were regarded as negligible since only two-
dimensional graphics are used.  

Groups of 12 participants completed the study on each laptop. There was no 
statistically significant difference in the completion times or error rates of both 
groups. The following results, therefore, refer to all 24 participants. 

5.2   Hypotheses 

The evaluation was conducted to test a total of three hypotheses. The tests and the 
evaluation for each hypothesis are given individually in the following sections. 
 



624 J. Moehrmann et al. 

 

H1: Arranging images with a SOM simplifies the labeling task. This section 
investigates the unsorted representation and the plain SOM visualization.  
Considering the completion times in tasks 2 and 3 (see Table 2), the results are 
statistically significant. In both tasks the average time to complete the labeling using 
the SOM visualization was less than 60% of the time needed for the unsorted 
representation. 

Additionally, the subjective preferences (Q1 and Q2) in both tasks clearly favor the 
SOM visualization. The large differences in the judgment of speed are most probably 
due to the fact that users did not have to look at every single image. 

In T2 the SOM visualization exhibits a larger error rate than the unsorted 
representation. In the unsorted representation all images are displayed in a two-
dimensional plane without any hierarchy. Every image is therefore immediately 
visible, which leads to only a few incorrectly labeled images. The SOM clustering 
contained a few nodes that were not correctly clustered. Several participants chose to 
trust the SOM clustering and neglected the detail view, while others did look at the 
detail view but missed some errors anyway. In T3, the SOM visualization exhibits a 
slightly lower error rate. This may be due to the SOM representation reaching a very 
good separation of closed and opened windows. 

 
H2: Visualizing the U-Matrix helps identifying clusters. It is not possible to get 
statistically significant results for both SOM based visualizations due to their inherent 
similarity. Nevertheless, to give an overview of the results, Table 2 gives the average 
and standard deviation of the duration, as well as for the questions about simplicity 
and speed, and the relative error. 

When asked for their favorite visualization at the end of T2 and T3 the U-Matrix 
version was mentioned 25 times (see Table 2). In the final interview all participants 
were asked whether they found the U-Matrix visualization helpful. 15 participants 
answered that they did not look at the colors or did not care about them, but found the 
hexagonal grid structure helpful for navigating inside the data set. The grid helped 
participants to estimate the current zoom level since hexagons scale as the zoom 
factor is increased. Three participants mentioned that they found the colors distracting 
but liked the hexagonal structure. Only four participants stated that they found the 
distance encoding at least partially helpful. Since images themselves are easy to grasp 
it is not surprising that the U-Matrix color is of assistance in specific cases only. 

 

H3: Drawing labeled images semitransparent and making them non-selectable 
enhances visual clarity. In T1 participants labeled the data set twice: once labeled 
images were drawn semitransparent and were non-selectable, the other time labeled 
images were highlighted and drawn opaque. The two representations were described 
above in the context of toggling the visibility of labeled images. In this test the 
representations were used exclusively and could not be switched. 

The clustering in this example included no errors and the separation of clusters was 
clearly visible. When asked about their impression 14 participants answered that they 
preferred the version with semitransparent and non-selectable images because it 
provided a better overview of remaining unlabeled images. It was mentioned 8 times 
that the selection of remaining images was simpler if labeled images were non-
selectable. 6 participants felt there was no significant difference in using both 
versions. 
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These results imply that the semitransparent representation of labeled images 
provides a benefit. However, participants used the option to hide all labeled images in 
a majority of the following tests. We therefore conclude that the additional colors 
present visual clutter even if it is less strong.  

5.3   Further Enhancements 

Although participants clearly favored SOM based visualizations over the unsorted 
representation, the risk of a higher error rate cannot be underestimated. One major 
drawback is the representation of nodes through one random image. We therefore 
developed four alternative representations which allow users to detect clustering 
errors more easily. These representations are average images, eigenimages and subset 
images. Subset images were calculated from the first four eigenvectors for one 
representation. Another subset image is calculated using k-means clustering on each 
unit (k = 4) and combines images closest to the cluster centers. Examples are given in 
Figure 2. 

Although all representations allow the detection of clustering errors, the average 
images were not appreciated by users. Representations based on eigenimages were 
experienced as least suitable. Although clustering errors of the SOM are well visible, 
they complicate the labeling of correctly clustered nodes, since the object cannot 
directly be identified (see Figure 2a-b) ). The most intuitive and helpful representation 
proved to be the subset image based on k-means clustering. It displays the images in a 
very intuitive and familiar way and allows easy identification of incorrect clusters. By 
deploying these representations another disadvantage was eliminated. Users are now 
able to grasp their position inside the hierarchy, since it is obvious whether the map or 
detail view is displayed.  

 

Fig. 2. Alternative representations for map units. Average images allow the detection of 
clustering errors, but cause a nauseating feeling, Eigenimages complicate the identification of 
the actual object. Subset images from k-means clustering seem intuitive and display four very 
different images belonging to this unit. Identical objects as in a) and b) can be grasped 
immediately by users. 
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Another improvement was the adaption of the U-Matrix color scheme. Initially a 
continuous red to blue gradient was used, which was impractical and too distracting. 
Instead, only very dense and very sparse areas are highlighted. Medium distances are 
displayed in neutral gray to reduce the amount of information transported via color. 

6   Conclusion 

We developed a graphical user interface concept for the interactive semi-automatic 
labeling of large image data sets. The interface uses a clustering calculated by a self-
organized map (SOM) as the basis for a visualization, with or without the U-Matrix to 
transport additional information about the node distances. 

The interface was developed to investigate concepts for optimizing the usability 
when labeling large image data sets. This was realized by drawing labeled images 
semitransparent and making them non-selectable. The zoomable interface provides an 
overview of the SOM and still lets the user explore all images belonging to one unit. 
To investigate whether the SOM based visualizations are applicable to real image 
labeling tasks a user study with 24 participants was conducted. Although the SOM 
visualizations yield a risk for a slightly higher error rate, the usability was preferred 
over labeling images sorted by filename. SOM visualizations achieved shorter 
completion times and were subjectively experienced as faster and easier to use. The 
drawback of the SOM visualizations is that they might yield a false sense of security 
regarding the unsupervised clustering. Therefore, alternative representations for node 
images were developed which reduce the risk of missing clustering errors. 
Additionally, the U-Matrix color coding was adapted to better fit user needs. 

Future work will include research on whether existing visualizations used in SOM 
based data exploration, like hit histograms or component planes, can be of advantage 
in supporting the image labeling task. A major topic will also be the integration of 
user feedback for an iterative recalculation of the SOM. 

We believe the developed concepts will become more important in the future as the 
need to annotate large image data sets increases. Nevertheless, it will be necessary to 
extend the proposed concepts in the future to further increase the usability of labeling 
systems, especially for very large data sets. 
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Abstract. The similarity of drug names in Japanese such as ‘アマリール’ 
(Amaryl) and ‘アルマール’ (Almarl) causes confusion over drug names and 
can lead to medical errors. In order to prevent such errors, methods of 
computing their similarity have been proposed. However, there are no studies 
that take account of character shape similarity quantitatively. In a previous 
study, we calculated the character shape similarity by template matching 
technique and proposed a method of measuring medicine name similarity based 
on it. Although we obtained a high correlation coefficient between the medicine 
name similarity values and subjective evaluation, we observed some character 
pairs that are not similar. In this study, we improved the method of computing 
the character shape similarity based on the characteristic points of character and 
compared it with advanced methods. 

Keywords: Medicine name similarity, Medical safety, Character shape 
similarity. 

1   Introduction 

The similarity of drug names in Japanese causes confusion over drug names and can 
lead to medical errors. In Japan, accidents involving confusion over the diabetes drug, 
‘アマリール ’ (Amaryl) with ‘アルマール ’ (Almarl), which is a drug for 
hypertension, have resulted in patient death. In order to prevent such accidents, the 
Ministry of Health, Labor and Welfare has issued notices and raised awareness among 
medical experts.  However, errors still occur. 

In order to prevent such errors, it is necessary to avoid the approval of some 
medical names. For this purpose, many methods have been proposed for measuring 
the similarity of medicine names.  

Tsuchiya et al. [1] proposed similarity indices for medicine names. Based on the 
indices, the ‘Medicine similar name search engine’ [2] was developed and has been 
operated by The Ministry of Health, Labor and Welfare. The system measures the 
similarity based on the head, taking account of the existence of character pairs with a 
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similar shape and the position of the prolonged sound sign (dash) and the letter for a 
nasal sound in Japanese. However, although the method takes the similarity of 
character (letter) shapes into consideration, they assumed that the similarity of each 
character pair was given by hand [3].  

In order to measure the similarity of character shape quantitatively and 
automatically, we applied the template matching method to katakana characters that 
compose Japanese medicine names [4]. We obtained a high correlation coefficient 
between the medicine name similarity values and subjective evaluation. However, we 
observed some character pairs in which the similarity values were low although they 
were similar. This is because the template matching technique does not take account 
of the connection between lines that compose katakana characters. 

In this study, in order to solve the problem, we focused on the characteristic points 
of characters such as the edge points and intersection points. In the fields of character 
recognition, although methods based on characteristic points have been proposed, 
they also take account of other information such as surrounding characters, linguistic 
knowledge and the strokes of handwriting [5, 6]. However, since these are methods of 
recognizing characters rather than measuring the similarity of characters, we cannot 
utilize them. Therefore, it is necessary to develop a method of measuring the 
similarity of character shape based on the characteristic points of characters. 

In this study, we propose a method of measuring the character shape similarity 
based on template matching technique and characteristic points. In order to evaluate 
the similarity index, we implement the character shape similarity to medicine name 
similarity and compare it with the subjective evaluation of pharmacists, which was 
obtained by an experiment. 

2   Target Data 

2.1   Medicine Names 

In this study, we targeted the product names of ethical drugs that are included in the 
‘Standard Drug Master’ provided by the Medical and Devices Agency (MEDIS-DC) 
in Japan [7]. 

The product names consist of brand, dosage form and ingredient amount. For 
instance, ‘アマリール1mg錠’ (Amaryl 1 mg tablet), ‘アマリール’ (Amaryl) is the 
brand part, ‘1 mg’ is the ingredient amount and ‘錠’ (tablet) denotes its dosage form. 
It is important to evaluate the similarity between brand parts, since pharmacists focus 
on brand parts when identifying a medicine. We therefore targeted only the brand 
part. 

2.2   Character Type 

The brand names of Japanese medicines are expressed in Hiragana, Katakana, Kanji 
characters, alphabets, numerical characters and other symbols. Among these character 
types, we concentrated on the Katakana characters since they are used to express 
many medicine names. This is because medicines are mainly named after foreign 
medicine names or active ingredient names. 
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Katakana characters are one component of the Japanese writing system and are 
often used to transcribe words from foreign languages. They are characterized by 
short, straight strokes and angular corners, for example ‘ア’(a), ‘イ’(i), ‘ウ’(u), 
‘エ’(e), ‘オ’(o). 

In this study, we used character images (height: 200px, width: 200px) generated by 
the Japanese character font, ‘MS Round Gothic’ (150 points) as source data. 

3   Calculation of Character Shape Similarity 

3.1   Template Matching [4] 

The template matching technique is a general method that is used for image retrieval. 
By means of this algorithm, we can calculate the similarity value defined as the ratio 
of the number of the same colored pixels at the same location to the number of whole 
pixels. In this study, we digitalized font images, assigning zero to each white pixel 
and one to a black pixel, and calculated the similarity of each combination between all 
pairs of the target characters as shown in the following equation: 

TM a, b( ) = 1

mn
δ aij, bij( )

i

m

∑
j

n

∑ , (1)

where a and b are compared characters, m and n are the height and width of font 

images respectively and δ x, y( ) is a function that returns 1 (if x is equal to y) or 0 (if 

x is not equal to y). 
After the calculation, we realized that the obtained similarity values were high for 

all pairs: even the minimum similarity was 0.68. In order to redefine the similarity 
index so as to allow the minimum value to be zero and the maximum value to be one, 
we normalized them using the following equation: 

simtm a, b( ) =
TM a, b( )−TMmin

TMmax −TMmin

, (2)

where TMmax and TMmin denote the maximum and minimum value of similarity, 
respectively. 

3.2   Characteristic Points 

3.2.1   Extraction of Characteristic Points 
Katakana characters have four characteristic points: edge points, folding points, 
branch points and intersection points. We extracted the edge points, the branch points 
and intersection points from the images of characters as shown in the following steps 
(Fig. 1). Firstly, we digitalized the font images. Secondly, we applied a thinning 
process to these images. Thirdly, we extracted characteristic points by pattern 
matching with three patterns as defined in Fig. 2. While for the other characteristic 
points, we extracted the folding points by hand since it is not easy to extract them. 
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Fig. 1. Process of characteristic point extraction 

 

 

Fig. 2. Pattern of characteristic points 

3.2.2   Area Division 
In order to compute the value of the similarity index using characteristic points, it is 
necessary to find the points corresponding to the points on another image. For this 
purpose, we divided the font images into different areas. If the same type points exist in 
the same area in each image, we can regard them as correspondence points. Figure 3 
shows the distribution of characteristic points extracted from all katakana characters. 
The figure shows that characteristic points tend to aggregate in some parts. In this study, 
we considered two methods of dividing the area of font images. 

 

Fig. 3. Distribution of characteristic points extracted from all katakana characters 

Thinning 
process 

Extraction of 
characteristic 

points 

Edge point Branch point Intersection point 
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The first is a method of grid ironing the font images. The katakana characters tend 
to be composed of line segments extending horizontally or vertically. It is expected 
that dividing areas by grids takes proper account of these characters of components. 
However, since the most suitable grid size is not clear, we defined the size by an 
experiment. In addition, if there are some points near by the boundary lines of grid, 
they are regarded as points that belong to other areas even if they are close. 

The second is a method of employing a clustering technique. The clustering 
technique is a method of aggregating those points into clusters that are close to each 
other. In this study, we utilized k-means, which is a clustering technique and 
aggregates the points into k clusters. By using this method, we expect that we can 
identify points that are close to each other to the same group. Furthermore, since the 
starting points and terminal points of characters tend to exist in the similar areas, it is 
expected to aggregate points that have the same functions. However, elongated 
clusters may identify separate points that should not be identified. 

3.2.3   Similarity Based on Characteristic Points 
If there are the same type characteristic points in the same areas, it is highly possible 
that they have similar characters to each other.  

We calculated the absolute value of the difference between the numbers of 
characteristic points in an area for each type of characteristic and summed them. After 
computing the values in all areas, we calculated the summation of them as the 
distance of compared characters. Then, we divided the value by the number of all 
characteristic points that exist in comparing characters and subtract it from one.  We 
defined the value as similarity based on characteristic points.  

simcp a, b( ) =1−
pa

e − pb
e + pa

b − pb
b + pa

i − pb
i + pa

f − pb
f( )D

∑
pa

e + pb
e + pa

b + pb
b + pa

i + pb
i + pa

f + pb
f( )

D
∑ (3)

where a and b are comparing characters, D are divided areas. pe, pb, pi and pf are the 
number of each characteristic point; edge points, branch points, intersection points 
and folding points. 

3.3   Calculation of Character Shape Similarity 

We defined the similarity index of character shape in a figure.  

ωa,b = αsimtm a, b( )+ 1−α( )simcp a, b( )  (4)

Let α  be the contribution ratio between similarity values of template matching and 
characteristic points ( 0 ≤ α ≤1). 

4   Medicine Name Similarity 

Based on the character shape similarity defined in the previous section, we computed 
the similarity of medicine names. In this study, we employed a method that is 
proposed by the advanced study [4]: Extended Letter Sequence Kernel (eLSK) and 
Extended Head and Tail Cosine (eHTCO). 
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5   Experiment 

5.1   Evaluation of Character Shape Similarity 

In order to evaluate our method of calculating character shape similarity, we 
compared it with the similarity values reported Yamade et al. [8]. In their study, they 
measured the similarity of katakana pairs by subjective evaluation. We use 50 
katakana pairs whose similarity values are high. In order to indicate that our similarity 
index corresponds to a subjective view, we defined the following equation, which 
expresses the distance between the values of similarity, which are calculated by our 
method and the results obtained by Yamade’s experiment. 

D = simp a, b( )− simy a, b( )( )2

a,b

∑   (5)

where simp(a, b) and simy(a, b) are the similarity of the proposed method and 
Yamade’s results between character a and b.  

5.1.1   Comparison of Dividing Method 
In this study, we proposed two methods of dividing the font images to compute the 
similarity of characters. In order to select the better method, we compared them by the 
evaluation index.  

 

Fig. 4. Grid division (2x2) 

     

          Fig. 5. Edge points (2 clusters)           Fig. 6. Folding points (1 cluster) 
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    Fig. 7. Branch points (4 clusters)      Fig. 8. Intersection points (8 clusters) 

In the case of grid division, we obtained the smallest value of 1.86 when the 
number of horizontal division was 2 and the number of vertical division was 2 (Fig. 4). 
In the case of clustering division, we obtained the smallest value of 1.46 when the 
numbers of cluster of the edge points, the folding points, the branch points and the 
intersection points were 2, 1, 4 and 8 respectively (Fig. 5, 6, 7, 8). The results indicate 
that the latter method is better than the former method. As the reason, since most 
katakana characters are written from above to below or from left to right, there are 
edge points and folding points in the corners of font images. The superior method 
takes account of the features of katakana characters. 

5.1.2   Comparison between Template Matching and Characteristic Point 
Table 1 shows the similarity values of katakana pairs in the top 10. In the result of 
advanced study, we can see the dissimilar pairs whose lines match with each other 
such as ‘レ’ and ‘ン’. On the other hand, in the results of the proposed method, their 
similarity values decrease.  However, there are some pairs that are not similar by the 
correspondence of their characteristic points such as ‘ニ’ and ‘ハ’.  

Table 1. Character shape similarity in the top 10.  (Yamade’s result, Template matching and 
Characteristic point). 

A B Sim  A B Sim  A B Sim 

シ ツ 1.00 

 ク タ 1.00 

 ア ラ 1.00 

ソ ン 0.94  ソ ツ 0.94  ア ル 1.00 
コ ユ 0.89  コ ニ 0.93  コ ワ 1.00 
ウ ワ 0.88 

 エ ニ 0.93 

 シ ツ 1.00 

シ ソ 0.88 

 ク フ 0.91 

 ス マ 1.00 

チ テ 0.88 

 ニ ユ 0.89 

 ソ リ 1.00 

シ ン 0.86 

 コ ロ 0.88 

 ニ ハ 1.00 

ソ ツ 0.86 

 シ ツ 0.85 

 ヘ レ 1.00 

ス ヌ 0.85 

 エ コ 0.84 

 ラ ル 1.00 

ツ ン 0.85 

 シ ン 0.84 

 ア ヌ 0.88 
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Next, we calculated the similarity that is integrated by Equation 4. When α  is 0.5, 
we obtained the evaluation value 0.85 by Equation 5. In addition, we can see the high 
correlation coefficient 0.69 between the integrated method and Yamade’s result. 
These results indicate that it is effective to integrate the similarity indices based on the 
template matching and characteristic points. 

5.2   Evaluation of Medicine Name Similarity 

5.2.1   Method 
In order to evaluate the proposed method, we compared the values computed by our 
method with the similarity that is evaluated by pharmacists. In the questioner, we 
presented the compared two medicine names on display and asked them to evaluate 
their similarity by values between 0 (dissimilar) and 100 (similar). In the previous 
study, we observed the pharmacists who answered the similarity focusing on several 
points such as phonological similarity. As a counter measure, we set the time (1 sec) 
to present the medicine names to the subjects. The number of pharmacist was 25. The 
names are the stem part of existing drugs. The pairs are selected so that values of 
similarity distribute evenly. In order to exclude the effective of length of medicine 
names, we selected the pairs whose medicine names are the same length. Taking 
account of the effect of order, we prepared 3 question patterns whose order is 
different from each other. 

5.2.2   Results and discussion 
Figure 9 shows the relation between the pharmacist evaluation and the similarity 
index computed by our method. These results show the correspondence between them 
and a height coefficient correlation of 0.87. This value is higher than the values 
between the pharmacist evaluation and the similarity values calculated by the method 
proposed in the advanced study (0.84). Furthermore, these results show the validity of 
the addition of similarity based on characteristic points of the existing method, which 
are calculated by template matching. 

 

Fig. 9. Relation between pharmacist evaluation and our method 
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6   Conclusion 

In order to ensure the medical safety of drug usage, we proposed medicine name 
similarity based on character shape similarity. In this study, we focused on the 
characteristic points of characters, which are edge points, folding points, branch 
points and intersection points, to redeem the method by template matching, which is 
proposed by the advanced study. Since it is necessary to regard points that are close to 
each other as corresponding points to calculate similarity using characteristic points, 
we proposed a method of dividing the font images into different areas. By comparing 
the obtained similarity values to the subjective evaluation obtained by advanced 
study, grid division was found to be superior to clustering division. 

In order to evaluate the proposed method, we calculated the medicine name 
similarity based on the character shape similarity computed by the method and 
compared them to the similarity perceived by pharmacists. Our method was found to 
be superior to the advanced method, which is based on only template matching 
technique. Furthermore, we obtained a high correlation coefficient between our 
similarity and subjective evaluation of pharmacists. 

In the future, it is necessary to experiment using characters that are expressed by 
other font types and handwriting. In addition, we should take account of the 
phonological similarity of characters. 
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Abstract. Many areas of research have applied memory aid applications to help 
users remember experiences or enhance learning abilities. Relatively little study 
however has been done on the use of color based image code as a memory aid. 
In fact much of what is in use by mainstream media and businesses use mobile 
barcodes such as 2D image code like Quick Response (QR) code and Microsoft 
Tag for accessing online content. Part of the freedom of using mobile code is 
many formats are freely based image code and have accessible API and 
development kits. Only few are licensed based and are limited to developing 
usable applications. We investigate a proprietary licensed color based image 
code using an application we developed called ColoriT (pronounced Color- ət) 
in hopes of studying its applicability to enhance memory aid when viewing 
photo artifacts. ColoriT is a simple photo memory tagging concept used to tag 
offline photos in a pervasive and natural way. By enhancing the user’s ability to 
tag offline photos with memory artifacts we create a tool inspired by 
storytelling to improve memory aid and overall enjoyment of looking at photos. 

Keywords: Memory aid, 2D barcode, Colorcode, Sound artifacts, Color. 

1   Introduction 

The use of human vision and hearing through natural features such as sound and color 
have been used to enhance memory cognition in various areas of research. Sound 
artifacts in particular can be a range of recorded voices, events, and any type of 
auditory inducer that triggers a memory. The use of color features can be used also to 
trigger a memory response usually by allowing the user to associate color with events 
and actions or objects. We take advantage of these natural features and incorporate 
them into the design of our application which helps to trigger memory responses to 
unfamiliar photos taken in the past. The advantage of such a system allows elderly for 
example to remember a particular event or person taken in a photo. Using this 
scenario as our motivation and inspired by storytelling and online photo tagging 
phenomenon we present ColoriT (pronounced Color- ət) which allows users such as 
elderly to remember offline photos taken in the past. Although storytelling 
applications [5,14] and photo tagging is not a new idea, the concept of digitally 
tagging offline photos with image code is relatively new. Section 3 explains the 
methods used in our applications as well as the initial prototyping tools used to study 
the natural features used in our application.  
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1.1   Natural Features – Sound  

Sound artifacts are a powerful tool which allows our brain to trigger memory 
responses. We often associate sounds with known objects in technology and objects 
existing in nature. Microsoft in particular has adopted universal sounds which most 
consumers can recognize as starting up a computer or shutting down a computer. The 
human mind can also distinguish auditory sounds of various objects for example 
different animals. We know for instance what sound a duck makes or what sound a 
dog produces. These bits of audio responses are stored in our memory and can 
collectively be recalled to associate to a particular event or object. Work focusing on 
using sound as a research tool to study the effects it has on memory have been used 
extensively. Baldis [1] uses spatial audio to enhance memory in recognizing users 
during a conference call meeting. A main drawback of this approach points out that 
visual representations do not affect the outcome in triggering correct memory 
responses from the test users however participants noted that having visual cues 
associated with audio is helpful. Dib et al [6] developed sonic souvenirs an 
application study to allow users to reminiscence on pictures taken in the past using a 
digital voice recorder. This study revealed that while applicative and enjoyable users 
did not know what to do with the recordings and often times were not directly tied to 
associated photos. This disassociation could be improved if sound and images were 
directly tied together. AudioMemory an application developed by Sánchez et al [16] 
asserts that sound can improve memory in children who are blind or have residual 
vision.  

1.2   Natural Features – Color 

Using color to enhance memory has been studied in [8,15] psychology and is actively 
used in [2,11,13,17] human factor and visualization studies. Spense et al [15] stresses 
memory can be segmented into two parts: encoding and recognition phase. Encoding 
is the process by which information is stored and consequently determines the 
performance of retrieval. We are most likely to remember an event or object when a 
triggered response that appears in the encoding phase is seen again in the recognition 
phase. Color can exploit this area and has been shown to improve memory 
recognition rates when used with natural scenes. Another use of color has been used 
in image database retrieval systems [2] a task that is tedious when thousands of 
images are involved. Color aid has simplified this task by allowing users to use color 
as an attribute in visual processing of images when searching through the database. 
Another recent study [13] investigates not only the use of color such as in photos but 
other memory aid input sources such as text, audio, and social media data. Data is 
sent to the user’s email and allows the user to reminiscence on data received. While 
useful it is used mainly for online content and would be difficult to implement with 
paper based information such as paper-based photos.  

2   Method 

ColoriT is an application based on 2D barcode [12] or also referred to as image code 
that associates a sound artifact with an offline (paper-based) photo. Our implementation 
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uses a well-known 2D image code known as Colorcode [3,4,9,10] however any 2D 
barcode could be used in the design of our system. However, like sound memory 
applications that help to trigger memory color associations can also help in the same 
way. Accounting for these features, we adopt the natural beauty of Colorcode to appeal 
to the human senses more than black and white based code in the design of our 
application. Figure 1 below describes the process of ColoriT. 

 

Fig. 1. (From left to right) Process of using ColoriT. Family photo taken with Colorcode 
attached, Captured using a mobile smartphone, sound events are played back.  

The first process of ColoriT extracts the data such as sound from the code captured 
from the mobile phone. In the second process sound artifacts linked with the code are 
played back to the user. In the final process, unfamiliar photos should be recognized 
by the triggered memory response to the recorded sound event. While any code can be 
used in our application colorcode’s unique color scheme can be exploited to enhance 
the user’s memory of an event or person. It is important to note that previous studies 
have shown color is more effective when used with natural verses non-natural scenes. 
One known problem existing with our implementation is the size of the code. While 
sound played back does not pose an issue to memory aid, many users may have 
difficulty in seeing the code displayed on the photo. Several solutions to this have 
been proposed. To counter this, larger printed code may be used however the size of 
code should be reasonable enough so not to pose an obvious interference with 
recognition of contents of photos. We assume users have adequate vision to see the 
color visual and we test our application with the normal 5x5 size code (approximately 
7mm in width and length). Another issue is the continual effect colorcode may have 
to supplement sound in memory enhancement. While studies have shown more 
natural scenes are more efficient, we test the effects of the code in both formats 
(natural and non-natural).  Figure 2 shows a sample of codes used in our application. 

In figure 2, we include (e) as a reference to what the code might look like in black 
and white. It was difficult to produce scenes in black and white that were 
distinguishable at this size and so we leave that portion out of our experiments. 
Beautifying the code with natural scenes is a trivial task. The process of decoding the 
code uses hsv color space to compensate for the change in color intensities and we 
found that neighboring color cells may be overlapped up to 40% without fail to read 
the code using our decoder.   
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Fig. 2. (a) is an original colorcode, (b-d) are normal codes with added visual object, (f-h) are 
corresponding visual objects with natural scenes added. (e) shows a grey scale coded block. 

3   Experiment and Results 

The primary focus of our application is to test its effect on memory enhancement and 
the applicability of colorcode. We targeted users access to smart phones equipped 
with a Wi-Fi connection. Also since prior knowledge of sounds heard and known 
persons in photos taken is not possible to test we overcome by taking a similar 
approach and still maintaining the concept of our application.  

Task 1: We take a random sort of photos with attached codes without natural 
scenes. 

•  This task involves using photos and associated colorcodes to test whether or not 
user can recognize person in the photo.  

• 20 photos of five random people are shown to the user. Initially each time a photo 
is displayed the user looks at the photo, captures the colorcode using their mobile 
phone and listens to the sound. 

• The process is repeated a second time and results are recorded as old or new where 
old means familiar and new means does not recognize. 

Task 2: The same process is repeated with a new list of persons and now using code 
with natural scenes. 

Four users participated in or experiment and revealed that while sound helped with 
task 1, users stated that added object within the code helped to associate a person in 
following line of photos. Compared with task 2 users did comparatively equal results. 
Out of 20 photos in task 1 average was 15 photos correct. In task 2, users did 
relatively the same with 16 photos correct. When asked what helped to identify with 
the colorcode was the object placed in the middle. Each colorcode whether with or 
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without a natural scene contained a small silhouette of an animal. Though 
inconspicuous, one user stated: 

“…having an animal like icon helped to distinguish between colorcodes… I also 
could associate colored silhouette with a person I saw before.”   

While it is certain natural scenes with color can enhance memory recognition, we 
have shown that colorcode is a great application for memory enhancement and tool 
for looking through paper based photos.   

4   Discussion 

Initial prototyping and testing of ColoriT shows that users show a better interest in the 
photo taken. Colors and shapes used by the code can be an element of memory aid if 
used properly. Actual play back of the sound happening at the time of the photo is 
also a natural way for users to help remember memories. Though we have shown a 
robust method for memory enhancing using colorcode, further studies with other 
media artifacts such as video and comparison with other color based image codes 
such as Microsoft’s high capacity color barcode (HCCB) [7] is needed. The aspect of 
storytelling is also something to be considered. For example, when users take 
photographs or are creating a scrap book of photos sound clips and other media can be 
stored with the associating photograph at that specific moment. Codes can be created 
to capture the progress of one’s work. This is just one avenue ColoriT can be used as 
ColoriT has presented itself as a natural and pervasive method in the restoration of 
memory and can be an effective tool to enhance memory response. 

References 

1. Baldis, J.J.: Effects of Spatial Audio on Memory, Comprehension, and Preference during 
Desktop Conferences. In: Proceedings of the SIGCHI Conference on Human Factors in 
Computing Systems (CHI 2001), pp. 166–173. ACM, New York (2001) 

2. Chan, H.C., Wang, Y.: Human factors in color-based image retrieval: an empirical study 
on size estimate accuracies. Journal of Visual Communications and Image 
Representation 15(2), 113–131 (2004) 

3. Cheong, C., Kim, D.-C., Han, T.-D.: Usability evaluation of designed image code interface 
for mobile computing environment. In: Jacko, J.A. (ed.) HCII 2007, Part II. LNCS, 
vol. 4551, pp. 241–251. Springer, Heidelberg (2007) 

4. Cheong, C., Han, T.D., Kim, J.Y., Kim, T.J., Lee, K., Lee, S.Y., Itoh, A., Asada, Y., 
Craney, C.: Pictorial Image Code: A Color Vision-based Automatic Identification Interface 
for Mobile Computing Environments. In: Eighth IEEE Workshop on Mobile Computing 
Systems and Applications, HotMobile 2007, March 8-9, pp. 23–28 (2007) 

5. Crabtree, A., Rodden, T., Mariani, J.: Collaborating around collections: informing the 
continued development of photoware. In: Proceedings of the 2004 ACM Conference on 
Computer Supported Cooperative Work, CSCW 2004, Chicago, Illinois, USA, November 
06-10, pp. 396–405. ACM, New York (2004) 

6. Dib, L., Petrelli, D., Whittaker, S.: Sonic souvenirs: exploring the paradoxes of recorded 
sound for family remembering. In: Proceedings of the 2010 ACM Conference on 
Computer Supported Cooperative Work, CSCW 2010, Savannah, Georgia, USA, February 
06-10, pp. 391–400. ACM, New York (2010) 



642 J. Park et al. 

 

7. Gavin, J.: System and method for encoding high density geometric symbol set, available at 
United States Patent Application, 20,050,285,761 (December 2005) 

8. Gegenfurtner, K.R., Rieger, J.: Sensory and cognitive contributions of color to the 
recognition of natural scenes. Current Biology 10, 805–808 (2000) 

9. Han, T.D., Cheong, C.H., Yoon, H.M., Kim, J.Y., Jeong, S.H., Ryu, Y.S., Kang, B.S., 
Kim, H.K., Lee, S.W., Srini, V.P., Lee, J.H., Sohn, Y.W., Baek, Y.S., Lee, S.Y., Kang, 
W.S., Kim, S.W.: Implementation of New Services to Support Ubiquitous Computing for 
Town Life. Software Technologies for Future Embedded and Ubiquitous Systems. In: 
Third IEEE Workshop on Software Technologies for Future Embedded and Ubiquitous 
Systems (SEUS 2005), pp. 45–49 (2005) 

10. Han, T.D., Cheong, C.H., Lee, N.K., Shin, E.D.: Machine readable code image and method 
of encoding and decoding the same, United States Patent, 7,020,327 (March 2006)  

11. Henry, D., Malaiya, Y.K.: A visualization system for sliding windows protocols. In: 33rd 
Annual Frontiers in Education, FIE 2003, November 5-8, vol. 1, pp. T2C-1-6 (2003) 

12. Kato, H., Tan, K.T.: Pervasive 2D Barcodes for Camera Phone Applications. IEEE 
Pervasive Computing, 76–85 (October-December 2007) 

13. Peesapati, S.T., Schwanda, V., Schultz, J., Lepage, M., Jeong, S.Y., Cosley, D.: Pensieve: 
supporting everyday reminiscence. In: Proceedings of the 28th International Conference on 
Human Factors in Computing Systems (CHI 2010), pp. 2027–2036. ACM, New York 
(2010) 

14. Rosner, D.K., Ryokai, K.: Spyn: augmenting knitting to support storytelling and reflection. 
In: Proceedings of the 10th International Conference on Ubiquitous Computing, UbiComp 
2008, Seoul, Korea, September 21-24, vol. 344. ACM, New York (2008) 

15. Spence, I., Wong, P., Rusan, M., Rastegar, N.: How Color Enhances Visual Memory for 
Natural Scenes. Psychol. Sci. 17(1), 1–6 (2006) 

16. Sánchez, J., Flores, H.: Memory Enhancement through audio. In: Proceedings of the 6th 
international ACM SIGACCESS Conference on Computer and Accessibility (Assets 
2004), pp. 24–31. ACM, New York (2004) 

17. Wright, P., Mosser-Wooley, D., Wooley, B.: Techniques and tools for using color in 
computer interface design. Crossroads 3, 3–6 (1997) 



 

J.A. Jacko (Ed.): Human-Computer Interaction, Part I, HCII 2011, LNCS 6761, pp. 643–652, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

A Configurable Photo Browser Framework for Large 
Image Collections 

Frode Eika Sandnes 

Faculty of Engineering, Oslo University College, N-0130 Oslo, Norway 
frodes@hio.no 

Abstract. Image collections are growing at an exponential rate due to the wide 
availability of inexpensive digital cameras and storage. Current browsers 
organize photos mostly chronologically, or according to manual tags. For very 
large collections acquired over several years it can be difficult to locate a 
particular set of images – even for the owner. Although our visual memory is 
powerful, it is not always easy to recall all of one’s images. Moreover, it can be 
very time consuming to find particular images in other peoples image 
collections. This paper presents a prototype image browser and a plug-in pattern 
that allows classifiers to be implemented and easily integrated with the image 
browser such that the user can control the characteristics of the images that are 
browsed and irrelevant photos are filtered out. The filters can both be content 
based and based on meta-information. The current version is only employs 
meta-information which means that large image collections can be indexed 
efficiently. 

Keywords: Photo browsing, content based image retrieval, meta-information. 

1   Introduction 

High quality digital cameras are inexpensive and within the reach of most people. 
Storage capacity has grown exponentially and prices have dropped. Moreover, most 
mobile devices are equipped with powerful cameras. People therefore take more 
photographs than ever before, and image collections are therefore growing at an 
exponential rate. 

Most camera owners have a have a gut feeling about what content they have in 
their personal collection and approximately where they can find particular images. 
However, for shared image repositories where multiple people contribute images and 
use the photographs it can be a huge challenge to find exactly the images one is 
looking for. The literature focuses on three approaches to handling large image 
collections, namely manual image tagging [1, 2], content based image retrieval [3-5] 
and image browsing [6-8]. Manual image tagging is the strategy whereupon an image 
or a collection is manually tagged with keywords or text. Tagged images can be 
retrieved using text-based queries. Many camera owners also organize their amateur 
images into folders where each folder is given a descriptive name. Although crude, 
the folder names can be useful when searching for images. Unfortunately, manual 
image tagging is very time consuming especially with large collections. Labeling of 
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folders is more manageable than tagging individual photos. Another problem with 
manual tagging is that it is a subjective process dependent on how the observer 
perceives the image content, and two different people may tag images differently. In 
practice, however, people do not voluntary tag their images and several researchers 
have experimented with games to encourage the manual tagging of images [1, 2]. 
Several automatic tagging strategies have also been proposed such as the strategy 
used by the well known service Google image search, whereupon images on web 
pages are associated with the text on the pages in which they appear. Several 
strategies are also based on the automatic analysis of image contents. 

Content based image retrieval is an active research topic where various approaches 
for automatically identifying the contents of images have been proposed [3, 9]. 
Content based image retrieval is a very complex process and the successful examples 
have been limited to special domains such as medical [5], landmark recognition [9] 
and general shapes [4] to mention at few. 

Image browsing is yet another area that has received some attention, especially in 
the field of human computer interaction [10-12]. A browser allows the user access to 
all the images. As the human visual system is good at scanning, browsing appears to 
be a preferred method of accessing images as the user is in control. However, with 
large collections even browsing can be a challenge. Most commercial browsers are 
very simple in their approach, as they organize images chronologically and typically 
exploit folder names. Browsing applications such as Picasa has also employed 
techniques from image processing, in particular face recognition, to assist in the 
image browsing process. The merging of ideas from browsing and image processing 
is an emerging trend [6-8] and this is also the basis for the approach taken in this 
paper.  

2   Ideation  

The background for this work was the author’s previous research on techniques for 
extracting geographical information from image collections [13-16] where the 
geographical information is extracted from the image meta data stored in the image 
EXIF headers [10, 17, 18]. This has for instance been applied to automatic tagging of 
images and providing summaries of collections in the form of image browsers for the 
blind [19]. 

The initial work started with a video sketch of a touch based image browsing 
application for children shown in Fig. 1. In this browser the child will construct a 
scene or scenario representing the images the child wants to see. The child is 
represented by a character that can be placed indoors or outdoors, representing indoor 
images or outdoor images, what time of day, that is, morning, noon, afternoon, 
evening and night, when the scene is inverted to represent the darkness of night. The 
weather conditions are indicated by flicking the sun where the user cycles through 
clear skies, partially cloudy days and cloudy days. Moreover, the season can be 
indicated by stretching or shrinking the sun. If the sun is shrunk it becomes winter and 
the house is covered in snow. Also the geographical location of the images is 
represented by the characters clothing, here represented by a Viking from northern 
Europe, a cowboy from America, a Chinese outfit, etc. The clothing is changed by 
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flicking the character. The thumbnail images display would automatically change 
when scenario is changed. This interface is not dependent on text or technical 
characteristics of images, hence, making the interface suitable for children. The video 
sketch was created by first making the animated cartoon illustrating the various 
screens, then played back on an ordinary computer with the hand gestures enacted on 
top and the resulting scene filmed with a video camera.     

   
 

   
 

   

Fig. 1. A video sketch of a photo browser for children. a) the start screen, b) move the character 
indoors, c) changing the time of day, d) at night, e) chaning the weather conditions, f) 
shrinkning the sun, e) shrinkning the sun into winter, f) chaning the geographical location into 
South East Asia, g) chaning the geographical location into Northern Europe. 

3   Image Browsing Framework 

Fig. 2 shows an overview of the image browsing framework. The user is exposed to 
the graphical user interface that can be tailor made for a particular domain such as the 
children’s image browser shown in Fig. 1. The GUI is built on top of the image 
browsing framework which maintains a database of all the images in a given 
collection. The image browsing database helps speed up browsing such that all the 
attributes of interest connected to a given image is easily retrievable and the interface 
can respond to user queries in real-time. Therefore, each time an image is browsed the 
system does not need to analyze the image. Images are only analyzed once when 
loaded into the system the first time.  
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Fig. 2. Framework architecture 

 

Fig. 3. The photo browser without any criteria selected 

3.1   Content-Based versus Meta-information Based 

The plug-ins are written for the framework, and a plug-in can be content based or 
based on meta-information. Image content based plug-ins typically analyses the image 
contents as a basis for providing a classification. Content based analysis can be 
everything from simple analysis of average pixel intensity and mean pixel hue to 
more complex image analysis such as object recognition. Content analysis is time-
consuming, especially with high resolution images as images as analyzed at pixel 
level. The complexity of the image analysis algorithm will significantly affect the 
processing time, and the more sophisticated object recognition algorithm for instance, 
can have a high time-complexity. Moreover, the processing time is proportional to the 
size of the collections and the processing of a very large collection can therefore be 
computationally demanding. 
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Image meta-information can provide a vast range of valuable information that can 
be analyzed. Modern digital cameras store the state of the camera in so called EXIF 
headers [10, 17, 18], for example the shutter speed, aperture, film speed (ISO), the 
time and date the image was taken, lens focal length, etc. Some of these settings such 
as shutter speed, aperture and film speed can be used to compute more abstract 
quantities such as the exposure value [20]. The exposure value gives an absolute 
measurement of the light intensity at the scene and such information cannot be 
extracted fully from the content of images as the image measurements are relative. 
Moreover, even more abstract information such as geographical location [16] and 
descriptive information relating to local time zones [19] can be extracted based on 
these quantities. One strength of meta-information is that it can be exploited without 
having to inspect the image contents and is thus not related to the image size. Meta-
information analysis is typically much less computationally intensive than content 
based analysis.  

The framework supports a mixture of content and meta-information based image 
classifiers. 

 

Fig. 4. The photo browser with the settings “bright” and “red” 

3.2   Image versus Collections 

The framework supports two further types of plug-ins namely individual image 
classifiers and collection classifiers. An individual image classifier is responsible for 
analyzing a single image and extracting a particular feature. For example, this could 
be the overall image intensity, mean hue, the month the image was taken, etc. 
However, features such as brightness level are characteristics that are only meaningful 
to connect to single images and not necessarily a collection of images. On the other 
hand image collection classifiers finds characteristics common to a set of images. For 
example, images can be grouped according to their temporal spread, that is, images 
taken within the same few days could be part of the same holiday, while images 
separated by more than a few days could belong to totally unrelated events. Moreover, 
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images taken within one related event are typically taken in a limited geographical 
region, time-zone, etc. A collection classifier will thus typically classify groups of 
images.  

3.3   Extendibility 

The plug-ins are designed to take an image or image collection as input, that is, they 
have access to all the image characteristics, contents, and meta-information, as well as 
the output of other plug-ins, and then produce a single feature as output. A separate 
plug-in is thus needed for each feature that should be represented in the interface. 
Therefore, there is a precedence relationship between the plug-ins dictating their 
dependencies.  

 

Fig. 5. The photo browser with settings “red” and “medium” 

The output of each plug-in is represented as a visual control in the user interface. 
For the default interface, implemented in the current framework this is either a 
category represented as a pull down menu, choices represented as radio buttons, or a 
slider representing a quantity. It is also possible to represent support plug-ins whose 
values are not displayed in the interface, but provided as input to other classifiers. 

Each plug-in is run on each image once to expedite short response times. Once a 
plug-in has categorized an image the corresponding value is stored in the database. 
Plug-ins and images can be added dynamically, and once a new image is added, all 
the plug-ins are applied to that image. Likewise, if a new plug-in is added, the plug-in 
is applied to all the images. 

The framework is illustrated in Figs. 3-5, 7 and 8. The criteria for the images are 
selected in the rightmost pane, the corresponding selection of images are shown in the 
top left pane and the selected image at any given time is shown in the bottom left 
pane.  
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Fig. 6. Extract of a classification filter implementation 

 

Fig. 7. The photo browser with settings “green” and “bright” 

public ClassifierDayNight() 
{  
super( false,  

new Component("Day or night",  
"Show photos of day or night",  
new String[]{"Day",  

"Night" }. true ));  
} 

Public Object processElement(HashMap<String, Object> 
input) 

 { 
 double EV = 0; 
  { 
  Object tmp = 

input.get(exposureValueClassifier); 
  if(tmp instanceof Double) 
   { 
   EV = (Double) tmp; 
   } 
  else 
   { 
   throw new NullPointerException( 

"Need Exp. Value”); 
   } 
  } 
 return (EV >= 11); 
 } 
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The framework is written in Java. Plug-ins are also written in Java and the 
constructors are used to signal whether it is a collection classifier or single image 
classifier as well as its appearance in the GUI, with explanatory text. Extracts from an 
example classifier plug-in is shown in Fig. 6. 

The various plug-ins can be added dynamically by adding their respective class-
files to the application. However, they require a restart as the database is checked 
against the available images and plug-ins only during startup. During run-time the 
user can activate or de-activate various plug-ins via the user interface. This allows the 
user to display only the settings that are relevant in a given application and 
unnecessary clutter is avoided. 

4   Demonstration 

The early prototype has not yet been evaluated on a panel of users, as the set of 
implemented classifiers are limited and the front end is yet crude. Figs. 3-5, 7 and 8 
illustrate the prototype photo browser on a collection of 480 images taken at Xi’an 
China during the UIC/ATC’2010 conference in October 2010. Fig. 3 shows the 
browser when started. Initially all the images are displayed as no criteria are selected. 
In Fig. 4 the browser is set to show “red” images that are “bright”. Red images are 
images with some amount of red in them. Clearly, there is only a fraction of the 
images that satisfies these criteria which can be seen from the scrollbar. Next, in Fig. 
5 the setting “red” with “medium” intensity is selected. Again, the set of images is 
much smaller and many of the images are indoors. Fig. 7 and 8 shows the images that 
are displayed when selecting “green” and “blue” images, respectively – both in the 
category “bright”.  

 

Fig. 8. Image browser with selections “bright”, “blue” 
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5   Conclusions 

This paper has presented a customizable image browser with an architecture that 
allows plug-ins to be designed for specific purposes based on image contents or image 
meta-information, or both. This strategy holds potential for browsing large image 
collections and especially image collections where the viewer is not the photographer. 
The strategy bridges techniques and the benefits from traditional image browsing with 
the recent advances in image processing and analysis. Future work involves testing 
the framework with novel image sorting categories on target groups such as children. 

Acknowledgements. The author is grateful for the hard work of Martin Haukeli, 
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Abstract. By spreading of smart phones, mobile barcodes are used widely. 
However, there are so many 2D barcodes to be available. So, it is important to 
compare those mobile barcodes. In this paper we performed decoding 
performance comparison between popular mobile barcodes. ColorCode is using 
color information to get information. So it shows most improved performance 
in distance and size. Also, it can provide magnifying decoding mode, and it 
shows more enhancing result. 

Keywords: 2D Barcode, Image based Code. 

1   Introduction 

The spread of smartphones is expanding as the digital information access becomes 
available in the mobile environment. Especially, because of uncomfortable entering 
devices, using the Tag Interface is simple and faster to access the information that 
person wants. Among those tag interfaces, the 2D barcode is being used a lot because 
of the advantage that can easily access to it.[1] The 2D barcode is developed to 
overcome the capacity limitation. Hence, it was researched on design and recognition 
of high-capacity code in the beginning, but other area of study such as the feature for 
the user point of view became an important study area. Unlike previous 2D barcode 
market, users access to information by recognizing the code that is located at the long 
distance in the mobile code recognition. Therefore, the performance comparison 
about recognition distance for each code is needed. Also, the barcodes obstructs the 
existing contents. To minimize the bothering, the smaller size of the code the better. 
For this, it is necessary to measure the smallest size of each code by comparing the 
minimum size of code that can be recognized. 

In this paper, we performed the capacity comparison which is required in mobile 
code recognition. In capacity comparison, we compared the capacity between QR 
Code Data Matrix, and ColorCode that are mostly used in Korea mobile code market. 
The capacity comparison was performed on the comparison of the minimum size of 
code that can be recognized and the distance that code can be recognized. Through 
these experiment data, we can use them as the guideline to utilize the mobile code in 
real life. 
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In addition, in the case of ColorCode, the magnifying recognition mode is 
supported. It is a mode that supports long distance recognition by digital zoom the 
video manually. Since ColorCode uses the color and recognizes the ID, the size of 
one cell is bigger than B/W code. With this, the information of cell can be protected 
even though in the case of long distance video was digital zoomed. On the other hand, 
B/W codes uses B/W pattern to perform the recognition. Therefore, it was hard to 
recognize in despite of magnified because the cell was blurred. 

In this paper, we will analyze the performance of mobile code through these 
experiments and provide guide line of recognition to business people and mobile code 
users. We will explain the 2D barcode technology and mobile code technology on 
second chapter, the performance result and experiment design on third chapter, talks 
about the experiment about magnifying recognition mode of ColorCode in chapter 4, 
and conclude on chapter 5. 

2   Mobile Barcode 

The previously developed codes can be divided into 1D barcode and 2D image code. 
2D image code can be divided into B/W code which only uses black & white colors 
and the ColorCode which make the record density high by providing the colors to 
code. 

In the case of 1D barcode, with the fast recognition speed and the correct 
recognition with free direction, it is being used in many industries. However, because 
of some information expression limitation and low density of recording information, 
there are some disadvantages that the size of code gets bigger to express lots of 
information[2, 3]. 

For the 2D image code, it is developed for improving the amount of storage 
problem of 1D barcode[4]. The various codes have been developed, but there was a 
problem that they had to use the expensive reader to decode. The examples for these 
2D image codes are QR code[5] from Denso which can be read fast by finder pattern, 
the PDF 147[6] from Symbol Technologies which has a high rate of restoration when 
it got damaged, the Data Matrix from International Data Matrix[7] that is available to 
microminiaturize and high density of recording, the Maxi Code[8] from UPS that was 
developed for fast classification of parcel service cargo, the CyberCode[9] from Sony 
that was developed for augment reality, Ultracode from Zebra, ColorCode[10] from 
ColorZip Media, and Microsoft’s HCCB[11]. These codes have an advantage on the 
amount of recording, types of data, and improved high density of record. From among 
these, ColorCode , Ultracode, and HCCB are using colors so that it can express more 
information on the same area. 

Especially, the codes that can be recognized with normal camera not with the 
dedicated reader are spreading it as the mobile code. These mobile codes are being 
used as the connection of webpage for the product, advertisement, and information. 
Therefore, it is more likely to focusing on the usability on mobile instead of the 
capacity of storage which was the main focus of 2D barcode technology in the 
beginning. 

We classify these codes with following features. 
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Fig. 1. Various 2D Barcodes. (a) PDF417, (b) QR Code, (c) Data Matrix, (d) MaxiCode, (e) 
ColorCode, (f) HCCB. 

Table 1. Classification of Barcodes 

 1st Generation 2nd Generation 3rd Generation 
Code 1D Barcode 2D High Capacity 

Barcode 
2D Mobile Code 

Feature Accuracy Capacity, Speed Color, Mobility 
Example EAN/UPC, Codabar QR Code, PDF417, 

Data Matrix, 
CyberCode, etc 

QR Code, 
Data Matrix, HCCB, 
ColorCode, etc 

3   Experiments and Analysis 

In this paper, we performed a comparison using three mobile codes - QR Code, Data 
Matrix, and ColorCode. Our experiment results show the recognition performance. 
For this experiment, we used iPhone as a detecting device, AT&TScanner application 
for Data Matrix and QR Code, and the Colorzip application for ColorCode. It is the 
experiment about the mobile code so all three code were encoded to have URL 
information. We put up the codes on the LCD monitor to measure the changes of size 
easily. 

3.1   Minimum Size Experiments 

Minimum Size from Fixed Distance. 2D barcode has many advantages, but there is 
a problem that interrupts the user and covers the existing media content because it is 
printed in visually[12]. To provide the same function, it is preferred to print the code 
in minimum sizes to not to cover the existed content. Therefore, we performed an 
experiment to examine the minimum size of the code that be recognized. 



656 J. Seo, J.H. Choi, and T.-d. Han 

For the first experiment, we measured the minimum sizes that can be recognized in 
the fixed distance (50 cm). This experiment is important because it can measure the 
recognition performance for code itself. We calculate the average with 10 repeated 
experiment performed.  

Table 2. Minimum size of decodable codes in a fixed distance 

Fixed Distance (50cm) Data Matrix QR Code ColorCode 
Minimum Size (mm) 20.4 x 20.4 31.0 x 31.0 14.8 x 14.8 

 

 

Fig. 2. The comparison of relative size (When we set QRCode as 1) 

The ColorCode was able to recognize with the half size of QRCode. This can be 
analyzed that ColorCode increased the data integration by using the colors. The 
reason why Data Matrix can be recognized with the small size than QR Code is 
because the area of the bit amount of Finder Pattern area. 

Minimum Size from free distance. The next experiment considers the mobile code 
recognition environment. When the user decodes the code in the real mobile life, 
users hold their mobile phone with hand and tries in the most appropriate angle and 
the distance that can be recognized easily. This experiment assumes that experimenter 
is in this situation and tries to decode the code with the comfortable location and the 
angle and measures the smallest size of code that can be recognized. As mentioned 
above, we experimented 10 times and calculated the average. 

Table 3. Minimum size of decodable codes in a free distance 

Free Distance Data Matrix QR Code ColorCode 
Minimum Size (mm) 7.8 x 7.8 10.4 x 10.4 2.6 x 2.6 

In the case of ColorCode the minimum size of the code that can be recognized was 
2mm x 2mm. By using the color, it showed as the increase of the cell’s integration 
and very little area was needed compared to other codes. This means that it can have 
the information with the 1/4 size of QR Code. The smaller area was reported in the 
free distance experiment than the fixed distance experiment and the ColorCode had a  
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Fig. 3. The comparison of relative size (When we set QRCode as 1) 

 

bigger gap than any other codes. It is analyzed as the cause of increasing recognition 
rate because of the good preservation of colors in the everyday environment that users 
make to photograph well. 

3.2   Recognition Area Experiments 

The next experiment is using the fixed size of the code and measured the area that can 
be recognized. For the mobile code, there is an advantage in usability that can be 
recognized in the long distance. Additionally, it is necessary for users to not only just 
recognizing at the front but also the recognition in the broad angle to make the code 
available to recognize on the side. We did the experimentation with the various angles 
and the code which has a size of 100mm x 100mm. 

Table 4. Recognizing area of each codes 

Recognizing Area Data Matrix QR Code ColorCode 
Maximum Distance(m) ~1.4 ~1.3 ~2.0 
Maximum Angle(‘) ~56 ~61 ~32 

 
As you can see in this table, the code that has the longest recognition range was the 

ColorCode. However, for the recognition angle, QR Code was most tolerant. This can 
be analyzed that in case of ColorCode, the colors has been changed because of light 
that was chaged by the angle. 

4   ColorCode Magnify Decoding Mode 

In ColorCode, the magnifying recognition mode is being supported with digital Zoom 
function. This mode performs on decoder when it selects “Use Long Distance” like 
figure 4. This mode uses the method that performs the recognition by moving or 
Digital Zooming after photographing like figure 4-b. 

Since B/W codes recognizes B/W’s pattern of cell, the cell pattern becomes blurred 
when the size gets smaller or the distance increased. 
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Fig. 4. ColorCode Magnify Decoding Mode 

 

Fig. 5. Blurred Image of B/W Codes - Data Matrix(Left) and QRCode(Right) 

On the other hand, ColorCode uses colors so it keeps the information of cell in the 
long distance since the color increases the integration of each cell. The recognition 
method that uses this feature is called “magnifying recognition mode.” When users 
use magnifying recognition method, the users need to input but the advantage that the 
recognition dramatically exists. 

The result of magnifying recognition mode is notifying on table 5. 

Table 5. ColorCode’s magnifying decoding performance 

Recognizing Area ColorCode (100mm x 100mm size) 
Maximum Distance(m) ~4.70 
Maximum Angle(‘) ~57 



 Imaged Based Codes Performance Comparison for Mobile Environments 659 

5   Conclusion 

In this paper, we performed a comparison experiment between Data Matrix, QR code, 
and ColorCode that are mostly used for the mobile code. The main purpose for these 
mobile codes is to access web sites through mobile phones. The mobile codes that are 
used currently provide these kinds of services, the usability in the recognition process 
become important issues instead of capacity issue. This paper measures both the 
minimum size and the maximum recognition distance of code for the usability. 
ColorCode uses color cells so there were advantages on the aspect of the distance and 
size. Additionally there was considerable advantage on the distance than any other 
codes since ColorCode provides the magnifying recognition mode. 
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Abstract. The emergent one-dimensional (1D) calibration is very suit-
able for multi-camera calibration. However its accuracy is not satisfac-
tory. Conventional optimal algorithms, such as bundle adjustment, do
not perform well for the non-convex optimization of 1D calibration. In
this paper, a practical optimal algorithm for camera calibration with 1D
objects using branch and bound framework is presented. To obtain the
optimal solution which can provide ε-optimality, tight convex relaxations
of the objective functions are constructed and minimized in a branch
and bound optimization framework. Experiments prove the validity of
the proposed method.

1 Introduction

Camera calibration, which is to determine camera parameters, is a necessary
step to extract three-dimensional(3D) metric information from two-dimensional
(2D) images. According to the dimension of the calibration objects, the cam-
era calibration techniques can be roughly classified into four categories: 3D
object based calibration[1,2], 2D plane based calibration[3,4], one-dimensional
(1D) object based calibration[5,6,7,8,9] and zero-dimensional (0D) approach or
self-calibration [10,11,12]. Much work has been done expect for 1D calibration.
Camera calibration using 1D object was proposed by Zhang in [5]. Hammarstedt
et.al. analyze the critical configuration of 1D calibration and provide simplified
closed-form solutions in Zhang’s setup [6]. Wu et.al. prove that the rotating 1D
object used in [5] is essentially equivalent to a familiar 2D planar object, and
such equivalence still holds when the 1D object undergoes a planar motion rather
than the rotation around a fixed point [7]. Wang et.al. present an 1D calibration
algorithm for multi-camera in which the 1D object can undergo general motions
without special constraints [8]. The emergent 1D calibration has the following
advantages: (1). The 1D calibration object is easy to construct. In practice, it
can be constructed by marking three points on a stick. (2). The 1D calibration
is very suitable for multi-camera calibration, in which the whole 1D calibra-
tion object can be simultaneously observed by all cameras, whereas 3D or 2D
calibration objects hard satisfy.
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The deficiency of 1D calibration is that its accuracy is inferior to that of 3D
and 2D calibration. One reason is that the 1D calibration uses the co-linearity
and distance of markers on the 1D segment to compute the intrinsic matrix,
which means only one dimension of 3D metric information is used. Some re-
searchers propose some methods and resort to nonlinear optimization to refine
1D calibration results [9]. However these methods are not guaranteed to perform
well since the 1D calibration optimization is a non-convex nonlinear optimization
problem.

In this paper, we present a practical algorithm for 1D calibration of multi-
camera system with the theoretical guarantees of global optimality. Given images
captured by a camera, firstly image points of marks on 1D calibration objects
are extracted with image processing techniques and initial calibration results are
obtained with original 1D calibration algorithm. Normalize the initial calibration
results and use them to give bounds on variables. Secondly construct tight convex
relaxations of the objective functions and minimize the objective functions in a
branch and bound optimization framework. Then normalized camera parameters
can be obtained by the decomposition of the dual image of the absolute conic.
Finally, the camera parameters can be obtained by de-normalization.

The paper is organized as follows. Some preliminaries are introduced in
Section 2. In Section 3 the proposed global optimal calibration algorithm for
a camera is presented. Then calibration experiments are reported in Section 4.
Section 5 are some concluding remarks.

2 Preliminary

2.1 Camera Model

In this paper, a 3D point is denoted by M = [X, Y, Z]T , and a 2D image point
by m = [u, v]T . The corresponding homogeneous vector is denoted respectively
as M̃ = [X, Y, Z, 1]T , m̃ = [u, v, 1]T . With the pinhole camera model, the re-
lationship between a 2D image point and m̃ its corresponding 3D pointM̃ is

dm̃ = K[R|t]M̃, K =

⎡
⎣

α γ u0

0 β v0

0 0 1

⎤
⎦ (1)

where d is a scale factor (the projection depth of 3D point M̃), K is called the
camera intrinsic matrix, α, β denotes the scale factors along the u and v image
axes respectively, γ the skew, and [u0, v0] the principal point, [R|t] called the
extrinsic matrix, R is the rotation matrix and t translation vector which relates
the world coordinate system to the camera coordinate system.

2.2 1D Calibration Object

In this paper, the minimal configuration of 1D calibration object which only
consists of three collinear points is considered. Assume three points of 1D cal-
ibration object are A, B and C, where ||A − C|| = L1, ||B − C|| = L2 (see
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Fig. 1. Multi-camera system calibration with a 1D object

Fig.1). For the convenience of statement, the 1D calibration object is also called
the line-segment (ACB) and denoted as LACB.

2.3 Branch and Bound Theory

Branch and bound algorithms are methods for global optimization of non-convex
problems [14]. They maintain a provable upper or(and) lower bound on the
objective function and terminate with a ε-suboptimal for arbitrarily small ε.

For a multivariate, non-convex, scalar-valued objective function f : Rm → R,
to seek a global minimum over an m-dimensional rectangle Qinit, firstly introduce
an auxiliary function Φ1b(Q) which satisfies the following conditions for every
region Q ⊂ Qinit.
(R1). Φ1b(Q) ≤ fmin(Q). Thus, the function Φ1b(Q) compute a lower bound on

fmin(Q) of f(x) for all x ∈ Q.

Fig. 2. The mechanism of global minimization with branch and bound algorithm for
a univariate function
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(R2). ∀ε > 0, ∃δ > 0 such that ∀Q ⊂ Qinit, | Q |≤ δ ⇒ f(x) − Φ1b(x) ≤ ε, i.e.,
as | Q |, the length of the longest edge of a rectangle Q, goes to zero, the
relaxation gap f(x) − Φ1b(x) uniformly converges to zero.

Bounding refers to computing the value of Φ1b(Q), while branching refers to
choosing and subdividing a rectangle Q. Fig.2 illustrates the basic mechanism
of a branch and bound routine for the case of a univariate function. Take the
rectangle with the smallest minimum of Φ1b as the most promising to contain the
global minimum and pick it for refinement. Then subdivide the picked rectangle
into k rectangles along the largest dimension. Repeat this process iteratively
until the optimal solution is reached. The key problem of branch and bound
methods is designing a proper bounding function Φ1b(Q), which should be easy
to estimate.

3 Global Optimal 1D Calibration Algorithm

The goal of camera 1D calibration is to compute the camera intrinsic matrix met-
ric K, with image points {aij ,bij , cij |i = 0, 1, 2, ..., m, j = 1, 2, ..., n} of LACB

under the jth rotation around the fixed point A (see Fig. 1). A camera system
can be linearly calibrated with 1D calibration objects undertaken rotations [5].
Firstly express 3D coordinates with image points of markers Ai, Bi and Ci on
1D objects. Secondly construct equations with estimated 3D coordinates corre-
sponding to image points and geometry constraints of 1D calibration objects.
However the linear 1D calibration algorithm is susceptible to fail due to image
noise. On the other hand, the conventional bundle adjustment optimization algo-
rithm possibly converges to a local rather than a global minimum. So a 1D global
optimal calibration algorithm using branch and bound framework is proposed
to reduce the effect of image noises and improve the calibration accuracy.

3.1 Traditional Solution

As shown in Fig. 1, let the line segment AC rotates N times around the fixed
point A. Denote the coordinate of A by X0 under the camera coordinate system,
and coordinates of B and C under the ith rotation by Yi and Zi, respectively,
(i = 0, 1, 2, . . . , N), where Y0, Z0 is the coordinates of B and C at the initial
position. Then, we have

Yi = λ1X0 + λ2Zi, (2)

where λ1 = (L1−L2)/L1 and λ2 = L2/L1. Denote the image point of X0, Yi, Zi

by x0, yi, zi. With equation (1) under the camera coordinate system, we have

dx
0x0 = KX0, dy

i yi = KYi, dz
i zi = KZi. (3)

Substitute equation (2) into dy
i yi = KYi, then we have

dy
i yi = dx

0λ1x0 + dz
i λ2zi, i = 0, 1, 2, · · · , N. (4)
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By some simple vector manipulation, we obtain the following constraints

dy
i = dx

0d′yi , dz
i = dx

0d′zi , (5)

where d′yi , d′zi is the relative depth of Yi, Zi to X0:

d′yi =
λ1(yi × zi)T (x0 × zi)
λ2(yi × zi)T (yi × zi)

, (6)

d′zi =
λ1(x0 × yi)T (zi × yi)
λ2(zi × yi)T (zi × yi)

. (7)

With the geometry information of the 1D object, for each i (i = 1, 2, . . . , N) we
have the following constraint

L = ‖Zi − X0‖ = ‖K−1(dz
i zi − dx

0x0)‖. (8)

It can also be expressed as the following equation system,

(d′zi zi − x0)T 	(d′zi zi − x0) = L2 i = 0, · · · , N. (9)

where 	 = (dx
0)2K−TK−1. Considering that

mT
i 	mi = MiΘ

= [m2
i1 2mi1mi2 2mi1mi3 m2

i2 2mi2mi3 m2
i3]Θ

(10)

with
Θ = [	11 	12 	13 	22 	23 	33]T (11)

and mi = (d′zi zi − x0), (9) can be rewritten as

MiΘ = L2 i = 0, · · · , N. (12)

With M = [MT
0 ,MT

1 , · · · ,MT
N ]T , L = [L2, L2, · · · , L2]T , we can obtain Θ with

the total (orthogonal) least squares method by sloving

MΘ = L. (13)

Once Θ is obtained with equation (11) we can compute 	, then obtain dx
0K

−1

by the Cholesky decomposition. Finally the inner matrix K is obtained.

3.2 Global Optimization with Branch and Bound

The above solution is obtained by minimizing algebraic distances which is sus-
ceptible to image noise. The conventional way to overcome this deficiency is
resort to bundle adjustment, however it often traps in local optimal solution.
We instead consider branch and bound algorithm outlined in this section to
refine 1D calibration results.
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In the linear 1D calibration, the main problem is to estimate the image of
absolute quadratic (IAC)

	0 = K−TK−1

= 1
α2β2

⎡
⎣

β2 −γβ −u0β
2 + γv0β

−γβ α2 + γ2 γu0α − v0α
2 − γ2v0

−u0β
2 + γv0β γu0α − v0α

2 − γ2v0 α2β2 + α2v0
2 + (βu0 − γv0)2

⎤
⎦

(14)
It can be posed as the following least squares problem:

min
�0

∑
i

(L2
1 − (Zi − X0)T 	0(Zi − X0))2 (15)

Considering equation (8), equation (15) can be rewritten as

min
�̂0

∑
i

(L2
1 − k(d′zi zi − x0)T 	̂0(d′

z
i zi − x0))2 (16)

where k = (dx
0 )2/α2/β2,

	̂0 =

⎡
⎣

β2 −γβ −u0β
2 + γv0β

−γβ α2 + γ2 γu0α − v0α
2 − γ2v0

−u0β
2 + γv0β γu0α − v0α

2 − γ2v0 α2β2 + α2v0
2 + (βu0 − γv0)2

⎤
⎦

(17)
It is solved linearly by ignoring the positive semi-definiteness requirement on the
IAC. For the cases where the linear solution does not yield a positive semi-definite
IAC, the closest positive semi-definite matrix is estimated as a post-processing
step by dropping the negative eigenvalues.

We take into account the positive semi-definiteness of the IAC in the opti-
mization algorithm and search for the optimal IAC in the feasible domain. To
this end, we pose the minimization problem:

min
�̂0

∑
i

(L2
1 − k(d′zi zi − x0)T 	̂0(d′

z
i zi − x0))2

subject to 	̂0
0
	̂0 ∈ ℵ

, (18)

where 	̂0
0 describes the positive semi-definiteness, ℵ is some initial convex
region which can be given by estimated camera matrix K̄ with original linear
1D calibration. To improve the numerical conditioning of this method, the matrix

V =
1
2

⎡
⎣
√

w2 + h2 0 w

0
√

w2 + h2 h
0 0 2

⎤
⎦ (19)

is used to normalize K̂ by K = V−1K̄, where w and h are respectively the width
and height of images.
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Assume that the domain ℵ is given in the form of bounds [ljk, rjk] on the five
unknown symmetric entries 	̂0jk of 	̂0. Then the above optimization problem
can be stated as

min
�̂0

∑
i

(L2
1 − k(d′zi zi − x0)T 	̂0(d′

z
i zi − x0))2

subject to 	̂0
0
ljk ≤ 	̂0jk ≤ rjk

. (20)

Then introduce a new matrix ν = k	̂0. The objective function of the optimiza-
tion problem (20) can be expressed as min

�̂0

∑
i

(L2
1 − (d′zi zi − x0)T ν(d′zi zi − x0))2.

With the bilinear equality constraint (d′zi zi−x0)T ν(d′zi zi−x0) = L2
1, the bounds

of variable of k can be given by simply inverting the bounds on 	̂0. The convex
relaxation of the above optimization problem can be stated as

min
�̂0,k,ν

∑
i

(L2
1 − (d′zi zi − x0)T ν(d′zi zi − x0))2

subject to νjk ≤ ku	̂jk + ljkk − kuljk

νjk ≤ kl	̂jk + ujkk − klujk

νjk ≥ kl	̂jk + ljkk − klljk

νjk ≥ ku	̂jk + ujkk − kuujk

	̂0
0
ljk ≤ 	̂0jk ≤ rjk

kl ≤ k ≤ kr

. (21)

The objective function of the optimization problem (21) is convex quadratic.
The constraint set includes linear inequalities and a positive semi-definiteness
constraint. Such problem can be efficiently solved using interior point methods
which can obtain their global optimum and have a number of software packages
for implementation. In our implementation, SeDuMi [19] is used.

Once 	̂0 is obtained, the normalized camera matrix K̂ can be computed by
equation (17). Finally the camera matrix can be obtained by de-normalization
with K = VK̂.

4 Experiments

To validate the proposed algorithm, computer simulated data and real image
data experiments have been performed. Some results are reported in this section.

4.1 Simulated Data

In this experiment, the intrinsic parameters of the simulated camera are α = 500,
β = 500, u0 = 512, v0 = 512 and γ = 0.0. The distance between two markers
A and C on the 1D object is L1 = 20, the distance between two markers B
and C is L2 = 10. The initial positions of three markers are A = (0, 0, 25)T ,
B = (5

√
2, 0, 25 + 5

√
2)T , C = (10

√
2, 0, 25 + 10

√
2)T respectively. Rotate the

1D object N times with randomly selected angle and axis around fixed point
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A, then 2N + 3 space points can be obtained which include three points on
the initial position. Assumed that the camera coordinate system coincides with
the world coordinate system, image points of these markers can be obtained by
equation (1).
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(a) OPTIMBB with 20 rotations
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(b) OPTIMBB with 40 rotations
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(c) NL with 20 rotations
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(d) NL with 40 rotations
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(e) OPTIMBA with 20 rotations
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(f) OPTIMBA with 40 rotations

Fig. 3. Experimental results of the proposed optimal, NL and conventional bundle
adjustment 1D calibration with 20 and 40 rotations of 1D object

Add Gaussian noise with mean 0 and standard derivations σ to image points.
The noise level σ is varied from 0 to 2.5 pixels with a step of 0.25 pixels. Here we
use three methods, the proposed optimal algorithm based on branch and bound
framework (OPTIMBB), the normalized linear algorithm (NL) and the conven-
tional optimal algorithm based on bundle adjustment (OPTIMBA), to calibrate
the camera. In order to provide more statistically meaningful results, for each
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noise level we perform 1000 trials. The RMS errors of estimated inner param-
eters relative to the ground truth are computed to evaluate the performance.
Results are shown in Figure 3.

We can see in Figure 3, errors of the proposed OPTIMBB algorithm are less
than that of the normalized linear algorithm and the conventional OPTIMBA
algorithm. Errors of the proposed OPTIMBB algorithm increase almost linearly
with the noise level while the conventional OPTIMBA algorithm does not lin-
early increase with noise level due to trapping into local minima.

4.2 Real Images Data

For the experiment with real data, distances between two adjacent markers on
the 1D object are 15cm. Rotate the 1D object 15 times around one fixed marker.
Then use measurements of makers’ image to calibrate the camera with the OP-
TIMBB, NL and OPTIMBA 1D calibration. We also perform 2D calibration and
take its results as the ground truth. Calibration results are shown in Table 1.
We can see that the performance of the proposed OPTIMBB algorithm is better
than the other algorithm.

Table 1. Experimental results with real image data

α β γ u0 v0

OPTIMBB 2097 2080 -0.4 764 525
NL 1923 1938 -1.8 806 552

OPTIMBA 2034 1988 1.9 762 537
2D 2075 2078 0 757 514

5 Conclusions

In this paper, we have investigated to improve the accuracy of 1D calibration. A
global optimal algorithm based on branch and bound framework is proposed. By
constructing tight convex relaxations of the objective functions and minimizing
in a branch and bound optimization framework, the optimal solution, which can
provide ε-optimality, is obtained. Experiments prove the validity of the proposed
method.

Acknowledgment

This work was partially supported by the National Natural Science Foundation
of China (Grant No.60872127).



A Global Optimal Algorithm for Camera Calibration 669

References

1. Abdel-Aziz, Y.I., Karara, H.M.: Direct linear transformation from comparator co-
ordinates into object space coordinates. In: ASP Symposium on Colse-Range Pho-
togrammetry, Virginia, USA (1971)

2. Tsai, R.: An efficient and accurate camera calibration technique for 3d machine
vision. In: Proceedings of the CVPR 1986, Miami Beach, USA, pp. 364–374 (1986)

3. Zhang, Z.Y.: Flexible camera calibration by viewing a plane from unknown orien-
tations. In: Proceedings of the ICCV 1999, Kerkya, Greece, pp. 666–673 (1999)

4. Meng, X.Q., Li, H., Hu, Z.Y.: A new easy camera calibration technique based on
circular points. In: Proceedings of the BMVC 2000, Bristol, UK, pp. 496–505 (2000)

5. Zhang, Z.Y.: Camera calibration with one-dimensional objects. IEEE Trans. Pat-
tern Anal. Mach. Intell. 26(7), 892–899 (2004)

6. Hammarstedt, P., Sturm, P., Heyden, A.: Degenerate cases and closed-form solu-
tions for camera calibration with one-dimensional objects. In: Proceedings of the
ICCV 2005, Beijing, China, pp. 317–324 (2005)

7. Wu, F.C., Hu, Z.Y., Zhu, H.J.: Camera calibration with moving one-dimensional
objects. Pattern Recognition 38(5), 755–765 (2005)

8. Wang, L., Wu, F.C., Hu, Z.Y.: Multi-camera calibration with one-dimensional ob-
ject under general motions. In: Proc. IEEE Int. Conf. Comput. Vis., pp.1–7 (2007)

9. Franca, J., Stemmer, M.R., et al.: Revisiting Zhang’s 1D calibration algorithm.
Pattern Recognition 43(3), 1180–1187 (2010)

10. Maybank, S.J., Faugeras, O.D.: A theory of self-calibration of a moving camera.
Int. J. Comput. Vision 8(2), 123–152 (1992)

11. Pollefeys, M., Gool, L.V., Oosterlinck, A.: The modulus constraint: a new con-
straint for self-calibration. In: Proceedings of the ICPR 1996, Vienna, Austria, pp.
31–42 (1996)

12. Triggs, B.: Auto-calibration and the absolute quadric. In: Proceedings of the CVPR
1997, Puerto Rico, USA, pp. 609–614 (1997)

13. Triggs, B.: Autocalibration from planar scenes. In: Burkhardt, H.-J., Neumann, B.
(eds.) ECCV 1998. LNCS, vol. 1406, pp. 89–105. Springer, Heidelberg (1998)

14. Land, A.H., Doig, A.G.: An automatic method of solving discrete programming
prolems. Econometrica 28(3), 497–520 (1960)

15. Chandraker, M., Agarwal, S., et al.: Globally optimal algorithms for stratified
autocalibration. Int. J. Comput. Vision 90(2), 236–254 (2010)

16. Hartley, R., Zisserman, A.: Mmultiple view geometry in computer vision. Cam-
bridge University Press, Cambridge (2000)

17. More, J.J.: The levenberg-marquardt algorithm, implementation and theory. In:
Watson, G.A. (ed.) Numerical Analysis. Springer, Heidelberg (1977)

18. Rother, C.: Multi-view reconstruction and camera recovery using a real or virtual
reference plane, PhD thesis, Computational and Active Perception Laboratory,
Kungl Tekniska Högskolan (2003)
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LSCM Based Non-rigid Registration for  
Craniofacial Surfaces 
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Abstract. The Least Squares Conformal Maps (LSCM) is an approximation of 
the conformal mapping in the least–squares sense, and it can map the corre-
sponding feature points on two 3D surfaces into the same 2D location. This pa-
per proposes a non-rigid registration method for craniofacial surfaces based on 
LSCM parameterization. Firstly, craniofacial surfaces are normalized in pose 
and scale by using a unified coordinate system. Secondly, by pinning six land-
marks, which include the outer corners of the eyes, two corners of the mouth, 
two side points of the nose wing, each craniofacial surface is mapped into a 
nearly equal 2D domain by using LSCM. Finally, an iso-parameter mesh of 
each craniofacial surface can be obtained by 2D to 3D mapping, which  
establishes a unique correspondence among different craniofacial surfaces. To 
evaluate the proposed method, the target surface is deformed into the reference 
surface using TPS algorithm with dense correspondences being control points, 
and then the sum of the distance between two correspondence point sets are 
computed, and vice versa. According to the average distance, the proposed 
method is compared with ICP and a TPS based method. The comparison shows 
that the proposed approach is more accurate and effective.  

Keywords: non-rigid registration, LCSM, craniofacial surface. 

1   Introduction 

Non-rigid registration of 3D data set is an important and challenging issue for many 
applications such as atlas matching, shape retrieval, 3D object recognition etc [1,2]. The 
registration for craniofacial surfaces is to find an optimal transformation from one cra-
niofacial surface to the other surface, so that each point of one craniofacial surface maps 
to its corresponding point in another surface which stems from the same physical point. 
In fact, the registration for craniofacial surfaces is not a well-defined problem. Except 
for some distinct points such as the tip of nose and the corners of mouth and so on, it is 
difficult to define exact correspondence between different craniofacial surfaces,  
especially for the points on smooth regions such as the cheeks and forehead. 

Up to now, there are many researches on the 3D registration. The iterative closest 
point (ICP) algorithm [3] is a classical technique used in 3D registration. It iteratively 
searches the closest corresponding points in two data sets and optimized rigid  
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transformation to minimize the distances between these closest points. Since the 
original ICP algorithm has a heavy time cost and need a good pre-alignment, various 
improved ICP methods [4] have been proposed to enhance the registration accuracy 
or convergence stability of ICP. However, ICP is not suitable for alignments with 
large non-rigid deformation. The dominant non-rigid deformation is Thin Plate Spline 
(TPS)-based [5,6]. Hutton et al [7] proposed a dense 3D face model registration based 
on TPS. They manually pick up 9 feature points as TPS controlling points on 3D 
faces in the training set. However, these 9 feature points are inadequate for describing 
the variation of the 3D facial shapes. Schneider and Eisert [8] propose an automatic 
registration method by combining ICP and TPS. In this method, landmarks are first 
automatically defined using the ICP scheme with a re-weighted error function, and 
then a TPS deformation is computed based on the landmark correspondences. Hu et 
al. [9] propose a similar method, but they define the landmarks of TPS by first ran-
domly selecting some points on one face, and then finding their correspondences on 
the other face through an iterative closest point searching strategy. However, closest 
point pairs may not always physically correspond to each other. 

In this work, we propose a registration method for 3D craniofacial surfaces based on 
Least squares conformal maps parameterization (LSCM). LSCM is an approximation 
of the conformal mapping in the least–squares sense, and it can map the corresponding 
feature points on two 3D surfaces into the same 2D location, and can map a 3D surface 
to a 2D plane in a continuous manner with minimized local angle distortion. By pin-
ning six corresponding landmarks on each craniofacial surface, all craniofacial surfaces 
are mapped into nearly equal 2D parameterizations using LSCM, that is, the corre-
sponding points are mapped onto nearly equal 2D parameters. Compared with ICP and 
a TPS based method, the proposed approach is more accurate and effective. 

Section 2 introduces the LSCM. Section 3 describes the proposed registration 
method for craniofacial surfaces. Experimental results are reported in Section 4, and 
followed are some conclusions in Section 5. 

2   Least Squares Conformal Maps 

In this section, we briefly introduce the notion of the LCSM (see [10] for details). 
It can be proofed by Riemann’s theorem that any surface homeomorphic to a disc 

can be parameterized to a 2D planar domain by a conformal mapping, which is one to 
one, onto, and angle preserving [11,12]. The mapping can be uniquely determined by 
any two points on the surface. However, the mapping usually is unreliable, since there 
is noise in the discrete data we obtained. In order to better handle the errors caused by 
noise and the inaccuracy of locating feature points, the LSCM introduces additional 
constraints in the least squares sense. 

Consider a discrete 3D surface triangle mesh S and a smooth target map-
ping : ( , ) U S u v→ . U is conformal on S if and only if the following Cauchy-Riemann 
equation holds true on the whole of S. 

        0 
U U

i
x y

∂ ∂+ =
∂ ∂

                                                          (1) 
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Since this conformal condition cannot be strictly satisfied on the whole triangulated 
surface S, the conformal map is constructed in the least squares sense with the con-
straint that the mapping U is linear on each triangle of the mesh surface S. Then the 
conformal map is constructed in the least-squares sense: 

( )
2

( ) 
d S

U U
MinC S i A d

x y∈

∂ ∂= +
∂ ∂∑

                                       (2) 

where d is a triangle on the mesh S, and ( )A d is the area of the triangle d . In solving 
this minimization problem, we can add more correspondences as additional con-
straints by pinning multiple points with a priori values. Thus, we can map a 3D sur-
face to a 2D domain with multiple correspondences as constraints by using the LSCM 
technique. 

Compared to conformal maps, LSCM has the following advantages [12]: LSCM 
can map a 3D shape to a 2D domain in a continuous manner with minimized local 
angle distortion; LSCM can handle missing boundaries and occlusion; LSCM is inde-
pendent of mesh resolution, LSCM can be linearly solved; LSCM can better handle 
noise from the feature point detection due to multiple feature constraints. 

3   The Registration Algorithm for Craniofacial Surfaces 

3.1   Normalization of Craniofacial Surfaces 

Since different craniofacial data can be obtained by different 3D data acquisition, and 
the poses and the scales of the craniofacial surfaces are various, we need to perform a 
pose and scale normalization before registration. According to human physiological 
characteristics, the four landmarks, which include the two outer corners of eyes and 
two corners of the mouth, are coplanar. We build a unified coordinate system as fol-
lows: The midpoint of the two landmarks of two eyes is the origin of the coordinate 
system; The direction from the coordinate origin to the right landmark of the eyes is 
the x-direction; The normal of the plane is the z-direction; Then, y-direction is deter-
mined according to the right-hand rule; Finally, the metric unit of the coordinate sys-
tem is defined according to the distance from the coordinate origin to the right land-
mark of the eyes. Figure.1a shows the unified coordinate system. When transformed 
to this unified coordinate system, each craniofacial surface can be adjusted to a same 
pose and a same scale. 

3.2   Registration Based on LCSM 

A craniofacial surface is approximately homeomorphic to a disc, so we can use 
LSCM to map a craniofacial surface to a 2D domain. When adding additional feature 
constraints that the corresponding anatomy features on any craniofacial surface 
should be mapped onto the same 2D locations, we expect that corresponding points 
on different craniofacial surfaces have nearly the same 2D values. Then from 2D 
correspondences, we can obtain the 3D point matching. 
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To generate feature constraints in LSCM, we have to pin some feature points. As 
we know, except for some distinct points such as the tip of nose and the corners of 
mouth and so on, it is difficult to find the exact anatomy correspondence between 
different craniofacial surfaces. In addition, as Figure.1 shows, the six landmarks in a 
craniofacial surface including the outer corners of the two eyes, two corners of the 
mouth, two side points of the nose wing, control the main feature region of a cranio-
facial surface. So we choose the six landmarks to generate the feature constraints in 
LSCM. However, improper constraints will generate bad mapping, and how to assign 
proper prior 2D values to these six landmarks is not easy. We firstly map one refer-
ence surface into 2D domain using LSCM by pinning the two landmarks of eyes, 
where the two landmarks are assigned (-1, 0) and (1, 0) respectively. The 2D domain 
of the reference surface is shown in Figure.1b, where the 2D locations of the six 
landmarks are also labeled in Figure.1b. Table.1 shows the 2D values of the six land-
marks. Then any craniofacial surface can be mapped to a 2D domain by LSCM with 
pinning the six landmarks according to the obtained 2D values, Fig.2 shows another 
craniofacial surface and the 2D domain mapped by LSCM with pinning the six land-
marks. 

Since the LSCM subjects to the constraint that the mapping is linear on each trian-
gle of the mesh surface, the iso-parametric mesh of a craniofacial surface can be ob-
tained by linear interpolation, and a 3D point correspondence is formed according to 
the iso-parametric mesh. Fig.2c shows the registration result between two craniofacial 
surfaces in Fig.1 and Fig.2. 

                            
                                                        a                                                  b 

Fig. 1.  a)The unified coordinate system and the six landmarks, b)The 2D domain by LSCM 

Table 1. The 2D values of the six landmarks 

2D values of 
landmarks 

1 2 3 4 5 6 

u -1.0 1.0 -0.29 0.28 -0.37 0.43 

v 0.0 0.0 -0.68 -0.71 -1.13 -1.11 
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                             a                                                 b                                               c 

Fig. 2. a)A craniofacial surface, b) The 2D domain by LSCM with pinning six feature points, 
c)The registration result 

4   Result 

In this section, we do some experiments to evaluate our algorithm. We also use the two 
craniofacial surfaces in Section3, which are acquired by reconstructing from real CT 
images. The craniofacial surface in Fig.1 has 28610 vertices and 55917 triangles, and 
the one in Fig.2 has 28421 points and 55296 triangles. It is obviously has much differ-
ences between them in shape and geometry feature. In experiments, since the back of a 
head has less recognition features, a vertical cut is performed manually to retain the 
face part before the ears. The platform of the experiments is Dell precision 390 work-
station with Intel(R) Core(TM) 2.39GHz and 3GB memory. The registration result in 
Fig. 2c shows that the faces can match well with each other, which indicates the pro-
posed method is effective. In following, we compare our method with ICP and TPS.  

Since the point number of the models is large� it will take a long time for registra-
tion using all points. So, we do random sampling to select points for the ICP registra-
tion, which distribute uniformly on the surfaces, and the distances among these points 
are forced being greater than a given threshold. In the experiment, 2500 points are 
select on each face. Fig. 3 shows the selected points, including most of characters on 
the reference face. The 2500 points are used to compute the transform between two 
surfaces in ICP. The result using ICP is shown in Fig. 4a. Using these 2500 point 
correspondences obtained by ICP as controlling points, the reference craniofacial is 
deformed to target craniofacial by TPS, and the result using TPS is shown in Fig. 4b. 
The result using the proposed method is also shown in Fig. 4c. To make the result 
clearer, frontal faces are displayed with solid, and side faces use triangles. We can see 
that the quality of ICP registration is the worst, and most of the points match with 
each other perfectly by the proposed method, which is better than the TPS method. 

Furthermore, in order to evaluate the three methods quantitatively, we compute the 
mean distance between dense correspondences for ICP and TPS respectively, and for 
the proposed method, the target surface is deformed into the reference surface using 
TPS algorithm with dense correspondences being control points, and then the distance 
sum between two correspondence point sets are computed, and vice versa. The mean 
distances for the three methods are shown in Table 2. From the table, we can see the 
non-rigid method based on LSCM performs much better then ICP and TPS. 
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Fig. 3. The random sampled points on the reference face and the target face for TPS 

 

  
                                         a                               b                             c 

Fig. 4. a)The alignment of the two faces after the ICP transformation, b) The alignment of the 
two faces after the TPS transformation, c)The alignment of the two faces after our method 

Table 2. The result of the criteria of ICP and Our method 

Methods ICP TPS Our method 
Mean distance(mm) 3.01 0.71 0.49 

5   Conclusions 

Non-rigid registration of 3D data set is an important and challenging issue for many 
applications such as atlas matching; shape retrieval, 3D object recognition etc. This 
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paper proposes a non-rigid registration method for craniofacial surfaces based on LSCM 
parameterization. Since LSCM can map the corresponding feature points on two 3D 
surfaces into the same 2D location, each craniofacial surface can be mapped into a 
nearly equal 2D domain by using LSCM. Then from 2D correspondences, we can ob-
tain the 3D point matching. The proposed method is compared with ICP and a TPS 
based method. The comparison shows that the proposed approach is more accurate and 
effective. The future work we will do is to refine the registration result in 2D domain. 
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Abstract. Although many upsampling methods have been proposed, but no 
method can get result images with satisfactory quality in real-time. In this  
paper, we propose a CUDA based image upsampling algorithm, which can gen-
erate sharp edges with reduced grid-related artifacts efficiently. By analyzing 
existing method, we find chock points which confine the efficiency of the  
algorithm mostly and use CUDA to accelerate our algorithm and improve the 
implementation model of the algorithm. In this way we not only guarantee the 
quality of the result image, but also realize the purpose of a real-time human-
computer interaction. Experimental results show that our method can get  
high-quality upsampled images efficiently. 

Keywords: image upsampling, CUDA, large-scale data parallel computing,  
image interpolation, super-resolution. 

1   Introduction 

As one of the most elementary image operations, image resizing or resampling has 
been used for many purposes and is supported by almost all image editing softwares. 
A proper linear pre-filtering can obtain satisfactory downsampled images. But for 
upsampling it is not the same case. Because of lacking the needed information during 
upsampling, the result images usually lack small-scale texture-related features and the 
sharp edges become blurry, original pixel grids are still noticeable. Although many 
interpolation-based upsampling methods[1-5] have been proposed, the quality of 
result images is not satisfactory.  

In order to avoid the blurred areas in sharp edges, another kind of upsampling 
method is proposed by using edge detecting. The typical upsampling algorithms such 
as POCS[6] based on adaptive image magnification, upsampling via imposed edges 
statistics[9] and so on. These kinds of algorithms considered not only pixel connec-
tion but also sharp edges, therefore the sampling effects were satisfactory. But all 
these methods used quite complex edges detecting computation, therefore their speed 
were not suitable to use in real-time texture mapping. 
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In this paper, we propose a high-quality fast image upsampling algorithm based on 
CUDA, which can generate sharp edges with reduced grid-related artifacts efficiently. 
As the same with upsampling method via imposed edges statistics, our method is also 
based on a statistical edge dependency relating certain edge features of two different 
resolutions, which is generically exhibited by real-world images. A special edge reli-
ance is calculated in the preprocessing, which will be used as a known condition to 
reach the goal of improving the image resolution. And in this process the intensity of 
the image must also be preserved in order to achieve the association which can assure 
the content of output and input images are the same while the original resolution im-
age is downsampled.  

Furthermore, throughout the whole upsampling process, the complex operations 
between matrices often confine the efficiency of the algorithm, therefore we use 
CUDA[10] to accelerate our algorithm and improve the implementation model of the 
algorithm. In this way we not only guarantee the quality of the images upsampled, but 
also realize the purpose of a real-time human-computer interaction when upsampling.  

The rest of our paper is organized as follows. In section 2, we discuss the related 
work in upsampling method and CUDA[10]. In section 3, we discuss our algorithm in 
detail. Implementations and experiments are discussed in section 4. In section 5, we 
describe our conclusion.  

2   Related Work 

Upsampling is an important method for image processing and is widely used in dif-
ferent procedures of image editing. There are many kinds of different upsampling 
methods, such as Classical Methods, Weights Adapting Methods, Storing Additional 
Data, Edge Statistics and so on. 

Classical Methods include Nearest-Neighbor, Bilinear, Bicubic and so on. They[1-
5] are very easy and popular used in the contemporary image processing commercial 
softwares. But these methods always rely on the assumption that the image data is 
either spatially smooth or band-limited. Because of this, these methods may have bad 
visual effects during the image processing. Visual artifacts such as ringing, aliasing, 
blocking and blurring are obviously. 

On the other hand, many people put the Weights Adapting Methods forward in or-
der to avoiding blurring, ringing and other artifacts. One of these methods is POCS[6] 
based on adaptive image magnification. It was proposed by Ratakonda and Ahuja in 
1998. The selective interpolation is implemented by using an iterative Projection Onto 
Convex Set (POCS) scheme. There are three basic steps in this method. Firstly, find-
ing the edges of the input image. Secondly, obtaining the initial image. Finally, use 
POCS based on iterative algorithm method to get good upsampling images. Another 
Weights Adapting Method is Image Interpolation by using pixelleveldata-dependent 
triangulation. It was proposed by Su and Willis[7]. This method includes series of  
interpolation weights which are adjusted locally by choosing three out of the four 
nearest pixels. By using this method, we can reduce the number of variables that are 
averaged. This choice forms a noticeable block-like eggect, showing strong continuity 
along one of the two diagonals. 



 High-Quality Fast Image Upsampling Algorithm Based on CUDA 679 

The Storing Additional Data methods also have many different methods. Tumblin 
and Choudhury[8] store additional image data in the form of discontinuity graphs and 
avoid the averaging pixels across boundaries. Raanan Fattal [9] uses Edge Statistics to 
upsample images. Although Fattal’s method can get result images with high quality, it 
has a fatal weakness. Because of the accurately calculation, the speed of his method is 
very slow. So it can’t be used in real time image processing. 

At the same time, CUDA is NVIDIA’s parallel computing architecture that enable  
dramatic increases in computing performance by harnessing the power of the 
GPU(Graphics Processing Unit)[10]. With millions of CUDA-enabled GPUs sold to 
date, software developers, scientists and researchers are finding broad-ranging uses 
for CUDA, including image and video processing, computational biology and chemis-
try, fluid dynamics simulation, CT image reconstruction, seismic analysis, ray tracing, 
and much more. 

In our paper, we propose a method and use CUDA to accelerate the speed of the 
processing procedure which can get good results and can be used in real time image 
processing. So our method have an extensive use in many different fields which need 
to use image upsampling. 

3   Upsampling Algorithm Based on CUDA 

As a result of our research on upsampling methods, we know that the method of Im-
age Upsampling via Imposed Edge Statistics produces the best result images. This 
algorithm was proposed by Raanan Fattal in 2007. It uses the edge statistics informa-
tion to let the edges of upsampled images become clear without ringing, aliasing, 
blocking and blurring. The basic idea of Fattal’s method can be described as Fig.1. By 
the guiding of this idea, we can clearly know the goal of our method. We’ll improve 
Fattal’s algorithm and accelerate the algorithm by using CUDA. 

 

Fig. 1. Sharp upsampled image resulting from a low-resolution image plus edge statistics 

3.1   Using Gradients Model to Get Good Upsampling Results 

We use the changes in one direction of a gradient to judge the edges of an image. We 
sum the gradients of pixels along one edge and solve the average of the sum  
gradients. Thus, we can know the variance of the gradients. Use the average and the 
variance, we can construct a Gaussian distribution. Then by using this Gaussian  
distribution we construct a Gibbs distribution. The Gibbs distribution is a method for 
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reduce the difficulty of the calculation of Gaussian distribution. In the condition of 
weak assumptions, the error rate of Gibbs distribution is only twice of the best  
classification(Bayes). So Gibbs distribution is a good choice for reducing calculated 
amount.  

Having known the above conclusion, we will discuss the details in the following. 
The whole algorithm flow chart shows in Fig.2.  

Input image I image I’ Use I’ to calculate 
the gradient 

Let 

Calculate the whole  gradient 
of one gradient direction  

Get the average of 
the sum gradients 

Get the variance 
of the gradient 

Construct a Gaussian 
distribution

Construct a Gibbs 
distribution

P(I)
Max(log(P(I)))

upsampling 

 

Fig. 2. The whole algorithm flow chart 

3.2   Using CUBLAS to Accelerate the Algorithm 

By analyzing the above processing procedure, we find that all steps with matrix  
operations are time cost process. While matrix operation is very suitable to be accel-
erated by using CUDA, we propose our CUDA based upsampling algorithm. By com-
paring 4 ways of matrix operation with CUDA: Without Shared Memory, With 
Shared Memory and Blocks, With Registers, Using CUBLAS, we use the most effi-
cient method named CUBLAS to accelerate the computational process. We can see 
the whole procedure in Fig.3. 

CUBLAS[10] is a BLAS(Basic Linear Algebra Subprograms) library ported to 
CUDA, which enables the use of fast computing by GPUs without direct operation of 
the CUDA drivers. This library uses on GPU per a process. 

4   Result 

We do experiments on a Intel(R) Core(TM) i3 CPU, 3.07GHz, 2G RAM computer. 
The GPU is NVIDIA GeForce 310 and coded by using C++. We will discuss the 
result of our method from three aspects: comparison in run-time, the result images of 
our method and the usage in large images. 
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Fig. 3. The flow chart of the calculation of matrix by using CUBLAS 

4.1   Comparison in Run-Time 

By using the CUBLAS library to accelerate our algorithm, in the experiment, our 
method has a very good performance. Compared to Fattal’s algorithm, our method is 
about three times faster. We can see the comparison data in Table 1. 

We use different color images of size 128×128, 512×512 and 1024×1024 pixels in 
these experiments. In Table 1. we can see that our method has reduced the run-time 
obviously.  
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Table 1. The run-time comparation 

                           Method  
Image size 

Fattal ’s Method Our Method 

128×128 1.4 Sec. 0.5 Sec. 

512×512 5.1 Sec. 1.4 Sec. 

1024×1024 18.6 Sec. 4.8 Sec. 

4.2   The Result Images of Our Method 

By comparing the result images of our method with Fattal’s, the result images are 
almost the same. The only differences was produced by the computational process of 
CUBLAS. Because the computation of CUBLAS uses float as its data type instead of 
double. Thus, there may be some problems in computational accuracy. Because the 
results of our method always perform the same as Fattal’s, so we won’t show them in 
our paper. In the following, we show a condition of failure, we can see the aborted 
result in Fig.4. 

4.3   Usage in Large Images 

Because of the fast and good results of our method, we can use it to process large 
images. But our method still needs to improve. In the future, we will use it in real-
time drafting. 

 

 

 

Fig. 4. (a) the input image. (b) an aborted result of our method which is produced by the com-
putational accuracy. The failure is in the center of  the child’s eyes. (c ) Fattal’s result.  

(a) 

(c) 

(b) 
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5   Conclusion  

In our paper, we proposed a high-quality fast image upsampling algorithm based on 
CUDA. By using this method, we can generate sharp edges with reduced grid-related 
artifacts efficiently. We not only use edges statistics to ensure the quality of our re-
sults, but we also use CUDA to accelerate our algorithm. By using both of them, we 
got our high-quality fast image upsampling algorithm. We can know that the edges 
dependency relating certain edge features of two different resolutions. They are gen-
erically exhibited by real-world images. In addition, a special edge reliance is calcu-
lated in the preprocessing.  
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Abstract. In this paper, we present a cubic polynomial model for fisheye cam-
era by using the lifting strategy, which point coordinates in low dimensional 
space is lifted to a vector in high dimensional space. In contrast to the lifting 
strategies reported, our lifting strategy is to let 3D point coordinates appear in 
higher order polynomials. This paper displays that the cubic polynomial model 
can effectively express the fisheye image points as the cubic polynomial of 
world coordinates. Thus this allows a linear algorithm to estimate the nonlinear 
models, and in particular offers a simple solution to estimate the nonlinear be-
tween 3D point and its corresponding fisheye image points. Experimental re-
sults with synthetic data and real fisheye images show that the fisheye camera is 
modeled approximately through the cubic polynomial. 

Keywords: Cubic polynomial model; the lifting strategy; fisheye camera. 

1   Introduction 

Omnidirectional devices have been studied extensively in recent years because they 
can provide a wide field-of-view for photography, vision-based surveillance and virtual 
reality. Generally, omnidirectional cameras have two types: catadioptric cameras, 
which are constructed to combine a pinhole camera with a quadric mirror [1, 2], and 
dioptric cameras, which are composed of the pinhole camera and a fisheye lens [4-15].  

There have been many works on the estimation of an omnidirectional camera 
model with lens distortion during more than ten years. The distortion correction mod-
els of the omnidirectional camera have several common models as follows:  

The Field of View (FOV) Model [4]. This model gained an excellent distortion cor-
rection through the projection of a space line onto the camera coordinate holding a line.  

The Polynomial Model. Hartley [5] expanded the radial distortion as a Taylor se-
ries and removed distortion by estimating coefficients of polynomial. Kannala [6] 
proposed a polynomial model betweenθ and r (θ is between the optical axis and the 
incoming ray and r is between image point and the principal point),then lens distor-
tion correction parameters were estimated through 3D control point and correspond-
ing 2D fisheye image point. Assuming that the image projection is described by a 
Taylor series expansion, Scaramuzza [7] presented a calibration technique for  
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catadioptric camera from single image and estimated the Taylor polynomial coeffi-
cients by solving a two-step least-squares linear minimization problem. Shah [8] 
given a polynomial transformation between 3D control points in the world coordinate 
and their corresponding image plane locations and calculated the polynomial coeffi-
cients using the Lagrangian estimation. Xiong [9] proposed also a polynomial model 
between θ and r .  

The Division Model. Fitzgibbon [10] kept only the first nonlinear even term based 
on the polynomial model. And lens distortion parameter and epipolar geometry be-
tween multiple images were estimated simultaneously. Micusik [11] generalized Fitz-
gibbon’s method to omnidirectional cameras with FOV than 180 degree. Suppose 
only point correspondences, an appropriate omnidirectional camera model was de-
rived and estimated from epipolar geometry.  

The Bicubic Model [12]. This model was described by the bicubic relation between 
the ideal image point and the extracted image point, and the higher order terms did 
not compensate for the rational distortion.  

The Rational Function Model. Claus [13] proposed a rational function model and 
explored the mapping from image point to the incoming ray. The image point is lifted 
a six dimensional space, which each term is quadratic. The distortion model is then 
written as a matrix. For parabolic catadioptirc cameras, Geyer [14] and Barreto [15] 
described a distortion model through lifting image points to a four dimensional circle 
space. The fundamental matrix and 3D reconstruction were then estimated from two 
or three omnidirectional views. Sturm [16] used also lifting strategy to get model for 
back-projection of the incoming rays into images from affine, perspective, and para-
catadioptric cameras. These models were determined to find the mapping from image 
points to the corresponding incidence rays. X. Ying [17] and Geyer [18] proposed a 
two-step projection via a quadric surface or an unit sphere, respectively. And then 
they tried to unify the catadioptric camera model and fisheye camera model.  

Comparison with catadioptric cameras, fisheye camera model is difficult to repre-
sent by a perfect mathematical analytical function and have not been well-researched 
because of the severe distortions. In this paper we choose another lifting strategy to 
build a cubic polynomial model for fisheye camera. Our lifting strategy is to allow 3D 
point coordinates to appear in higher order polynomials.  

This paper is in three main parts. We introduce mainly generic camera models and 
the lifting strategy in Section 2. The cubic polynomial model for fisheye camera is 
discussed in Section 3, and the mapping from 3D points to its 2D image point is de-
scribed in detail. The experimental results are presented in Section 4 and Section 5 
conclusion. 

2   Background 

There are two kinds of models for camera in the reported literatures. The first is a 
linear model, and the second is a nonlinear model. These models describe the map-
ping from 3D points to 2D points. For a linear camera, this mapping is represented by 

                        wMTRKm
~

],[~ =λ                                                   (1) 
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plane, λ is a non-zero scale, R is a rotation matrix and T a translation vector. 
For a nonlinear camera, the mapping from a 3D point to an image point includes 

two steps [2, 18]. A 3D point in the world coordinate is first projected linearly to a 3D 
point on the unit spherical image. And then the 3D point on the unit sphere is nonlin-
ear mapped on the image plane. So, the nonlinear camera is described by 
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where )(⋅g represents the nonlinear projection model of the camera. Recently, the 

rational function model has been developed to model nonlinear distortion on catadiop-
tric and general cameras [13-16]. For parabolic catadioptric camera, authors presented 
an algorithm of estimation egomotion and lens geometry through lifting image points 
to a four-dimensional circle space [14]. And a quadratic order polynomial was used to 
describe the function relating a 3D ray and its corresponding image point in the omni-
directional camera [13]: 
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where ),( vud stands for an incoming ray in 3R corresponding to pixels ),( vu  in 2R , 

A is a 63× matrix and ),( vuχ is defined as the lifting point of a true image point ),( vu . 

This paper uses also the lifting strategy to present a nonlinear model for fisheye 
camera. In contrast to the lifting strategies reported, our lifting strategy is to permit 
3D point coordinates to appear in higher order polynomials. 

3   The Cubic Polynomial Model 

The nonlinear model of the fisheye camera is derived from the lifting coordinates of 
3D point in the section, and the model is the cubic polynomial model. 
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3.1   Mathematical Formulation 

In the fisheye camera, suppose a 3D point in the world coordinate is projected on the 
spherical image by 
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~ =M  is the homogeneous coordinate of 3D point in the camera 

coordinate. And we explore the mapping of the 3D point on the camera coordinate 
and corresponding image point by lifting the 3D point cM

~  to a twenty dimensional 
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From equations (2) and (3), our imaging model is given by  
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where m~  is a fisheye image point, P is a 203×  matrix which is a linear combination 
of the distortion parameters. The nonlinear relation in equation (2) can be described 
by equations (4) and (5).  
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From equation (5), we have  
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After eliminating the scale λ  from equations (4), (5) and (6), we get  
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3.2   Estimation of Model Parameters 

Given a set of 3D space point to image point correspondence mM ~~ ↔c , the distortion 

parameters P can be computed, namely the coefficients of polynomi-
als ),,(1 ccc ZYXP , ),,(2 ccc ZYXP and ),,(3 ccc ZYXP . From equation (7), we get 
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Two constraints on elements of P matrix are firstly obtained from equation (8). Given 
n  correspondences between world points and image points, we have n2 constraints. 
By stacking all constraints, a system of linear equation is then rewrite as  
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where ( )Tppppppppp 20,3323120,2222120,11211 ,,,,,,,,,,, """=C is a 60-dimensional 

vector. There are a lot of 60 unknown parameters in equation (9), and 30 points corre-
spondences are at least required to solve this equation. These coefficients can be 
solved from the linear least-squares minimization [5]. 

Similarly, the matrix between 3D points and image points can be computed by 
equation (5). These camera parameters are refined by minimizing an objective func-
tion that is a sum of squared distances between the measured and re-projected point 
using the Levenberg-Marquardt algorithm. The objective function is built by the fol-
lowing step. 

1. Compute the 203×  matrix P  by a set of 3D space point to image point  
correspondence mM ~~ ↔c  and equation (8). 

2. Estimate the reprojected image point m′~  using equation (7). 
3. Suppose there are N  image points in the fisheye image, then the objective  

function is  

              ∑
=

′=
N

i
iid

1

2)~~( mmτ                                                (10) 

3.3   Summary 

Given the homogeneous coordinates of 3D point in the camera coordinate, and algo-
rithm for computing the cubic polynomial model is as follows: 
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1. Take a few fisheye images of the 3D calibration object. 
2. Detect the corner points in the fisheye images. 
3. Build the lifting 3D coordinates from equation (4). 
4. Calculate the 203× matrix P , and get an initial estimation of the coefficients of the 

cubic polynomial model. 
5. Refine these coefficients by minimizing the objective function using the Leven-

berg-Marquardt algorithm. 

4   Experimental Results 

In the experiment, we choose the equidistance projection as the projection of fisheye 
camera. Synthetic experiments are firstly presented, and experiments with real fisheye 
image are given. 

4.1   Experiments with Synthetic Data 

In synthetic experiment, the approximate projection model of the fisheye camera is 
chosen as: 

5
4

4
3

3
2

2
1 θθθθθ kkkkfr ++++≈  

where f is the focal length, θ  is the angel between the incoming ray and the optical 

axis and r is the distance from the image point to the principal point.  
The intrinsic parameters of the simulated fisheye camera is 

0.150=f , 0.1=α , 3200 =u , 2400 =v , 0.151 =k , 0.202 −=k , 0.23 =k , 0.104 −=k . 

And the extrinsic parameters of two simulated fisheye images are  
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Simulated 3D space points are shown in Fig. 1, and 64 place points on XOY, YOZ 
and XOZ plane are taken, respectively. These 3D points are linearly projected to the 
unit sphere through the extrinsic parameters, and these points on the unit sphere are 
mapped on the fisheye image by using the intrinsic parameters of synthetic fisheye 
camera. Two simulated images are shown in Fig. 2 and their sizes are 10001000×  
pixels.  

We take first higher order coordinate of 3D points (shown as in Fig. 1) using our lift-
ing strategy, and the 203×  matrix P is estimated by a set of image points in Fig. 2 and 
the lifting higher coordinates of 3D points. After estimating the P, the 3D points are re-
projected onto the image plane, and all image points are marked by black “+” in Fig. 3 
(a) and (b). We can see that the lines in the synthetic image are almost become straight 
lines. These experimental results show that this model is feasible and reliable.  
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  Fig. 1. The synthetic 3D space points 

 
                                                                       (a)     

  
                                  (b) 

     Fig. 2. Two simulated fisheye images 
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                               (a)                                                                           (b) 

Fig. 3. Corrected image of the synthetic fisheye image in Fig. 2 

4.2   Experiments with Real Fisheye Image 

Multiple fisheye images were taken to use a fixed camera with fisheye lens in front of 
a 3D calibration object. One of these images, with a size of 480640 × pixels, is 
shown in Fig. 4. In this experiment, 3D coordinates of corner points in the 3D calibra-
tion object are given and fisheye image points are detected using the OpenCV func-
tion. Then the 203× matrix P  is estimated by using algorithm in Section 3 from a set 
of 3D points and image 2D point correspondences.  

After estimated the projective matrix, we can calculate the projected point in fish-
eye image using equation (7). Then the real fisheye image in Fig. 4 is corrected and it 
is shown as Fig. 5. We can see that those heavily distorted lines around the fisheye 
image have become almost straight lines. These experimental results show that the 
cubic polynomial function can be modeled the fisheye camera. 

  

    Fig. 4. One of multiple real fisheye images                 Fig. 5. Corrected fisheye image 

In addition, some fisheye images of lab indoor scene are taken, and their sizes are 
480640× pixels. One of these fisheye images is shown in Fig. 6(a), and points 

marked by red are used to calculate the parameter matrix. After estimating the projec-
tive matrix, the real fisheye image is corrected and shown in Fig. 6(b). From this 
result, we know that these heavy distorted lines on the ceiling, floor and door are 
almost become straight lines. 
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                               (a)                                                                          (b) 

Fig. 6. (a) One fisheye image of lab indoor scene, and (b) corrected fisheye image 

5   Conclusion 

We have extended the lifting strategies from the 2D image points to the 3D points and 
described a cubic polynomial model for fisheye camera in this paper. Given a set of 
3D point to 2D image point correspondences, our lifting strategy was implemented to 
obtain higher coordinates on 3D points. And a linear combination of the distortion 
parameters of fisheye camera was estimated by our method. Then, experiments with 
synthetic and real fisheye image were implemented, and the results have shown the 
cubic polynomial model for fisheye camera is reliable. 
 
Acknowledgements. This work was supported by the National Natural Science 
Foundation of China under grant No.60875023, The Fundamental Research Funds for 
the Central Universities (ZZ1013) and The Project-sponsored by SRF for ROCS, 
SEM. We thank Dr. Dong Qiulei in NLPR, Institute of Automation Chinese Academy 
Sciences, who gave us some real fisheye images. 

References 

1. Nayar, S.: Catadioptric Omnidirectional Camera. In: IEEE Conference Computer Vision 
and Pattern Recognition, pp. 482–488. IEEE Computer Society Press, Puerto Rico (1997) 

2. Geyer, C., Daniilidis, K.: Catadioptirc Projective Geometry. International Journal of Com-
puter Vision 45(3), 223–243 (2001) 

3. Robert, W.: Physical Optics. The Macmillan Company, New York (1911) 
4. Devernay, F., Faugeras, O.D.: Straight lines have to be straight. Machine Vision and appli-

cations 13, 14–24 (2001) 
5. Hartley, R., Zisserman, A.: Multiple view geometry in computer vision, 2nd edn. Cam-

bridge Press, Cambridge (2003) 
6. Kannala, J., Brandt, S.S.: A generic camera model and calibration method for conventenal, 

wide-eye, and fish-eye lenses. IEEE Transactions on Pattern Analysis and Machine Intelli-
gence 28(8), 1335–1340 (2006) 



 A Cubic Polynomial Model for Fisheye Camera 693 

 

7. Scaramuzza, D., Martinelli, A., Siegwart, R.: A Flexible Technique for Accurate Omnidi-
rectional Camera Calibration and Structure from Motion. In: Proceedings of IEEE Interna-
tional Conference of Vision Systems. IEEE Computer Society Press, New York (2006) 

8. Shishir Shah, J.K., Aggarwal, A.: A Simple Calibration Procedure for Fish-Eye (High-
Distortion) Lens Camera. In: Proceedings of International Conference on Robotics and 
Automation, San Diego, CA, USA, May 1994, vol. 4, pp. 3422–3427. IEEE Computer So-
ciety Press, Los Alamitos (1994) 

9. Xiong, Y., Turkowski, K.: Creating Image-Based VR Using a Self-Calibrating Fisheye 
Lens. In: IEEE Conference Computer Vision and Pattern Recognition, pp. 238–243. IEEE 
Computer Society Press, Puerto Rico (1997) 

10. Fitzgibbon, A.W.: Simultaneous linear estimation of multiple view geometry and lens dis-
tortion. In: Proceedings of Computer Vision and Pattern Recognition, pp. 125–132. IEEE 
Computer Society Press, Kauai (2001) 

11. Micusik, B., Pajdla, T.: Estimation of omnidirectional camera model from epipolar geome-
try. In: Proceedings of Computer Vision and Pattern Recognition, pp. 485–490. IEEE 
Computer Society Press, Madison (2003) 

12. Kilpel’a, E.: Compensation of systematic errors of image and model coordinates. In: Inter-
national Archives of Photogrammetry, pp. 407–427 (1980) 

13. Claus, D., Fitzgibbon, A.W.: A rational function lens distortion model for general cameras. 
In: Proceedings of Computer Vision and Pattern Recognition, pp. 213–219. IEEE Com-
puter Society Press, San Diego (2005) 

14. Geyer, C., Daniilidis, K.: Structure and motion from uncalibrated catadioptric views. In: 
Proceedings of Computer Vision and Pattern Recognition, pp. 279–286. IEEE Computer 
Society Press, Kauai (2001) 

15. Barreto, J.P.: Fundamental matrix for cameras with radial distortion. In: IEEE International 
Conference on Computer Vision, pp. 625–632. IEEE Computer Society Press, San Diego 
(2005) 

16. Sturm, P., Ramalingam, S.: A generic concept for camera calibration. In: Pajdla, T., Matas, 
J(G.) (eds.) ECCV 2004. LNCS, vol. 3022, pp. 1–13. Springer, Heidelberg (2004) 

17. Ying, X., Hu, Z.: Can We Consider Central Catadioptric Cameras and Fisheye Cameras 
within a Unified Imaging Model. In: Pajdla, T., Matas, J(G.) (eds.) ECCV 2004. LNCS, 
vol. 3021, pp. 442–455. Springer, Heidelberg (2004) 

18. Geyer, C., Daniilidis, K.: A Unifying Theory for Central Panoramic Systems and Practical 
Implications. In: Vernon, D. (ed.) ECCV 2000. LNCS, vol. 1843, pp. 445–461. Springer, 
Heidelberg (2000) 



Author Index

Abdullah, Natrah I-17
Abe, Kiyohiko II-176
Abe, Shuya III-240
Abou Khaled, Omar II-185, II-222,

III-165
Abraham, Chon IV-141
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Blažica, Bojan III-519
Block, Micha III-474
Blumberg, Malte III-38
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