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Foreword

The 14th International Conference on Human—Computer Interaction, HCI In-
ternational 2011, was held in Orlando, Florida, USA, July 9-14, 2011, jointly
with the Symposium on Human Interface (Japan) 2011, the 9th International
Conference on Engineering Psychology and Cognitive Ergonomics, the 6th In-
ternational Conference on Universal Access in Human—Computer Interaction,
the 4th International Conference on Virtual and Mixed Reality, the 4th Interna-
tional Conference on Internationalization, Design and Global Development, the
4th International Conference on Online Communities and Social Computing, the
6th International Conference on Augmented Cognition, the Third International
Conference on Digital Human Modeling, the Second International Conference
on Human-Centered Design, and the First International Conference on Design,
User Experience, and Usability.

A total of 4,039 individuals from academia, research institutes, industry and
governmental agencies from 67 countries submitted contributions, and 1,318
papers that were judged to be of high scientific quality were included in the
program. These papers address the latest research and development efforts and
highlight the human aspects of design and use of computing systems. The papers
accepted for presentation thoroughly cover the entire field of human—computer
interaction, addressing major advances in knowledge and effective use of com-
puters in a variety of application areas.

This volume, edited by Julie A. Jacko, contains papers in the thematic area
of human—computer interaction (HCI), addressing the following major topics:

HCI design

Model-based and patterns-based design and development
Cognitive, psychological and behavioral issues in HCI
Development methods, algorithms, tools and environments
Image processing and retrieval in HCI

The remaining volumes of the HCI International 2011 Proceedings are:

e Volume 2, LNCS 6762, Human-Computer Interaction—Interaction Tech-
niques and Environments (Part II), edited by Julie A. Jacko

e Volume 3, LNCS 6763, Human—Computer Interaction—Towards Mobile and
Intelligent Interaction Environments (Part III), edited by Julie A. Jacko

e Volume 4, LNCS 6764, Human—Computer Interaction—Users and Applica-
tions (Part IV), edited by Julie A. Jacko

e Volume 5, LNCS 6765, Universal Access in Human—Computer Interaction—
Design for All and elnclusion (Part I), edited by Constantine Stephanidis

e Volume 6, LNCS 6766, Universal Access in Human—Computer Interaction—
Users Diversity (Part II), edited by Constantine Stephanidis

e Volume 7, LNCS 6767, Universal Access in Human—Computer Interaction—
Context Diversity (Part III), edited by Constantine Stephanidis



VI

Foreword

Volume 8, LNCS 6768, Universal Access in Human—Computer Interaction—
Applications and Services (Part IV), edited by Constantine Stephanidis
Volume 9, LNCS 6769, Design, User Experience, and Usability—Theory,
Methods, Tools and Practice (Part I), edited by Aaron Marcus

Volume 10, LNCS 6770, Design, User Experience, and Usability—
Understanding the User Experience (Part IT), edited by Aaron Marcus
Volume 11, LNCS 6771, Human Interface and the Management of
Information—Design and Interaction (Part I), edited by Michael J. Smith
and Gavriel Salvendy

Volume 12, LNCS 6772, Human Interface and the Management of
Information—Interacting with Information (Part II), edited by Gavriel Sal-
vendy and Michael J. Smith

Volume 13, LNCS 6773, Virtual and Mixed Reality—New Trends (Part I),
edited by Randall Shumaker

Volume 14, LNCS 6774, Virtual and Mixed Reality—Systems and Applica-
tions (Part IT), edited by Randall Shumaker

Volume 15, LNCS 6775, Internationalization, Design and Global Develop-
ment, edited by P.L. Patrick Rau

e Volume 16, LNCS 6776, Human-Centered Design, edited by Masaaki Kurosu
e Volume 17, LNCS 6777, Digital Human Modeling, edited by Vincent G.

Dufty

Volume 18, LNCS 6778, Online Communities and Social Computing, edited
by A. Ant Ozok and Panayiotis Zaphiris

Volume 19, LNCS 6779, Ergonomics and Health Aspects of Work with Com-
puters, edited by Michelle M. Robertson

Volume 20, LNAI 6780, Foundations of Augmented Cognition: Directing the
Future of Adaptive Systems, edited by Dylan D. Schmorrow and Cali M.
Fidopiastis

Volume 21, LNAI 6781, Engineering Psychology and Cognitive Ergonomics,
edited by Don Harris

Volume 22, CCIS 173, HCI International 2011 Posters Proceedings (Part I),
edited by Constantine Stephanidis

Volume 23, CCIS 174, HCI International 2011 Posters Proceedings (Part 1),
edited by Constantine Stephanidis

I would like to thank the Program Chairs and the members of the Pro-

gram Boards of all Thematic Areas, listed herein, for their contribution to the
highest scientific quality and the overall success of the HCI International 2011
Conference.

In addition to the members of the Program Boards, I also wish to thank

the following volunteer external reviewers: Roman Vilimek from Germany, Ra-
malingam Ponnusamy from India, Si Jung “Jun” Kim from the USA, and Ilia
Adami, Tosif Klironomos, Vassilis Kouroumalis, George Margetis, and Stavroula
Ntoa from Greece.



Foreword VII

This conference would not have been possible without the continuous support
and advice of the Conference Scientific Advisor, Gavriel Salvendy, as well as the
dedicated work and outstanding efforts of the Communications and Exhibition
Chair and Editor of HCI International News, Abbas Moallem.

I would also like to thank for their contribution toward the organization of
the HCI International 2011 Conference the members of the Human—Computer
Interaction Laboratory of ICS-FORTH, and in particular Margherita Antona,
George Paparoulis, Maria Pitsoulaki, Stavroula Ntoa, Maria Bouhli and George
Kapnas.

July 2011 Constantine Stephanidis
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HCI International 2013

The 15th International Conference on Human—Computer Interaction, HCI Inter-
national 2013, will be held jointly with the affiliated conferences in the summer
of 2013. It will cover a broad spectrum of themes related to human—computer
interaction (HCI), including theoretical issues, methods, tools, processes and
case studies in HCI design, as well as novel interaction techniques, interfaces
and applications. The proceedings will be published by Springer. More infor-
mation about the topics, as well as the venue and dates of the conference,
will be announced through the HCI International Conference series website:
http://www.hci-international.org/

General Chair

Professor Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece

Email: cs@ics.forth.gr
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Abstract. The dramatic success of social media such as Facebook, Twitter,
YouTube, blogs, and traditional discussion groups empowers individuals to be-
come active in local and global communities. Some enthusiasts believe that
with modest redesign, these technologies can be harnessed to support national
priorities such as healthcare/wellness, disaster response, community safety,
energy sustainability, etc. However, accomplishing these ambitious goals will
require long-term research to develop validated scientific theories and reliable,
secure, and scalable technology strategies. The enduring questions of how to
motivate participation, increase social trust, and promote collaboration remain
grand challenges even as the technology rapidly evolves. This talk invites re-
searchers across multiple disciplines to participate in redefining our discipline
of Human-Computer Interaction (HCI) along more social lines to answer vital
research questions while creating inspirational prototypes, conducting innova-
tive evaluations, and developing robust technologies. By placing greater
emphasis on social media, the HCI community could constructively influence
these historic changes.

Keywords: social media, participation, motivation, social network analysis,
user-generated content, Open Government, collective intelligence, collective
action, community design, wikis, blogs, discussion groups, reader-to-leader
framework.

1 Introduction

Generations of philosophers, psychologists, sociologists, and other social scientists
have wrestled with deep questions about what motivates people to behave helpfully or
harmfully. They also considered how to encourage people, organizations, and nations
to resolve conflicts and how to inspire students, citizens, or employees to participate
more creatively. Other important questions revolve around how trust grows, respect
emerges, responsibility is accepted, and empathy is encouraged.

Contemporary researchers ask questions about what constitutes appropriate respect
for privacy, when does online joking becomes bullying, or what constitutes fair use of
others’ creative work. These researchers also want to serve the growing numbers of
community managers and social entrepreneurs who are seeking design guidelines,
metrics of success, and strategies for stimulating social participation.

J.A. Jacko (Ed.): Human-Computer Interaction, Part I, HCII 2011, LNCS 6761, pp. 3 2011.
© Springer-Verlag Berlin Heidelberg 2011
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Getting validated guidance is gaining importance as social media enable much
more frequent social contacts, contributions, and collaborations among larger num-
bers of people, covering a wider array of social situations. Advocates see this histori-
cal moment as a utopian opportunity that can restore failing economies, hasten busi-
ness innovation, and accelerate citizen participation in government [1,2 3].

At the same time, critics complain that these technology-mediated relationships are
necessarily shallower because they lack the richness of face-to-face contacts and are
diffused across a larger number of people [4,5,6,7]. These critics worry about the
deterioration of personal relationships, reduced capacity for groups to generate trans-
formative social movements, higher likelihood of contentious public discourse, bal-
kanized scientific communities, and much more. While business coordination, citizen
participation, and international collaboration may be facilitated, there is a risk of re-
duced corporate loyalty, oppressive governments monitoring citizen communications,
and destructive cyber-warfare.

2 Defining Technology-Mediated Social Participation (TMSP)

The increased use of social media has taken on new forms from personal blogs that
allow lengthy thoughtful, often passionate, commentaries read by those with shared
interests to the steady stream of 140-character tweets broadcast to hundreds of diverse
followers and possibly retweeted to thousands more. Vigorous participation in social
networks encourages awareness, responses, and sometimes serious discussions among
“friends”, while well-crafted YouTube videos can go viral when the web address is
emailed, tweeted, posted to blogs, or mentioned on national television. The remark-
able capacity of collaborative tools encourages massive coordinated efforts such as
Wikipedia or beneficial collective intelligence projects such as film recommender
systems, product review websites, or governmental knowledge sharing such as the
U.S. State Department’s Diplopedia. User-generated content sites also include photo
sharing such as Flickr, music sharing, poetry, political essays, how-to, question-
answering, open source software, and much more.

Controversies rage over the volume of benefits and the degree of harm produced
by these user-generated content strategies. Utopian visionaries foresee empowered
creative individuals, improved family communication, thriving resilient communities,
outpouring of business innovation, citizen participation in policy decisions, and reso-
lution of international conflicts.

Fearful critics complain about distracted attention, breakdown of family values,
and digital Maoism that requires unpaid labor thus destroying jobs. They worry about
increasingly contentious public discourse, uncontrolled spread of harmful cultural
norms, and imposition of undesired economic policies on weaker international part-
ners. Some critics disparage these social connections as lightweight and unable to
produce committed participation that is necessary for social change [6]. They believe
that social media only generate weak ties, while strong ties are needed to transforma-
tive activism. These claims may be true, but many respondents believe that large
numbers of weak ties are a helpful and maybe necessary precursor to developing
stronger ties among a narrower group of activists who ultimately produce potent
changes.
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Certainly the story of Jodie Williams is instructive and inspirational. She generated
global email and discussion group communities to build strong ties that led to a suc-
cessful movement to ban land mines, for which she received the Nobel Peace Prize.
Another instructive example is the substantial social media response to the December
2009 Haitian earthquake. Not only did relief groups coordinate by way of social me-
dia, but millions of people texted a $10 contribution to the Red Cross in support of
emergency responses. Never before had such a large amount of money been collected
so quickly. Another form of social response was the rapid formation of Crisis Camp
software marathons to generate software that helped map the disaster in areas where
there had not been detailed street maps and software that produced translations from
Haitian dialects for which there were no existing tools.

The benefits and harms from general social media are of broad interest and will
produce extensive research from companies and e-commerce researchers, plus enter-
tainment and social analysts who value these playful and discretionary technologies.
At the same time there are important questions when these same social media are
applied to national priorities and life-critical activities such as disaster response,
community safety, health/wellness, energy sustainability, and environmental protec-
tion. These applications and contexts should become the focus of Technology-
Mediated Social Participation (TMSP) research agendas.

An even larger circle of applications is included when the Open Government
movement in many countries becomes part of the research agenda. In the United
States, President Obama’s Open Government Directive covering transparency, col-
laboration, and participation [8]. Data sharing at U.S. government web sites such as
data.gov and recovery.gov have already changed agency practices and public dis-
course in many areas, but greater changes will come as participation is solicited
through contests, challenges, volunteer invitations, expert review of proposed regula-
tions, and national, state, and local service projects.

3 Setting a Research Agenda

Resolving the differing impressions about the benefits or harm of TMSP is more than
an important challenge for community, business, and national leaders. It also leads
human-computer interaction researchers to deal with profound scientific questions
about individual behavior, collaborative strategies, community engagement, and in-
ternational cooperation. By embracing these challenges, we can redefine HCI more
broadly, maybe even signaling the change which a fresh name such as “human-
community interaction” or even “human-social interaction (HSI).”

These shifts and name changes would refresh our research community with com-
pelling research challenges that would lead us toward more profound questions. By
embracing ambitious interface design goals and integrating new social science re-
search questions, we would gain the chance to influence the still unfolding design of
social media technologies and their applications. These opportunities bring
trillion-dollar business possibilities and social transformation potentials that will
shape civilization for centuries. Entrepreneurs will rush towards these possibilities,
while scientific researchers from many disciplines will have a remarkable historic
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opportunity to develop profound theories about foundational aspects of individual,
family, group, organizational, and national behaviors.

These questions have been studied for centuries, but the unique possibilities are
that for the first time in history massive data about actual human activity is easily
available for analysis. This information-abundant environment enables statistical
analysis of billions of data points representing actual behavior, rather than a small
sample survey of biased perceptions, constructed attitudes, or filtered reports of re-
membered activities.

The availability of abundant data is good news, but the algorithms for statistical,
data mining, and machine learning methods, visualization tools, and methods for
visual analytics are yet to be developed so as to study these compelling and deep
science questions. Several research communities have identified this opportunity,
most notably the promoters of web science [9]. Other sources include early efforts at
social network analysis that go back almost a century, but only now are the software
tools becoming available to do complex analysis and produce meaningful visualiza-
tions that show important patterns, clusters, relationships, anomalies, and outliers. A
century of research is needed to develop novel mathematical methods and efficient
algorithms to handle these new challenges, when data sets include millions and bil-
lions of vertices and edges.

Efficient algorithms are essential, but they may not be sufficient to give the rapid
results that promote exploration. Just as specialized computer chips, known as
Graphic Processing Units (GPUs), were needed to enable rapid manipulation of 3D
environments represented by triangular meshes and enriched by visually compelling
texture mapping, specialized computer chips, let’s call them Social Processing Units
(SPUs), may be necessary to handle network analysis computations. The algorithms
for computing network metrics such as betweenness centrality, PageRank, or eigen-
vector centrality are difficult to implement on standard parallel computing architec-
tures because most graphs defy clean data partitioning. Similarly, the growing
ensemble of clustering algorithms that identify closely-connected communities re-
quire massive computational power as networks grow and linkages become denser.
Finally, much greater computational power is needed to run the aggregation methods
that simplify graphs so that they can be visualized by the growing family of layout
strategies that users chose from to extract varying insights.

Early research by physicists and mathematicians produced attention-grabbing re-
sults describing scale-free and small-world networks generated by principles such as
preferential attachment [10,11,12,13]. Then a new generation of computer scientists
went further in integrating social science questions producing more applicable in-
sights about strong vs. weak ties, sentiment prediction, and degree of participation
[14,15,16]. As computational social scientists promote research in massive data sets
[17], the community of researchers has grown dramatically, and funding is increasing
from defense agencies, as well as national science agencies, national health funders,
and an array of corporate sponsors.

There still is resistance to these new topics as entrenched disciplines skillfully
lobby for support of their research agendas. They will not yield easily, so the HCI
community and others who recognize this historic shift will have to collaborate effec-
tively to compose a thoughtful and persuasive research agenda with realistic short-
term and captivating long-term goals. Our request for massive funding shifts will be
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most effective if we engage with many disciplines, develop deep scientific theories
and describe extreme technology challenges, all with well-documented linkages to
societal benefits.

To help promote discussion of research agendas, we (myself, Jennifer Preece, and
Peter Pirolli) obtained a U.S. National Science Foundation grant to conduct two 30-
person workshops among leading academics, industry researchers, government
staffers, and younger graduate students (www.tmsp.umd.edu). The first workshop was
held in Palo Alto, CA on December 10-11, 2009 so as to attract West coast research-
ers and industry researchers and the second workshop was held in Arlington, VA on
April 22-23, 2010 to facilitate participation by East coast academics, NSF staff and
other government staffers.

Table 1. Potential domains of application of TMSP and the expected benefits. Adapted
from [21].

Domain Expected Benefit

Healthcare Unite professionals and citizens in one center to gain information and to
support and improve research and policy

Disaster Improve emergency response through citizen feedback and better

response response planning.

Energy Facilitate creative thinking about energy alternatives and policies to
bring new, environmentally friendly sources to the fore.

Education Help make educational practices and policies more cost-effective.

Culture and
diversity

Enhance understanding of the cultural variations both within and
between societies.

Environment &
climate

Enable broader understanding of the issues involved in the environment
and climate change.

Citizen science

Promote the participation of citizens in areas of science where
individuals can make useful contributions.

Economic health

Engage a broad base of citizens in thoughtful discussions about
economic policies.

Globalization & | Foster a better understanding of the emerging global economic and
development political realities.

Political Increase informed political participation at all levels of government.
participation

Local civic Cultivate increased understanding of ways to engage in local
involvement community activities.

Public safety Encourage citizen participation in sharing information that can make

their communities safer.

The workshops participants identified several themes and formed discussion
groups spanning 6-9 months to develop six jointly authored articles, which were pub-
lished in the November 2010 issue of IEEE Computer as the cover feature, with an
introduction from the three workshop organizers [18]. The topics of the articles were
scientific foundations [19], interface design issues [20], research infrastructure needs
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[21], health/wellness possibilities [22], open government policies [23], and educa-
tional needs from K-12 through life-long learning [24].

In addition to health/wellness and open government applications, these detailed
TMSP research plans highlighted applications in disaster response, energy, education,
culture and diversity, environment & climate, citizen science, economic health, glob-
alization & development, political participation, local civic involvement, and public
safety (Table 1). The article on scientific foundations outlined new directions for
theories, giving a sense of the scientific research opportunities that were neatly inter-
woven with practical problems.

4 New Theories and Innovative Research Methods

The range of TMSP theories needed is staggering, from descriptive theories that come
from cleaned and aggregated data organized into meaningful insights to explanatory
theories that present cause and effect patterns. These theories lay the foundations for
prescriptive theories that provide guidelines and best practices for interface designers,
community managers, and policy makers. In some situations predictive theories will
be precise enough to forecast the evolution of social networks and the outcomes of
collective action projects. Occasionally, deeper insights will lead to generative theo-
ries that suggest new social media strategies, novel methods for limiting malicious
behavior, and new goals for collective action and international cooperation. These
five flavors of theories are only a starting point, others forms of theories are likely to
emerge as well to accommodate the breadth and depth of this vast research frontier.

Ideally, fresh theories lead to innovative research questions that require novel re-
search methods [25]. The research methods for social media could bring the greatest
change. The past 400 years of traditional science research in physics and chemistry
has been governed by belief in the reductionist approach and replicable laboratory-
controlled experimentation. Scientists would change a small number of independent
variable, e.g. temperature or pressure, control other variables, e.g. electrical or mag-
netic fields, and measure the impact on dependent variables, e.g. resistance or expan-
sion. The reductionist approach also influenced observational methods in botany,
geology or astronomy, in which data was collected and analyzed to find relationships
among variables that could be verified by independent researchers.

In the world of Technology-Mediated Social Participation, there may be new chal-
lenges for these traditional assumptions of reductionism and replicability. The vari-
ables of interest in TMSP include trust, empathy, responsibility, and privacy that are
still hard to define and difficult to measure. Even frequently-discussed variables such
as motivation, persuasion, self-efficacy, technology acceptance, and universal
usability defy simple measurement beyond subjective scales that produce volatile and
nuanced responses. Shifting to measurement of actual behaviors will be helpful in
raising validity, but the tightly intertwined reactions of users means that context mat-
ters, familiarity is central, and results may be very different six months later when
users are more or less trusting. The impact of privacy policy changes on trust for
discretionary playful services such as film rating communities may be very different
from life-critical systems such as disaster response or health discussion groups
describing cancer treatment experiences.
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If reductionism and replicability need to be redefined or replaced, how will journal
reviewers revise their definitions of rigorous research? Can case studies move beyond
hypothesis generation to become acceptable strategies to gather evidence that supports
hypothesis testing? Maybe the examples of medical and business researchers could be
useful, as they have developed standards for rigorous case study research that when
repeated helps collect evidence in support of hypotheses [26]. Already, strategies such
as Multi-dimensional Long-term In-depth Case studies (MILCs) are being applied to
exploratory and discovery tools, such as in information visualization [27].

New forms of theories based on novel mathematics could emerge as they did in the
early 20" century for quantum physics and statistical mechanics. Strange entangle-
ments, maybe different from the quantum kind, are common in human experiences
and statistical methods may nicely account for aggregated human behaviors, even as
the actions of an individual are unpredictable.

The enduring questions of raising human motivation have taken on new impor-
tance in the age of social media. Wikipedia is a great success story because of its
innovative strategies for motivating users to contribute their knowledge and to col-
laborate with others. But even in this success story, only one in a 1000 readers be-
come registered contributors, and even fewer become regular collaborators who work
together over weeks and months. Similarly, while there are billions of viewers of
YouTube the numbers of contributors of content is small. Motivation or persuasion is
an ancient human notion, but the capacity to study it on a global scale is just becom-
ing a reality. The move from controlled laboratory experiments to interventions in
working systems is happening because designers and researchers have enabled the
capture of usage patterns on a scale never before possible.

Reader M I Collaborator I < >

Fig. 1. The Reader-to-Leader Framework suggests that the typical path for social media partici-
pation moves from reading online content to making contributions, initially small edits, but
growing into more substantive contributions. The user-generated content can be edits to a wiki,
comments in a discussion group, ratings of movies, photos, music, animations, or videos. Col-
laborators work together over periods of weeks or months to make more substantial contribu-
tions, and leaders act to set policies, deal with problems, and mentor new users [28].

The Reader-to-Leader Framework [1] (Fig. 1) provides an orderly way of discuss-
ing motivational strategies and conducting research [28]. It suggests that users be-
come readers by way of recommendations from friends, news media reports, web
searches, and a hundred other techniques. Then readers may see contributions made
by others and register so as to edit existing information or add new content, reviews,
or ratings. The occasional contributor might evolve into a frequent contributor or go
to the next step which is collaborating with others to plan new content. Some
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contributors become increasingly committed to the project and can develop strong
relationships with other contributors. Then some contributors become engaged in
governance, setting policy, dealing with problems, or mentoring newcomers. At each
stage innovative entrepreneurs and researchers have developed interface design and
motivational strategies such as showing the number of views of a video, enabling
ratings of contributions, honoring richer collaborations, and empowering leaders.

Many other theories and frameworks are being proposed as commercial, govern-
ment, and academic researchers rapidly expand their efforts. Traditional social
science theories are being adapted to understand, predict, and guide designers who
seek to increase trust, empathy, responsibility, and privacy in the online world [29,
30, 31]. Similarly, mathematical theories of network analysis are being enhanced to
accommodate the distinctly human dynamics of online social systems. The shift from
descriptive and explanatory theories that are based on statistical analyses and data
mining to predictive and prescriptive theories that provide guidance for community
managers is happening rapidly, but much work remains to be done.

5 Pursuing Reliable, Secure, and Scalable Technology

The past 40 years of computing technology have produced remarkable progress.
Strong credit goes to the chip developers who made the rapid and sustained strides
characterized by Moore’s Law — doubling of chip density, speed, capacity every 18
months. Equal credit goes to the user interface designers who opened the doors to
billions of users by creating direct manipulation interfaces based on carefully de-
signed menus, effective graphical interfaces, convenient input devices, and compre-
hensible visual presentations.

The current agenda is rapidly moving to encompass the large-scale social media
communities, such as the half billion users of Facebook and the four billion users of
cell phones. Newer services such as Twitter have acquired more than 100 million
users with billions of exchanges per month, but that is just the beginning. As indi-
viduals, organizations, companies, and governments increase their usage, the volume
and pace of activity will grow bringing benefits to many users, but so will the impacts
of service outages, privacy violations, and malicious attacks.

Developers now recognize the primacy of the user interface in determining
outcomes, so there is increased research, training, and exploratory design. Simultane-
ously, there is a growth in tools for community managers to track, analyze, and inter-
vene in social media networks to as to promote more positive outcomes. These tools
will also be useful to researchers as they develop predictive models of network evolu-
tion, detect regions or growing or declining activity, and formulate theories of what
motivates participation.

One such effort is the free, open source NodeXL Project (Network Overview for
Discovery and Exploration in Excel), which is supported by Microsoft Research
(www.codeplex.com/nodexl). This tool enables importing of social media networks
from Outlook, Twitter, YouTube, Flickr, WWW, etc. into Excel 2007/2010, and then
gives users powerful analysis tools, plus rich visualization support [32,33] (Fig. 2).
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Fig. 2. This network shows connections among the Twitter users who mentioned #GOP when
queried on January 8, 2011, with node size proportional to numbers of followers. The clusters
are created by the patterns of connections (follows, replies, and mentions) among the authors in
the graph. The clusters were based on Newman-Moore algorithmic analysis in which the Red
cluster is composed of GOP supporters, while the Blue cluster contains critics and opponents of
the GOP as indicated by the content of the tweets from each cluster. Other colored or shaped
nodes are not strongly affiliated with either major cluster. (Created by Marc A. Smith using
NodeXL http://www.codeplex.com/nodexl).

NodeXL was designed to speed learning by social-media savvy community man-
agers and business professionals who already use Excel, as well as by undergraduate
and graduate students who are learning social network analysis. By providing easy
import of data from important social media tools, NodeXL dramatically expands the
community of users who can carry out analyses that lead to actionable business in-
sights and research studies. NodeXL provides a rich set of visualization controls to
select color, size, opacity, and other attributes of vertices and edges. The variety of
layout algorithms and dynamic query filters allows users to tune the display to their
needs. Varied centrality metrics for directed and undirected graphs, as well as a grow-
ing number of clustering algorithms, support exploration and discovery. NodeXL is
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an ongoing project that will be supported through the emerging Social Media Re-
search Foundation (www.smrfoundation.org).

6 Conclusion

These new TMSP research directions expand the scope of HCI research, shifting the
emphasis from psychological to sociological issues, while engaging with new com-
munities of algorithm developers, statistical data analysts who work with huge data
sets, privacy protection researchers, and application specialists in new domains, espe-
cially e-government. TMSP also bring HCI researchers even more actively into the
arena of mobile, ubiquitous, and pervasive technologies, while increasing the impor-
tance of attending to universal usability and international development. The possibili-
ties for breakthrough science and transformational applications seem high, so there
are a rapidly growing set of conferences and journals to serve these emerging topics
[34]. While enthusiasm and optimism for TMSP is warranted, there should also be
concern about the dangers of privacy violation, misleading information, malicious
attacks, lack of universal usability, and failures during peak loads, such as during
disasters. Since there are also dangers of use of this potent technology by criminals,
terrorists, racial hate groups, and oppressive governments, our community will have
to develop ethical standards and work to promote positive social values.
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Abstract. This paper discusses the theoretical framework underlying the studies
of cognitive-based user interface design of heritage tourism website. Multiple
Resource Theory under cognitive psychological study is used particularly in
developing UI taxonomy of museum website. MRT highlights on three compo-
nents which are perceptual modality, visual channel and code of processing.
Components of MRT are applied extensively into user interface dimensions
identification by emphasis on user interface support functions. As a result three
components are propose; format, structure and representation. These compo-
nents can be used to provide insights into area of HCI with taxonomy of UI for
museum websites. Cognitive-based Ul framework is proposed and presented
with aims to assist in the design and development of the taxonomy.

Keywords: User Interface Design, Cognitive.

1 Introduction

User interface (UI) is a new medium to allow museum collections to be exhibited since
online museum were being introduced. While Schweibenz [24] emphasis on effective
way to display and easy to interact of museum artifact, result from exploratory study
on museums website [25] indicates that there is lack of features on presenting and
interacting with museum artifact on current museums websites. An absent of the fea-
tures will effect on learning during exploring museum collections. Therefore, the lack-
ing of capability of UI to educate or to persuade user make Ul design in this domain
needs to be explored.

The existence of study on user needs and their capability to process information
help to design UL In effect we must understand how people think and reason about
cognitive concept before we make decisions about designing UI. The process of identi-
fying of UI may be strongly supported if theoretical grounding is used as a platform
[26]. Thus, this paper provides a theoretical study of UI dimensions in heritage tourism
website. Besides suggests a foundation related to cognitive, this paper also highlights
an important impact on UI design.

The paper is organized as follows. Section 2 discusses literature review to user in-
terface design implemented in web application and we state a problem. Then, we
describe the range of reasonable assumptions for the problem. Sections 3 and 4, a
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© Springer-Verlag Berlin Heidelberg 2011
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potential UI dimensions for supporting Ul design on web application is proposed,
based on Multiple Resource Theory. Section 5 outlines the main potential benefits
employing such a dimensions in a web application environment and discusses further
research and development steps in this direction.

2 Literature Background

In this paper discussion on UI dimensions proceeds from a substantial research litera-
ture grounded in cognitive science. Cognitive science provides a unique perspective
to the study of UI involving research from psychology and applied in the field of
human computer interaction (HCI). This integration will provide new insights into the
major factors influencing UI design and, consequently, could result in more efficient
searching and browsing in museum website environments.

2.1 User Interface Design

Designing user interface can be done using techniques such as task-based design,
model-based design, user-centered design and usage-centered design. Unlike task-
based, model-based and usage-centered, which focus on system and process, the user-
centered design focuses on user’s characteristics in the design of an interface [1] and
put an accent on making usable to the user [2]. Discussions on Ul based on user char-
acteristic emerged during the 1970s with the development of graphical user interface.
Features associates with this type of interface led to major improvements as compared
to command-line interface. The success of the innovation, from a cognitive perspec-
tive, was based on the finding that humans attempt to understand computers as ana-
logical extensions of familiar activities [3]. This led to availability of desktop interface
and direct manipulation interaction.

With internet, a revolution is occurring in the development of user interface. Whilst
Welie [4] design interface with aim to allow user to focus on the task at hand and re-
duce the amount of overhead knowledge required communicating effectively with the
website, Langdon and friends [15] emphasize on user capability and limitation during
processing information. In addition, Chen et al [5] proposed a theoretical framework of
UI underlying cognitive processes. Chen and his colleagues revealed that users’ cogni-
tive styles significantly influence their reaction to the user interface in terms of format,
accessibility, and structure. These user interface designs are mostly discuss through
literature study and there has been little discussion about theoretical studies in the area
of UI designs. Thus, this study plan to explore the theoretical foundation for supporting
UI design particularly looking at Ul in cognitive perspectives.

2.2 Why Cognitive Study?

It has been observed that the goal of user interface design is to reduce the gap between
users and system [6] and the cognitive-based design is a good way to achieve this goal
[7]. Cognitive-based design can improve recall of information [8] and make applica-
tions more satisfying and easier to learn [9]. Callaway and his colleagues [10] report on
good recall of information during museum visit based on cognitive aspect. They argue
that cognitive aspect is important in designing museum exhibition. In addition [11]
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stress on human’s cognitive characteristic play a key role in designing satisfy user
interface. They concluded that understanding the components and the associated skills
becomes a focus of attention and helps in designing usable UI design. Similar
conclusion have drawn by Schneiderman [6] and he included cognitive aspect as one
of the guidelines to deliver satisfy user interface. Thus, consideration on cognitive
aspect is important in enhancing usable user interface.

Cognitive is an important characteristic that influences the effectiveness of user ac-
tivity. Graziola and friends [12] have studied on users’ reactions to interface design and
found that cognitive significantly influence user reaction to user interface in terms of
user experience. They concluded that any interactive application played on museum
helps in enhancing experience to the users. However, interactivity may effect system
performance and the design should consider user cognitive load. Thus, consideration
on cognitive aspect is important in enhancing effective communication between user
and website.

Research on human cognition can provide established conceptual frameworks to-
ward investigation of the ability to acquire knowledge involved in the use of UI of
Web environment. A theory which can support of cognitive aspect is Multiple Re-
source Theory. Multiple resource theory is used for predicting resource demand when
multiple tasks are concurrently executed [13]. These predictions have significant
impact in the area of user interface design because most practical applications are
carried out in multi-task environments. The main theoretical foundations of MRT
originally were established by Wickens’ and Baddeley’s work [13], which provided
the basis and perspective needed to guide the work described in user interface design.

3 Multiple Resource Theory

According to Basil [13] the multiple resource theory (MRT) is proposed by Wickens.
The theory helps to identify on UI components which aim to support cognitive aspect.
User interface components are identified based on three different dimensions:
perceptual modality, visual channels, and code of processing.Three components of
MRT and related UI component are discuss in the following subsections.

3.1 Perceptual Modality

In MRT, perceptual modality is associated with the human channels of perception
[18]. Perception involves human senses like textual content, visual content, and sound
content components [14]. In inter-human communication, modalities are being used
to express meaningful conversational contributions include speech, gestures, touch,
facial expressions and smell [14]. Fikkert and friends [16] refer modality as defined
by Bunt and Beun as an attribute that indicates the mode, manner, or form of some-
thing that the human sense employed to process information. Recently, McGAnn [17]
discussed on perceptual modality and claimed that perceptual modalities is relate to
“mode of presentation” of a particular attention. Thus, perceptual modality is related
with form in which the information is presented. For our study, format dimension of
Ul is proposed to be used as dimension related to perceptual modality.
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3.2 Visual Channel

A visual channel is nested dimension within visual resources, distinguishing between
focal and ambient vision [13]. Focal vision supports object recognition in reading text
and recognizing symbols and ambient vision is responsible for perception of orienta-
tion and movement [18]. The focal and ambient vision appears to be associated with
different resource structures [13][18] in the sense being associated with different
types of information processing. Visual channel is thus used to recognize the informa-
tion representation. For our study, representation dimension of Ul is proposed to be
used as dimension related to perceptual modality.

3.3 Codes of Processing

In MRT, code of processing is related to how user process information [18]. Two
different methods of processing are recommended by Huthmann [19]. The recommen-
dation is based on spatial ability and categorical ability. While, spatial ability is the
capability for processing and imaging movements or other changes in visual object,
categorical ability is the capability for processing and imaging movements or changes
in verbal information. According to Langdon [14] analog/spatial processing maintains
visual materials such as pictures and diagrams, while categorical/symbolic processes
sustains verbal information. For our study, structure dimension of Ul is proposed to be
used as dimension related to code of processing.

4 Research Framework

Based on MRT, cognitive-based research framework is proposed. This research frame-
work consists of three dimensions of Ul identify through an aiding concept. The impor-
tant of each component relate to each of MRT dimension is illustrated in Figure 1.

Multi Resources Theory Dimensions
Code of processing Perceptual Modality Visual Channels

Towards creatmz
Structure
Dimension

Towards creating
Faprezentation
Dimension

Towards creating
Format
Dimension

weowory Fwpry

1daowey Bmpry
wdaowoy Smpry

UI Dimensions

Format
* Mlode of presentation

sub-heading * Human zanse 5
* Location of sub- * Display * Movement

categories * Orientation
* Position

* Jointly/separately

Fig. 1. Research Framework
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4.1 Aiding Concept

Aiding concept is introduced by Greef and Neerincx [21]. Cognitive factor, support
concept and support function are important in aiding concept. Aiding concept is used
to derived UI dimensions. Users benefit from aiding, because the defined UI dimen-
sions can invoke less demand cognitive processing. Table 2 shows the UI dimensions
derived through the three levels of requirements.

Table 1. Proposed UI support Function Dimensions

MRT dimensions Support concepts UI support function dimen-
sions
Visual Channels Support the response Representation
selection and response | « Sharpness
execution . Dimensionality

« Movement

« Orientation
Perceptual Support perception Format

Modalities «  Mode of presentation
« Human sense

« Jointly/separately

. Display
Code of processing | Support working Structure
memory - Arrangement

« Main and sub-heading

« Location of
sub-categories

« Position

4.3 Format Dimension

Format is a basic unit of the user interface space. In some cases these are sounds or
textual and in other cases, images, either static or dynamic. Static type uses to display
of electronic text. Dynamic type can serve a wide variety of iconic uses. Individual is
tendency to view information either in static or dynamic format. However, to recog-
nize objects, user must have cognitive ability for matching its features to image de-
scriptions. Verbalisers tend to use verbal presentations to illustrate information when
thinking, and prefer words rather than images. Imagers tend to use images to illustrate
information when thinking, they understand visuals [20]. Verbalizes are superior at
working with verbal information whereas imagers are better at working with visual
and spatial information. Imager users view information in the form of photographs,
diagrams, graphs, charts or basic animations. A verbalizer user tends to choose textual
fashion such as written word or spoken.

4.4 Representation Dimension

Representation would be support response selection and response execution during
information processing stage. During response selection, user would be attracted to
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choose object that directional to appropriate to in choose and easy to be exercised.
Implementation on object happens when users choose to manipulate that object.
Possible actions of manipulations a visual components include enlarge, zooming and
rotation. Visual component permits object with characteristics that describe their struc-
ture and behavior [22]. Behavior will be indicated in a form of dimensionality. The
dimensionality will determine whether object is 1D, 2D or 3D. Dimensionality will
determine manipulation activity of user. Studies on this dimensionality have a compre-
hensive survey in HCI field and many advantages stated such as performance, experi-
ence and preferences.

4.5 Structure Dimension

Structure dimension will take place when user tries to understand a current situation.
During processing stages, user will use their knowledge and experience and try to
capture any knowledge kept in their mind. If the user have an experienced about the
issue then it is easy to them to understand. Graff and [23] discussed on tendency for
individuals to process information either as an integrated whole or in discrete parts of
that whole. Analytical person process information from parts to the whole; able to
establish meaningful structures, sequential, conceptually oriented, and prefer
individualized learning. Wholists person process information from the whole to parts,
they are factually oriented and affective, not highly organised and less likely to
impose a meaningful organisation when there is no structure.

5 Conclusion

This paper explores the important of impact of cognitive aspects in UI design. MRT is
explored and research framework is proposed using the MRT. In our proposed we
highlight, to identify dimensions is important in museum for presenting object. There
are several important implications of our research for research and practice. First, we
used some existing concepts of cognitive to understand UI web environment. Second
we integrated internal and external perspectives related to cognitive study to offer a
holistic view of strategically Ul development by using theoretical propositions
suggested by MRT in forming the theoretical framework of UI dimensions.

Future work implies that this cognitive understanding of UI design may be further
accommodated by the FI/FD dimension influences for the localization process of the
UI features. In addition, our framework could be further empirically verified by re-
searchers interested in this area of research. This may be done with the theoretical
testing process research method by using practical heuristic UI design guideline relat-
ing to theoretical propositions highlighted in this study. Moreover, the theoretical
building method reflected in this study that conducted by focusing on inductive rea-
soning may provide future empirical work toward validating the theoretical proposi-
tions for UI dimensions. Our research reflected in this paper is an effort to offer some
theoretical understanding of UI dimensions by the adaptation of cognitive aspect.
Furthermore, our work could be used as a starting point for conducting empirical
studies to uncover the dynamics of UI dimensions.
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Abstract. User Experience is a well recognized factor in design and
evaluation of artifacts in Human-Computer Interaction. There are many
user experience models reported in the literature to reflect this status.
Techniques and instruments for managing user experience are still not
sufficient. In this paper, we discuss design science research and impor-
tant user experience models reported in the literature and propose an
integrated design science framework for designing and assessing user ex-
perience. We also present the results of an experimental study to validate
our proposed framework and the instrument employed.
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1 Introduction

User Experience (UX) aims at gaining a more comprehensive understanding of
users interactive experiences with products or systems around new concepts like
pleasure [I], fun [2], aesthetics [3] and hedonic qualities [4]. Norman [5] describes
the UX as encompassing all aspects of users interaction with a product. The
distinction between usability and user experience has been recognised, for exam-
ple, even a product with good usability can generate negative use experiences
causing dissatisfaction while a product with bad usability can generate positive
experiences or satisfaction [6], and while bad usability can break a good prod-
uct, good usability is insufficient to create a good experience [7]. Accordingly, the
good usability does not guarantee good UX, and it depends on the total inter-
active experience of a user with a product or system in meeting user needs and
expectations. Although, there is no universal definition of user experience [7],
the concept of UX has been widely adapted in many areas of design without it
being clearly defined or deeply understood [8J9]. However, there are many views
of user experience from the literature. According to Forlizzi and Battarbee, user
experience is associated with a wide variety of meanings without cohesive theory
of experience for the design community [10]. Hassenzahl and Tractinsky see user
experience as ranging from traditional usability to beauty, hedonic, affective or
experiential aspects of technology use [11].
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A newer ISO standard [12] defines the UX as a persons perceptions and re-
sponses that result from the use or anticipated use of a product, system or service
emphasizing two main aspects: use and anticipated use. This definition matches
the description of experience given by McCarthy and Wright [13]. Moreover, the
results of a recent research study show that ISO definition of user experience is
in line with the view by most respondents about the subjectivity of UX [9]. ISO
standard also points out that user experience includes all the users’ emotions,
beliefs, preferences, perceptions, physical and psychological responses, behaviors
and accomplishments that occur before, during and after use and Usability cri-
teria can be used to assess aspects of user experience [I2]. UX assessment is
an evaluation of the users interactive experience of a product, system or ser-
vice. Accordingly, use (i.e., actual interaction experience), anticipated use (i.e.,
pre-interaction experience such as needs and expectations), and after use (post-
interaction experience) is equally important for consideration in UX assessments.
We consider that total UX consists of these three views and it is shown as a model
in Figure 1.

Product, Service
3 or
Faclly

Context of Liser Interaction

Fig. 1. Total user experience model

In this paper, we briefly discuss important user experience models reported in
the literature and propose an enhanced usability model integrated with design
science research framework for user experience design and assessment. We also
present the results of an experimental study to validate our proposed model and
the instrument employed.

2 Design Science Research

Design Science (DS) is a research paradigm [14] , [15] , [I6] which aims at cre-
ating and evaluating innovative artifacts that address important and relevant
organizational problems. The design science involves the purpose driven cre-
ation of artifacts and the introduction of these artifacts into a natural setting
[15]. The main focus of design science research is to create and evaluate new
and improved IT artifacts as a solution for relevant organisational problems and
to generate new knowledge to the body of the scientific evidence. Hevner has
presented a detailed process of performing design science research by means of
three design science research cycles [I7]. Figure 2 show the existence of three de-
sign science research cycles in information systems research framework reported
in [18]. According to [16], these three research cycles must be present and clearly
identifiable in any design science research project.
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Fig. 2. Design science research cycles

The relevance cycle captures the problem to be addressed and connects the
contextual Environment with Design Science Research activities. Thus, the rel-
evance cycle provides the requirements for the research (problems and oppor-
tunities) as inputs. It also defines the acceptance criteria for design solutions
and artifacts which feed back as outputs from Design Science Research to the
Environment for implementation. The suitability of artifacts in Environment is
assessed by field testing to determine whether additional iteration of the rele-
vance cycle are needed.

As shown in Figure 2, the Knowledge Base consists of foundations, scientific
theories and methods, experience and expertise and meta-artifacts. The rigor
cycle connects the Design Science Research activities with the Knowledge Base to
receive foundations for rigorous design science research to ensure its innovation.
Moreover, the rigor cycle feedbacks new knowledge to the Knowledge Base to
update and enrich it. The internal design cycle is central to the Design Science
Research where the hard part of the actual design science research is carried out.
Inputs to the Design Science Research are: requirements from the relevance cycle
and the design and evaluation theories and methods which are drawn from the
rigor cycle. The design cycle iterates between the core activities of building and
evaluating the design artifacts to generate design alternatives and evaluating the
alternatives rigorously and thoroughly against requirements until a satisfactory
design is achieved. Finally, design artifacts and research contributions are output
into the relevance cycle for implementation in Environment and field evaluations,
and to updating the Knowledge Base respectively.

Design Science and Human-Computer Interaction share two important com-
mon grounds: design and evaluation. User experience design and evaluation is
concerned with building HCI artifacts for contextual requirements and evalu-
ating those against pre-specified assessment criteria. In practical terms, HCI
artifact creation and evaluation follow an iterative approach similar to that
explained in Design Science Research. Accordingly, we propose that the DSR
framework shown in Figure 2 is a well suited framework that can be applied
for designing for UX and UX assessment. Our proposed framework is shown in
Figure 3 where the user interaction with a system in context is emphasized with
"UX Theories’, ’Experimental Designs’ and "Evaluation Artifacts’ included in the
Knowledge Base.
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Fig. 3. Proposed design science research framework for designing for user experience
and user experience assessment

3 User Experience Models

There are many user experience models reported in the literature explaining the
aspects of user experience. Many of these models recognize the significance of us-
ability on user experience. Specifically, these models seek to complement a purely
functional analysis of user interaction with an account of the sensual, emotional,
social and cultural aspects of peoples’ relationships with technology [19].

In the context of interaction design, Preece, Rogers and Sharp [20] pointed out
the difference between user experience goals and usability goals emphasizing that
UX goals are more concerned with how users experience an interactive system
from user perspective rather than assessing how useful or productive a system
is from product perspective.Their model consists of six usability goals namely:
efficient to use, effective to use, safe to use, having good utility, easy to learn,
and easy to remember. They defined user experience goals as: satisfying, en-
joyable, fun, entertaining, helpful, motivating, aesthetically pleasing, supportive
of creativity, rewarding and emotionally fulfilling. According to them, usability
goals are fundamental to the user experience and occurs as a result of achieving
usability goals during an interaction. Importantly, the model does not include
‘satisfaction’ as a usability goal; instead, it considers as a UX goal. Taking this
view further, Sharp, Rogers and Preece |2}, p.26] described an enhanced version
of UX goals that included additional positive as well as negative goals, namely:
engaging, pleasurable, exciting, cognitively stimulating, provocation, surprising,
challenging, enhancing sociability, boring, frustrating, annoying and cutesy. They
described many of these goals as subjective qualities concerned with how a sys-
tem feels to a user. They also highlighted that not all usability and UX goals will
be relevant to the design and evaluation of an interactive product (or system)
as some combinations will not be compatible.

According to Hassenzahl [22], the origins of UX can be seen from two differ-
ent views: pragmatic quality and hedonic quality. Hassenzahl argues that the
fulfilment of be-goals is the driver of experience, and that pragmatic quality
facilitates the potential fulfilment of be-goals. Moreover, Hassenzahl [22] em-
phasizes that UX is an evaluative feeling of the user while interacting with a
product with a shift of the attention from the product to feelings such as subjec-
tive side of product use. Another model [I1] sees UX as a combination of three
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perspectives: beyond the instrumental, emotion and affect, and experiential and
considers as a consequence of the user’s internal state, the characteristics of the
designed system and the context within which the interaction occurs. Having
discussed models and theories of experience, Forlizzi and Battarbee [10] state
that experience in interactive systems can be examined and modeled from three
perspectives, namely: product-centered, user-centered, and interaction-centered.
The definition of UX given by Hassenzahl and Tractinsky [I1] also includes user
perspective, product perspective and context of interaction perspective. Accord-
ingly, UX is a mixture of these three perspectives: product-centred, user-centred
and interaction-centred.

In arecent publication, Bevan [23] highlighted that how product attributes re-
late different aspects of UX. According to Bevan, direct measurement of actual
experience of usage is difficult; the measurable consequences are the user perfor-
mance, satisfaction with achieving pragmatic and hedonic goals, comfort and plea-
sure. User performance and satisfaction is determined by quality characteristics
such as attractiveness, functional suitability, ease of use, learnability, accessibility
and safety. Table 1 presents Bevan’s view on how the measures of usability and UX
are dependent on the product attributes that support different aspects of UX [23].
Moreover, Bevan points out that the measures of UX consequences can be repre-
sented by means of satisfaction in use, with a specific focus on pleasure, likeabil-
ity and trust. According to Table 1, 'Pleasure’ relates to Aesthetics, ’Likability
and Comfort’ relates to Appropriate Functions, Good Ul Design, Learnability and
Technical Accessibility and "Trust’ relates to Safe and secure Design.

Petrie and BevanBevan [24] have acknowledged that users of new technologies
are not necessarily seeking just to complete a useful task, but also to amuse
and entertain themselves. Accordingly, Petrie and Bevan consider that UX, as
a concept, emerged to cover the components of users’ interactions with, and
reactions to, electronic systems that go beyond usability. Table 1 also shows that

Table 1. Factors contributing to UX consequences

Quality Ux Functionality User interface Learnability Accessibility Safety
characteristic usability
Product Aesthetic Appropriate Good Ul design Learnability Technical Safe and secure
attributes attributes functions (easy to use) attributes accessibility design
UX pragmat- To be effective and efficient
ic do goals
UX hedonic Stimulation, identification and evocation
be goals
UX: actual Visceral Expenence of interaction
experience
Usability (= Effectiveness and Productivity Leamability Accessibility Safety
performance in use: in use: in use: in use
in use - . . effective and effective and occurrence of
effective task completion and efficient use of tume . . . .
measures) efficient to efficient with unintended
learn disabilities consequences
Measures of Satisfaction in use:
Ux satisfaction with achieving pragmatic and hedonic goals
consequences .
q Pleasure Likability and Comfort Trust
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UX and usability are not two distinct concepts, but have interrelated aspects that
contribute equally to providing the overall UX and usability of a system.

4 Extending Usability for User Experience Assessment

There are many definitions of usability by different authors such as [25/26127] etc.,
where satisfaction is a commonly shared viewpoint. In their study, Lindgaard and
Dudek [28] highlight that UX consists in some sense of satisfaction, and empha-
size that aesthetics, emotion, expectation, likeability and usability all influence the
interactive experience. In a recent research study reported [34] that user satisfac-
tion received the highest agreement as a criterion of UX. Therefore, an enhanced
usability model with more focus on satisfaction can be used to probe the satisfac-
tion usability attribute in more depth to explored in identifying how the user feels
about the interaction with a product, system or service. For UX assessments, we
propose a usability model consisting of eight usability attributes: satisfaction, func-
tional correctness, efficiency, error tolerance, memorability, flexibility, learnability
and safety. This is an enhancement of the previous model presented [29], with an
additional inclusion of the safety usability attribute. Our proposed usability model
is shown in Figure 4 and it serves as an extension to Bevan’s view on UX shown in
Table[Il In our proposed usability model, we have not considered Technical Ac-
cessibility (TA) as a usability attribute and intend to study TA in more detail to
determine its impact on usability and UX.

5 User Experience Experiment

As discussed, the satisfaction attribute can be used beyond aesthetics and conven-
tional satisfaction to provide a broad view of experience on satisfaction in use in

Satisfaction

Furctioral

Comectness

Efficiency

Ermor Tolemnee

Good Ul
Design
Leamabiley
Tachrical
fesessibilty

Sate &
Serure Design Learmabilly

Measures of UK
CONSEYUENCEs

Likabilty
& Camfatt

Flexibiity

] [0y

Usability
Attributes

Fig. 4. Proposed usability model



A Design Science Framework for Designing and Assessing User Experience 31

achieving pragmatic and hedonic goals. This section details how we derived assess-
ment criteria for the satisfaction usability attribute. There are many definitions
for the term aesthetics, such as visual appeal [28], beauty in appearance [30], etc.
A common viewpoint of these definitions is that aesthetics is related to pleasure
and harmony, which human beings are capable of experiencing [30]. Accordingly,
we consider Visual appeal and Pleasure in interaction as our first two assessment
criteria. ISO view on UX shows that Expectations contribute to the UX; hence we
chose Meeting expectations as our third assessment criterion. According to Ketola
and Roto [31] , Frustration is a measure that could be used to assess UX obstacles
in an interaction; therefore, Less frustration has been selected as an assessment
criterion. Confusion or lack of understanding is considered as impacting on creat-
ing an overall positive user experience [33], hence we have included Less confusing
terminology as an assessment criterion. Lastly, the assessment criterion Overall ex-
perience of using the system was included to receive a subjective opinion from the
user on the overall experience of interaction.

First column of Table 2 shows the complete list of assessment criteria for
each usability attributes in our proposed usability model shown in Figure 4.
Particularly, the ’Satisfaction’ usability attribute examines six UX aspects: vi-
sual appeal, pleasure in interaction, meeting expectations, less frustration, less
confusing terminology, and overall experience of using the system.

5.1 Experimental Study

An evaluation questionnaire consists of 27 questions was developed based on the
assessment criteria shown in first column of Table I. The experimental study
was carried out in two separate phases. In the first phase, we choose a library
information system as the Reference System and conducted a user experience
assessment using the evaluation questionnaire with a group of 16 subjects (group
G1). We deployed the design science research framework (see Figure 3) as the
basis for the second phase of the project. At the beginning, an overview of the
design science research framework was given to a team of two developers, and
one user experience designer emphasizing the intent of the second phase of the
experimental study, and the importance of the relevance and rigor aspects of
the design science research framework. The first author acted as an observer
to make sure that the team would carry out tasks as intended. For system de-
sign, the functional requirements of the Reference System were given to the
team along with user experience assessment criteria. The team was then asked
to develop new IT artifacts based on functional requirements and user experi-
ence assessment criteria through three research cycle approach specified in the
design science research framework. Finally, the resulting system (Developed Sys-
tem) was subjected to a user experience evaluation with a different group of 16
subjects (group G2) using the same evaluation questionnaire.

5.2 Results

For both systems, user responses for the evaluation questionnaire were collected
from both groups of subjects (G1 and G2). These data were statistically
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Table 2. Results

Reference System Developed Systerm A
UX Assessment Criterion T T Toi THT. S'g‘l‘;‘f:‘;‘:e
Mezn Devighion Mear Devigtor 12 !
“izual appeal 18750 102497 =] 1089545 0.000
Flzasure inintzraction 21875 1. 10262 RIS B202 0.0
tl mating expectations 0625 =Rl 36875 2545 0.000
Less frustration 17600 ZTAE0 3E2E0 BRA06 0.000
Less confusing terminol ogy 2. 2500 1.0000 3.2500 83095 a.015
SDV"SE‘::' experience ofusing he 1, 4o o5743 3.1875 237 0008
Completing tagis comrectly 2.0000 1.03280 3.2600 BEE32E 0.001

Bvailable facliies fo mestuser |5 gorg 06393 35000 21650 0.003

needs

Awailable inform ation ta make 18375 89791 38625 103075 | 00000
dedsions

Completing tashs quickly 2000 REED] EET] 21204 0.0
Achieving expected outcome 187450 71880 38625 BEz09 0.000
Completing tashs easily 20625 2ara 3.37A0 20623 0,001
Causes fewer erars 2.0000 105280 38125 21059 0.0

Clearermror meszaging farinvalid
conditions

Errar meszages that informwhich
actions to take

18125 1.04552 34375 21394 0.000

1.9375 22871 33750 e s 0.000
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Meeding to memorze task steps 24375 25202 33750 G914 0.003
Teeding T atcess Help 24375 21204 35 51840 0.001
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Alternative ways to perform tasks | 2.1875 81059 3.1875 Fanon 0.002
Navigating backfforward between |5 1o7y 14552 | 33750 | 50000 0.002
tazh steps
Uzer ability to cancel an operation | 21260 28505 30625 5215 0.000
Ease of learning system operation | 1.8125 28107 30625 BEEas 0.000
Clarity of system status 2000 REED] 2E25 237 0.0
Krnowing to do next during nawig. 1.8125 Fa00 349375 BZET1 0.000
Fewer keystrokes 12125 N EE= ] 0T 0.0
g6, measures fo profect 18125 7500 38375 22871 0.000
personal info.
Sec. measures to protect user 18125 7500 38375 22871 0.000

tranzactions

analyzed by means of independent samples T test to measure the significance of
user perception for each assessment criterion over two systems. The aim was to de-
termine if there was a significant difference of agreement of user responses for each
assessment criterion over reference system and developed system. Table[2shows the
mean response values and respective standard deviations for each criterion over two
systems and the resulting 2-tailed significance measure for each criterion.

According to Table 2, for each criterion except criterion 5, there is a significant
difference of agreement from users for the Developed System with an associated
higher level of mean value (>3). Even for the criterion 5, the mean value of
developed system is > 3 (where as the mean value of the Reference System <3).
This clearly shows that developed system has been rated as significantly better
than reference system in terms of 27 UX assessment criteria.

6 Conclusions

In this paper, we have presented a number of approaches to UX modeling and
derived a well-grounded assessment criteria that can be used for design for UX
as well as conduct an effective UX assessment in HCI. We also presented an
integrated approach based on design science research framework for design and
assess UX. The main objective of the experimental study was to validate the
integrated design science research framework for UX design and assessment.
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The results of the experimental study clearly demonstrate that the integrated
design science research framework was successful in generating positive results
that highlighted the system differences.
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Abstract. The main purpose of this study is to compare objective layout-based
measures of visual aesthetics with subjective questionnaire-based measures.
Correlation analysis was used to carry out the comparison. Values for the tested
objective measures were calculated for forty-two web pages already used in a
previous study, for which subjective questionnaire scores (classical/expressive
and VisA WI) were already available. Results showed significant correlations
between many of the tested objective screen layout-based measures and subjec-
tive questionnaire-based measures related to order and layout of the screen.
These findings suggest that the objective layout-based measures tested in this
study can be used for overall assessments of visual aesthetics of websites and
particularly for assessing aesthetic aspects related to the classical and the
simplicity dimensions of website aesthetics.

Keywords: Aesthetics measures, Measure of Website aesthetics, Classi-
cal/expressive aesthetics, VisA WI, Visual aesthetics.

1 Introduction

Since its establishment in earlier 1980s, the field of the Human Computer Interaction
(HCI) was mainly concerned with functionality and usability aspects of interactive
computerized systems. However, recently, there was a new wave in the field empha-
sizing the importance of aesthetic aspects in HCI and interface design [13, 14, & 21].

1.1 Visual Aesthetics in Interface Design

The attention to the importance of aesthetics in interface design and its effect on us-
ers’ impressions of usability of the system began with findings of Kurosu and Kashi-
mura study [9]. Using different designs of an automated teller machine interface, they
found high correlation between users’ prior perception of usability (they called it
apparent usability) and users’ perception of visual aesthetics of the interface. Partici-
pants perceived the visually appealing interface designs as easier to use. Later,
Tracinsky [29] repeated their experiment in a different context using more rigors
approach, same high correlation was also found in all the tested cases. Furthermore,
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this strong relationship between user perception of interface aesthetics and perceived
usability remains intact even after actual use of the system [27]. Lindgaard et al. [12]
showed that first impressions of perception of visual appeal of websites formed very
quickly within 50 milliseconds. It remains stable even after a considerably longer
exposure [27]. Phillips and Chapparro [23] found that users’ impression of usability
of websites is most influenced by the visual appeal of the site. Users rated sites with
high visual appeal and low usability as easier to use, and gave lower rates to sites with
low visual appeal and high usability.

Besides positive effect of aesthetics on perceived usability, some even argue that
visually appealing interfaces might also have positive effects on performance. For
example, Moshagen et al., [17] found significant effect of highly aesthetic websites on
completion time in a low usability condition when participants completed search
tasks. Sonderegger & Sauer [26] showed that visual appearance of cell phones had a
positive effect on performance, leading to reduced completion time and number of
errors for the visually appealing design.

With recognition of the effect of visual aesthetics of interface and computer screen
design on users’ overall evaluation of the system, the next natural step in the design
process is to develop tools to assess and measure visual aesthetics.

1.2 Measures of Interface Aesthetics

In general, two approaches to measure interface aesthetics can be distinguished in the
literature. The first is an objective approach relating screen design features and layout
elements to the users' perception of visual aesthetics (e.g. [3 & 20]). The second one
is a subjective approach, utilizing questionnaire-based instruments to measure users'
perception of visual aesthetics (e.g. [11].

Objective Screen Layout-based Measures. This approach represents a bottom-up
procedure. It has its roots in the rationalistic philosophical view of aesthetics [22].
This approach comprises the concept of “beauty in the observed object”; i.e. human
perception of beauty is based on the order and organization of the various components
constructing the object. It is concerned with determining what features in the interface
design triggers users’ precipitin of aesthetics of the interface. It also tries to explore
the possibility of expressing changes in such features using numerical values and use
these numerical values to assess users' perception of interface aesthetics. Methods in
this approach are motivated by earlier aesthetic measures developed by Birkhoff [5],
Tullis’ quantitative techniques for evaluating screen design [32], and Gestlest theory
for visual design [6 & 19].

Supports of this approach [3 & 19] argue that developing such measures can be very
helpful in many design situations. They can be extremely helpful in early stages of
design. They can assist in preparing design alternatives and can reduce the number of
prototypes that will undergo tests with human users in later stages of design. However,
they are not meant to be replacements to human designers, but are intended to serve as
numerical tools to help designers and researches evaluate different design alternatives
without the need to use human participants. Moreover, they can provide researchers
with quantitative tools that can help in systematically study different design aspects
and give a numerical basis for direct comparing of different design proposals. These
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measures can also be useful in cases where on-the-fly designs are needed for non pro-
fessional designers as in online tools for designing websites [10].

Methods in this approach can be divided into two categories; one that simply uses
numerical counts of visual features on the screen (like: number of objects, number of
images ...etc) and relates them to users’ perception of aesthetics. The second one uses
mathematical formulas to express more sophisticated visual design features and con-
cepts (like: symmetry, balance ...etc) and relate them to users’ perception of aesthetics.

Simple counts measures. Visual features used in this categories includes number of
constructing elements or blocks and chunks of information on the screen [3, 4, & 15],
number of images [ 3, 4, 7, & 15], image size and font size [7 & 25], JPEG file size of
screenshots of websites [31]

Formularized measures. Methods in this category argues that physical layout of vis-
ual objects on the screen may play a role in users’ perception of aesthetics. The pro-
cedure involves expressing visual design features (like symmetry, balance, unity
...etc) using mathematical formulas and combine calculated values for all features to
build an overall measure that would reflect aesthetic level of the interface design.

One of such measures is the model developed by Ngo et al. [19]. The model con-
sists of fourteen proposed measures of screen aesthetics: balance, symmetry, equilib-
rium, unity, sequence, density, proportions, cohesion, simplicity, regularity, economy,
homogeneity, rhythm, and order. The value of each measure can be calculated using
formulas based on the layout of visual objects on the screen. The average of all these
measures represents the overall aesthetic value of the screen.

In a practical application of the model, Zain et al. [33] designed a computer appli-
cation to incorporate five measures (balance, equilibrium, symmetry, sequence, and
rhythm) of the fourteen measures. They used the software to evaluate language learn-
ing web pages.

Bauerly and Liu [3 & 4] developed mathematical formulas to measure and test ef-
fects of symmetry and balance on interface aesthetics. They developed their formulas
based on a microscopic view that compare screen elements in question pixel by pixel,
as opposed to the macroscopic view used by Ngo et al. [20] that compare higher level
elements such as specific objects or shapes. However, similar results were obtained in
both studies, which suggest that there are no practical differences between the two
sets of formulas. Lai et al. [10] utilized the quantitative measures of symmetry and
balance used by Bauerly and Liu [3 & 4] to quantitatively analyze the aesthetics of a
text-overlaid image such that a best position for overlaying the texts on a background
image can be obtained automatically. The two measures were evaluated against par-
ticipants’ subjective rating of visual aesthetic appeal in cases of color and mono-
chrome images.

Subjective Questionnaire-based Measures. Supporters of this approach claim that
the complexity and interrelated relationships among the screen design elements make
it difficult to use them to quantitatively measure aesthetics [11]. It would be more
convenient to use questionnaire-based instruments to measure users’ subjective per-
ception of aesthetics. Two widely accepted of such instruments are: the classical and
expressive instrument developed by Lavie and Tractinsky [11], and the Visual
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Aesthetics of Website Inventory (VisAWI) tool developed by Moshagen and Thielsch
[16]. Both were designed to measure perceived visual aesthetics of websites.

Lavie and Tractinsky [11] found two dimensions of the perceived website aesthet-
ics, termed “classical aesthetics” and “expressive aesthetics”. The classical aesthetics
dimension emphasizes orderly and clear design and is closely related to many of the
usability and interface design rules and guidelines. The expressive aesthetics dimen-
sion is linked to the designers’ creativity and originality and to the ability to break
design conventions. These two dimensions were the basis for developing quantitative
questionnaire-based instrument to measure website interface aesthetics. The classical
dimension includes the items “aesthetic”, “pleasant”, “symmetric”’, “clear”, and
“clean”, while the expressive aesthetics includes the items “creative”, “fascinating”,
“original”, “sophisticated”, and “uses special effects”.

VisAWI was constructed to serve as a new tool to measure perceived website aes-
thetics. It was designed to provide a tool that would cover border aspects of perceived
websites aesthetics that weren't adequately presented in early instruments. The in-
strument is based on four interrelated facets of perceived visual aesthetics of websites:
simplicity, diversity, colorfulness, and craftsmanship. Simplicity comprises visual
aesthetics aspects such as balance, unity, and clarity. It is closely related to the classi-
cal aesthetics dimension. The Diversity facet comprises visual complexity, dynamics,
novelty, and creativity. It is closely related to the expressive aesthetics dimension.
The colorfulness facet represents aesthetic impressions perceived from the selection,
placement, and combination of colors. Craftsmanship comprises the skillful and co-
herent integration of all relevant design dimensions. Each of the first two facets is
presented by five items in the questionnaire, while each of the last two facets has four
items. For full list of items of both questionnaires see [11 & 16].

1.3 Purpose of the Study

The main concern of this study is to investigate the possibility of finding significant
correlations between objective and subjective measures of website aesthetics. The
hypothesis is that significant correlations could be -at least- found between the objec-
tive layout-based measures and items related to screen layout in the subjective ques-
tionnaire-based measures (classical measure in the classical/expressive questionnaire
and simplicity measure in the VisA WI questionnaire).

Forty-two web pages already used in a previous study [16] to develop and validate
the VisA WI questionnaire and compare it with classical and expressive aesthetics
questionnaire will be used in this study. Values of selected objective measures will be
calculated for these 42 web pages and compared to subjective questionnaire scores
(VisA WI and classical/expressive) already available in [16]. Correlation analysis will
be used to carry out the comparisons.

The reason why these 42 web pages are utilized in this study is that they cover a
wide variety of websites with different levels of visual aesthetics. In addition, ques-
tionnaire scores (for both VisA WI and classical/expressive tools) for a relatively
large sample size are already available for these pages.
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2 Results and Discussion

2.1 Selected Objective Measures for the Study

Formularized. Eight of the measures suggested by Ngo et al. [18] were selected for
this study. The reasons for selecting these measures are that they are widely accepted
and have already being used and tested in many previous studies [1, 18, 24, & 33].
The eight selected measures are: symmetry, balance, unity, sequence, simplicity,
density, economy, and rhythm. The formulas developed by Ngo et al. [18] will be
used to calculate values for the selected measures (for full details of how to calculate
these measures and their definitions see [18, 19, & 20]). Table 1 shows descriptive
statistics for the calculated values using the formalized selected measures for the 42
web pages. Possible range of values of each measure is zero to one, where zero repre-
sents the lowest aesthetic level and one represents the highest level.

Table 1. Descriptive statistics for the selected formularized measures for the 42 web pages

Measure Min Max Average Standard deviation
Symmetry 0.761 0.985 0.873 0.046
Balance 0.516 0.950 0.792 0.105
Unity 0.157 0.684 0.393 0.145
Sequence 0.750 1.000 0.970 0.082
Simplicity 0.077 0.273 0.152 0.044
Density 0.091 0.977 0.453 0.230
Economy 0.050 0.250 0.105 0.040
Rhythm 0.257 0.792 0.627 0.109

Counts. Five measures were selected in this category, namely: number of visual ob-
jects on the screen, number of different sizes of visual objects, number of images,
number of different font types used in the web page, and JEPG file size of screenshot
of the webpage. Number of objects, number of images, and JEPG files size have
already been tested in previous studies [2, 3, 16, 14 & 24]; all with results indicting
some sort of a relationship between these measures and users’ perception of visual
aesthetics. Number of different sizes of visual objects is one of the input parameters in
Ngo et al. formulas for unity, economy, and simplicity; authors were interested in
testing it as a single feature. Number of different font types has been selected based
on earlier observation. Descriptive statistics for the calculated values for the selected
count-based measures for the 42 web pages are given in Table 2.

The calculated values for the above selected measures for all the 42 web pages will
be compared with scores of the classical/expressive and VisA WI questionnaires (see
[16] for questionnaire scores given to the 42 web pages).
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Table 2. Descriptive statistics for the selected count-based measures for the 42 web pages

Measure Min Max Average  Standard deviation
No of objects 6 22 11.9 3.9
No of different sizes of objects 4 20 10.7 3.6
JEPG file size* 50 251 170.8 444
No of different font types 1 6 2.8 1.3
No of images 0 12 43 3.1
*in Kbytes

2.2 Correlation Analysis

Correlation analysis was used to investigate possible relationship between the selected
objective and subjective measures of visual aesthetics of websites. Values of all the
selected objective measures were calculated for the 42 web pages, scores of subjective
questionnaire-based measures were obtained from [16]

Table 3 shows correlation coefficients between the formalized measures and ques-
tionnaire scores for the 42 web pages. From the table, one can see that all significant
correlations are with questionnaire items related to screen layout. The objective
measures of unity, simplicity, and economy are significantly correlated with the clas-
sical and the simplicity measures; both containing items related to visual layout and
clarity of the design. No significant correlations were found between the formalized
measures and questionnaire scores related to the expressive aesthetics.

An unexpected result is the lack of significant correlations between symmetry and
balance, and any of the questionnaire scores. This contradicts with results of earlier
studies showing significant effects of symmetry and balance on visual interface
aesthetics [1, 3, 4, 10, 18, & 30]. Possible explanation could be found by looking at
findings of an earlier study conducted by authors of the current study [2]. The study
investigated effects of the measures of balance, unity, and sequence and their interac-
tions on perceived visual aesthetics. Findings showed that with each pair of measures
the effect of one measure is larger at high values of the other measure; with the low
values the effect is very small. Looking back at Table 3, it can be seen that values of
symmetry, balance, and sequence are much higher than values of measures with sig-
nificant correlations (unity, simplicity, and economy). Symmetry, balance, and se-
quence have values larger than 0.761, 0.516, and 0.750 respectively with averages of
0.873, 0.792, and 0.970 respectively. On the other hand, measures with significant
correlations have smaller values; Unity with values less than 0.684 and an average of
0.393, simplicity and economy with values less than 0.300 and averages of 0.152 and
0.105 respectively.

Since symmetry, balance, and sequence have higher values than unity, simplicity
and economy, therefore, the later three will have higher effects on perceived aesthet-
ics. This might explain why only these three measures have significant correlations.
Nevertheless, the other case of lower values of symmetry, balance, and sequence
should also be investigated to confirm this explanation. Also, Can the high levels of
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symmetry and balance witnessed in the current study be considered as a typical char-
acteristic of all websites designs? Or is it just a coincidence with the 42 web pages
used in the study?

Another point worth mentioning is that only measures that have number of differ-
ent sizes of objects as an input parameter in their formulas (unity, simplicity, and
economy) produced significant correlations. The measures of density and rhythm that
do not have this parameter in their formulas didn’t produce significant correlations,
though have low values.

Table 4 shows correlation coefficients between the simple counts-based measures
and questionnaire scores for the 42 web pages. Significant correlations were found
between number of objects and number of different sizes with both the classical and
the simplicity measures. This wasn't surprising, since these two features (no of objects
and no of different sizes) are the main input parameters in the formulas used to calcu-
late values of the formalized-based measures that showed significant correlations
(unity, simplicity, and economy; for full details of the used formulas see [18, 19, &
20]). These significant correlations point out to clear negative effects of increasing
number of objects and number of different sizes on perceived visual aesthetics of
websites. The questions now are: Is there an optimal value or a threshold for these
two features? How much can both of them be lowered? Do they affect each other?

No strong correlations were found between JEPG file size, number of different font
types, and number of images with any of the classical and the simplicity measures.
However, an interesting result is the noticeable high and significant correlations found
between number of different fonts and the expressive and the diversity measures.
Does this indicate that number of different fonts may affect visual aesthetics? More
examinations are needed to clarify this.

3 Conclusions

The main goal of this study was to test the possibility of that significant correlations
could be found between the objective layout-based measures of website visual aes-
thetics and the subjective questionnaire-based measures related to order and organiza-
tion of visual objects on the screen. Values for the selected objective measure were
calculated for forty-two web pages already used in a previous study [16] for which
subjective questionnaire scores (classical/expressive and VisA WI) were already
available. Correlation coefficients between the objective measures and questionnaire
scores were calculated. Results showed significant correlations between many of the
selected objective screen layout-based measures and the subjective questionnaire-
based measures related to order and layout of the screen.

This suggests that the objective layout-based measures tested in this study could be
used to generally assess the overall visual aesthetics of websites and particularly aes-
thetic aspects related to classical and simplicity dimensions of website aesthetics.

However, several issues still need to be considered when interpreting findings of
this study. First, the formulas used to calculate values of the objective layout-based
measures don’t include effect of colors, although, Ngo et al [17] suggested adding
effects of colors as part of the balance measure, but, it is still not clear how to express
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effects of colors using numerical values. Second, for many of the relationships sug-
gested by the significant correlations found in this study to be fully confirmed, further
testing using more rigorous procedures is needed. Finally, since web pages were used
in this study, findings of this study are only applicable to visual aesthetics of websites.
Nonetheless, it would be interesting to see how these findings would work with other
types of interfaces and screens (e.g. cell phones).

Acknowledgements. The authors would like to thank Morten Moshagen and Meinald
T.Thielsch (authors of reference [16]) for providing the screenshots and questionnaire
scores for the 42 web pages. This research has been supported by NSF through a
CAREER program (Award # 0954579).

References

1. Altaboli, A., Lin, Y.: Experimental Investigation of Effects of Balance, Unity, and Se-
quence on Interface and Screen Design Aesthetics. In: Blashki, K. (ed.) Proceedings of
The TADIS International Conference Interface and Human Computer Interaction 2010,
Freiburg, Germany, pp. 243-250. IADIS Press (2010)

2. Altaboli, A., Lin, Y.: Investigating the Effects of Screen Layout Elements on Interface and
Screen Design Aesthetics. Technical Report (unpublished). Intelligent Human-Machine
Systems Lab, Mechanical and Industrial Engineering Department, Northeastern Univer-
sity, Boston, MA, USA (2010)

3. Bauerly, M., Liu, Y.: Computational modeling and experimental investigation of effects of
compositional elements on interface and design aesthetics. Int. J. Human-Computer Stud-
ies 64, 670-682 (2006)

4. Bauerly, M., Liu, Y.: Effects of Symmetry and Number of Compositional Elements on In-
terface and Design Aesthetics. International Journal of Human- Computer Interac-
tion 24(3), 275-287 (2008)

5. Birkhoff, G.: Aesthetic Measure. Harvard University Press, Cambridge (1933)

6. Chand, D., Dooley, L., Tuovinen, E.: Gestalt Theory in Visual Screen Design — A New
Look at an Old Subject. Presented at the Seventh World Conference on Computer in Edu-
cation, Copenhagen, Denmark. Australian Computer Society, Inc. (2002)

7. Djamasbia, S., Siegelb, M., Tullisb, T.: Generation Y, web design, and eye tracking. Int. J.
Human-Computer Studies 68, 307-323 (2010)

8. Hartmann, J., Sutcliffe, A., De Angeli, A.: Towards a theory of user judgment of aesthetics
and user interface quality. ACM Transactions on Computer-Human Interaction 15(4), 1-30
(2008)

9. Kurosu, M. and Kashimura, K.: Apparent usability vs. inherent usability: experimental
analysis on the determinants of the apparent usability. In: CHI 1995: Conference Compan-
ion on Human Factors in Computing Systems, Denver, Colorado, United States, pp. 292—
293 (1995)

10. Lai, C., Chen, P., Shih, S., Liu, Y., Hong, J.: Computational models and experimental in-
vestigations of effects of balance and symmetry on the aesthetics of text-overlaid images.
Int. J. Human-Computer Studies 68, 41-56 (2010)

11. Laviea, T., Tractinsky, N.: Assessing dimensions of perceived visual aesthetics of web
sites. Int. J. Human-Computer Studies 60, 269-298 (2004)



44

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

217.

28.

29.

30.

31.

32.

33.

A. Altaboli and Y. Lin

Lindgaard, G., Fernandez, G., Dudek, C., Brown, J.: Attention web designers: You have 50
milliseconds to make a good impression. Behavior & Information Technology 25(2), 115-
126 (2006)

Liu, Y.: Engineering aesthetics and aesthetic ergonomics: theoretical foundations and a
dual-process research methodology. Ergonomics 46, 1273-1292 (2003)

Liu, Y.: The aesthetic and the ethic dimensions of human factors and design. Ergonom-
ics 46, 1293-1305 (2003)

Michailidou, E., Harper, S., Bechhofer, S.: Visual Complexity and Aesthetic Perception of
Web pages. In: SIGDOC 2008, Lisbon, Portugal, September 22-24 (2008)

Moshagen, M., Thielsch, M.T.: Facets of visual aesthetics. International Journal of Hu-
man-Computer Studies 68(10) (2010)

Moshagen, M., Musch, J., Goritz, A.S.: A blessing, not a curse: Experimental evidence for
beneficial effects of visual aesthetics on performance. Ergonomics 52, 1311-1320 (2009)
Ngo, D., Byrne, J.: Application of an aesthetic evaluation model to data entry screens.
Computers in Human Behavior 17, 149-185 (2001)

Ngo, D.C.L., Teo, L.S., Byrne, J.G.: Evaluating Interface Esthetics. Knowledge and In-
formation Systems (4), 46-79 (2002)

Ngo, D.C.L., Teo, L.S., Byrne, J.G.: Modelling interface aesthetics. Information Sci-
ences 152(1), 25-46 (2003)

Norman, D.: Emotional design: Why we love (or hate) everyday things. Basic Books, New
York (2004)

Reich, Y.: A model of aesthetic judgment in design. Artificial Intelligence in Engineer-
ing 8(2), 141-153 (1993)

Phillips, C., Chapparro, C.: Visual Appeal vs. Usability: Which One Influences User Per-
ceptions of a Website More? Usability News 11(2) (2009)

Salimun, C., Purchase, H.C., Simmons, D.R., Brewster, S.: Preference ranking of screen
layout principles. In: The 24th BCSHCI 2010, Abertay Dundee, September 6-10 (2010)
Schmidt, K.E., Bauerly, M., Liu, Y., Sridharan, S.: Web Page Aesthetics and Performance:
A Survey and an Experimental Study. In: Proceedings of the 8th Annual International Con-
ference on Industrial Engineering — Theory, Applications and Practice, Las Vegas, Ne-
vada, USA (2003)

Sonderegger, A., Sauer, J.: The influence of design aesthetics in usability testing: Effects
on user performance and perceived usability. Applied Ergonomics 41, 403—410 (2010)
Tractinsky, N., Cokhavi, A., Kirschenbaum, M., Sharfi, T.: Evaluating the consistency of
immediate aesthetic perceptions of web pages. International Journal of Human-Computer
Studies 64(11), 1071-1083 (2006)

Tractinsky, N., Shoval-Katz, A., Ikar, D.: What is beautiful is usable. Interacting with
Computers 13, 127-145 (200)

Tractinsky, N.: Aesthetics and apparent usability: empirically assessing cultural and meth-
odological issues. In: Pemberton, S. (ed.) Proceedings of the 1997 Conference on Human
Factors in Computing Systems (CHI 1997). ACM Press, New York (1997)

Tuch, A., Bargas-Avila, J., Opwis, K.: Symmetry and Aesthetics in Website Design: It’s a
man’s Business. Computers in Human Behavior 26, 1831-1837 (2010)

Tuch, A.N., Bargas-Avila, J.A., Opwis, K., Wilhelm, F.H.: Visual complexity of websites:
Effects on users’ experience, physiology, performance, and memory. International Journal
of Human-Computer Studies 67, 703715 (2009)

Tullis, T.S.: The formatting of alphanumeric displays: a review and analysis. Human Fac-
tors 25(6), 657682 (1983)

Zain, J., Tey, M., Goh, Y.: Probing a Self-Developed Aesthetics Measurement Application
(SDA) in Measuring Aesthetics of Mandarin Learning Web Page Interfaces. IICSNS In-
ternational Journal of Computer Science and Network Security 8(1) (2008)



Interaction Design Teaching Method Design

Chen-Wei Chiang and Kiyoshi Tomimatsu

Kyushu University
4-9-1 Shiobaru Minami-ku Fukuoka 815-0032, Japan
interaction.tw@gmail.com, tomimatu@design.kyushu-u.ac.jp

Abstract. Recently, Interaction Design became popular. We found that, if we
want to improve interaction design, an interaction design education method is
indispensible. Especially, interaction design usually consists of two or more
different fields of discipline. When members with different backgrounds are
working together, there are always cause many problems, mainly during
brainstorming processes. In the final, we tried to find out the main cause of the
problem and tried to figure out a method for interaction design education. In the
end, we also propose the possible solution to improve interaction design teach-
ing design. We except this research can help to improve interaction design
education.

Keywords: Interaction Design, workshop.

1 Introduction

Based on past records of conducting interaction design workshops, we identify three
main problems that are commonly encountered by the group members, i.e.: (1) Dif-
ferent professional backgrounds; each member needed to spend more time to under-
stand each other’s profession. (2) Members were inefficient in developing ideas and
brainstorming. (3) The results of the workshops were not as expected because of re-
peated discussions and readjusted ideas. Students have made comments that they
would like to learn new technologies or new design methods, but due to lack of time,
discussions among members had to be shortened and created unexpected results.

This research will analyze the problems that group members encounter during the
interaction workshop brainstorming, such as spending most of their time developing
and discussing ideas. This research is to create a teaching method to help students
achieve better results and be more efficient at brainstorming.

2 Background

2.1 Related Work

There are several of researches, projects, and courses related to Interaction Design
teaching method which are aimed to the students without former knowledge of
Computer Science.

J.A. Jacko (Ed.): Human-Computer Interaction, Part I, HCII 2011, LNCS 6761, pp. 45 2011.
© Springer-Verlag Berlin Heidelberg 2011
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In an education-friendly construction platform for wearable computing project,
Ngai et al. [1] presented a programmable platform TeeBoard for wearable computing.
This TeeBoard is used for training students to integrate their knowledge with physical
computing.

Miyata et al.[2] have designed an education method for VR content creation for
students. In this course, the education is aimed to students with the computer science
background. They implied that cooperation is an indispensible element in designing
contents in workshop. Concurrent thinking allows students to share their ideas
through group discussion.

Ariga et al.[3] designed the course for students who are majoring in art. A toolkit
was designed for students in this course which consists of both the software and
hardware. They attempted to introduce interaction design to art students by using this
toolkit. They designed two different versions of toolkit for their course. The second
version is an improved version of the first one. Using this version, it was much easier
to use sensors for students to create original interaction arts and designs.

In this course, Ariga et al. divided the toolkit’s hardware into four separate ele-
ments, i.e.: I/O modules, Inputs, Outputs, and Wires. Compared to the first version,
the second version of the toolkit reduced some electronic parts of Input and Output
elements. Furthermore, they mentioned that the simplification setting could also aid
students to understand the input and output processes.

Embodied and tangible interaction design teaching method has been discussed by
Klemmer et. al.[4] and Kenneth[5]. Klemmer et. al. developed a Human-Computer
Interaction Design Studio course, which is aimed to undergraduates students with
HCI background, but with limited exposure to practice. The course was structured in
four projects and each project is aimed to teach different aspect of embodied comput-
ing. By applying this diverse approach, the students will be able to incorporate their
understanding and develop their interaction designing skills further.

Furthermore, by the classification and taxonomy of embodied and tangible inter-
faces was discussed by Kenneth, providing a clear guideline for the taxonomy of
tangible interfaces. By applying metaphors to embodied interfaces, embodied inter-
faces can be plotted visually for different tasks. This taxonomy would acts as a useful
tool for educators to organize their concepts before put them into real practices.

2.2 Previous Research

In Computational Thinking[6], Jeannette Wing implied that computer science educa-
tion could be applied to different fields. Furthermore, Guzdial's[7] mentioned that
educators need to make Computational Thinking (CT) to be accessible for everyone.
Further considerations should be taken when we consider about how to introduce
Interaction Design to students without computer science background. Furthermore,
we also used the key questions identified by Guzdial as the considerations for our
course design, i.e.:

. What do non-computing students understand about computing?

. What kind of challenges will they find?

. What kinds of tools can make them access CT easily?

. How should we, as educators organize and structure our courses to make
computing accessible to the broad range of students?

AW N =
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Recent report in 2009[8] by Computer Science & Engineering (CISE) division of the
National Science Foundation (NSF) mentioned the importance of CT. In fact, CT has
been widely acknowledged not only in the field of Computer Science but also in other
disciplines. The author proposed a CT based creative multi-media design educational
course. The basic knowledge in multi-media education includes the knowledge of
graphic, sound, and video. In this course designing, a new educating process is pro-
posed in multi-media education, which includes technical skills, physical computing,
and concept generation.

In this paper, we emphasize on physical computing education, i.e.: teaching the
students on how to apply physical computing on their work. As for the final output for
this education method, students will be able to integrate physical computing tech-
niques with their design.

The definition of workshop

In general, workshops are teaching methods that divide students in groups for a short
period of time. The interaction design teaching method can help students with differ-
ent backgrounds develop new concepts in group discussions to create final projects. In
this research we define an interaction workshop as a workshop that meets these three
conditions below:

1. Continuous four days workshop.

2. Students must have computer science and media design background.

3. Every group must have a final interaction design project finished upon comple-
tion of the workshop.

The Methods of Past Interaction Design Workshops

From analyzing the information, we can conclude some important aspects of interac-
tion design workshops and design the basic syllabus. This is to see if the syllabus can
improve students at the first stage of the workshop, so they can be more efficient at
developing concepts. From the documents of past workshops, we can conclude the
aspects which are described below:

1. Subject: We would use subjects from one or two different areas to integrate into
interaction design.

2. Analyzing students’ backgrounds: Students background and their professions
were analyzed, we divided them into groups so that they can exchange their in-
formation to the members that have different backgrounds.

3. Projects presentation: The end results of the workshops were functional
prototypes. They were interaction design products or interaction science art in-
stallations.

Based on these aspects, we will design the syllabus and set up the basic rules to the
students in our experiments.
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3 Workshop Course

3.1 Workshop-1: Media Design and Physical Computing

The Introduction to Workshop

In this phase, we introduce basic physical computing tools to the workshop members.
The goal is to combines physical computing technology with their professional com-
petence, in addition to improving their interaction design skills.

Workshop Equipment Setting

In our course, we decided to use Arduino as our physical computing tool. Arduino is
an open source physical computing tool, thus we could access many source code and
information about Arduino and applied it to the workshop with ease. The participants
were not accustomed to physical computing because they are majoring in multi-media
design.

Tools and Equipment
The tools that we used in this course were consists of a hardware and a software. We
used arduino as the hardware and Max/Msp as the software.

Arduino is a well-known open source tool for physical computing which means
there are many references on internet. There are also many sensor modules that can be
easily found on the internet. Otherwise, the students can develop it themselves by
studying these references. Students can also learn it effectively in a short time, and
apply those what they have learned into their works.

Max/Msp is the graphical program software where people can edit program by
moving and combing some blocks than make programs come true. For beginners, this
software is good for understanding how the program working. After understand how
the program working, they can make their ideas come true by using this tool easily.
Let their concepts or prototypes to be much more completely.

Prototyping

We divided the participants into groups and each group consists of 4-5 members. We
also decided the final expected outcome for the course. In this course, our members
have to think about their original concepts and finally they should make a prototype
based on their original concept. The participants were expected to finish the prototype
at the end of the course.

Fig. 1. (a) Wearable clothing combine with physical computing. (b) Animation controller com-
bine with physical computing. (¢) Arduino group studying.
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Conclusion

Considering that the students were inexperienced in physical computing, teaching
them to create a working prototype is more important than developing physical com-
puting skills.

As the final outcome, most of the participants were able to make a working proto-
type based on their initial ideas. We conclude that they were able combine their con-
cepts successfully with physical computing. However, we found that our members
were giving up good concepts during the brainstorming. They thought that because of
their limited physical computing and program design they couldn’t realize their con-
cepts into working prototypes.

3.2 Workshop-2: Choreography and Physical Computing

The Introduction to Workshop

In this course, we introduce Choreography of interaction to our workshop members.
This concept is from Sietske Klooster et al. [9] as they designed movements and in-
troduced them to the design of interaction, developing both as the integrated parts. In
our course, we tried to let our members can understand the elements of dance and
apply these element into their works for improving their interaction concepts. These
concepts must come from the elements of dance and body movements.

Workshop Setting

According to Sietske Klooster et al. [9], a professional dancer is required to introduce
the basic elements of dance for our workshop members. From the dance course, we
identified four main elements, i.e.: Body, Space, Time, and Effort. By utilizing these
elements, we had our workshop members to consider their interaction works concepts.

Equipment and Tools

Similar to the first workshop, we still used Arduino and some simple switch for the
participants as the main hardware. We assumed that we could be able to reduce the
gap of physical computing between the participants who have no physical computing
background or experiences in the past.

Prototyping

We divided the participants into groups and each group consists of 4-5 members. We
also decided the final expected outcome for the course. In this course, our members
have to think about their original concepts and finally they should make a prototype
based on their original concept. The participants were expected to finish the prototype
at the end of the course.

Conclusion

In this workshop, we focused on how well the participants apply the dancing
elements to their interaction works. As the evaluation criteria, all of the four elements
should be applied on their final works. At the final presentation, the participants could
submit several original works which incorporates dancing elements into interaction
design.
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Fig. 2. (a) Dance course. (b) Work consider about space. (c) Work consider about effort.

3.3 Workshop-3: Resonance and Computing

The Introduction to Workshop

The theme of this workshop is about resonating elements. We attempted to have the
participants observing the structure of resonation, applying their resonation experi-
ences into interaction design works. In this workshop, the main objective is resonating
and we defined three sub-objectives, i.e.: feeling, thinking and activating.

Workshop Setting:
In this section, the details of three sub-objective targets, i.e.: feeling, thinking and
activating will be discussed in detail:

1. Feeling: using physical computing to represent peoples feeling.
Thinking: using wearable clothing to realize interaction design concepts.
We consider wearable clothing is like human skin, thus we can repre-
sent humans feeling by using wearable clothing.

3. Activating: social network is not only exists in human society, it also
exists in resonating. We tried to introduce these communicating behav-
iors for our members. Trying to discover what we haven’t noticed so-
ciality behavior in resonating.

In this course, we tried to let our workshop members compare resonating elements
with technological elements. After the comparison, we tried to let our members to
simulate the resonating elements by using technological elements and applying these
elements into their interaction works.

Equipment and Tools

We used physical computing to simulate resonating environment. We used wearable
clothing to represent humans feeling. As for the activating elements, we tried to have
the participants simulate society behaviors.

Prototyping

We divided the participants into groups and each group consists of 4-5 members. We
also decided the final expected outcome for the course in this course, our members
have to think about their original concepts and finally they should make a prototype
based on their original concept. The participants were expected to finish the prototype
at the end of the course.
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Fig. 3. (a) Traffic monitor tree. (b) Dance movement with clothing. (c) Body movement with
ball. (d) Stick a post on someone’s back and get response.

Conclusion

In the final, we let our members to combine resonating elements with technology
elements to create interaction works. In this workshop, we can understand, combining
different fields into interaction design could create and help us to consider about that
we haven’t think about.

4 Lessons Learned

4.1 The Method of Past Interaction Design Workshops

During the concept development and brainstorming processes, we wrote down our
ideas and discussions. In the discussion process, the main subjects changed drastically
and diverge the main conversation into unrelated subjects. Sometimes group members
would use post-it notes to write down ideas, but it still had the chance of making the
main discussion unclear. Members would spend more time on discussions and read-
just their ideas and might have to redo the concept developing process. These made
the workshops inefficient and subjects could not move to the next level of the sylla-
bus. This research will focus on improving discussion efficiency of effective group
discussions.

4.2 Consider a Method for Improving Interaction Design Workshops
The training hours in a workshop usually are not long. Therefore, if we want to make
workshop to be more effective, improving discussion effectiveness can be a helpful

method for reducing time waste and let members have enough time for working and
improve the quality of final presentation.

S Education Method Design for Workshop

5.1 Education Method Design

Because interaction design involves various areas of knowledge, we will need to use
some special terms that are not easy to understand. As the discussion progresses, it
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might become aimless and lower both the discussion efficiency and learning effec-
tiveness. We propose the following methods to improve the process of the interaction
workshops so that students can discuss more efficiently, reach the goals quickly, and
have better final projects. The methods are:

1. Select keywords to analyze goal elements. For example, if the goal is to make
an interaction design in a classroom environment, students would need to de-
scribe the space in words and record that information, such as: blackboards,
chalks, chairs, desks, etc.

2. Students should record the possible ways of interacting with those objects, such
as: touch, press, push, etc.

3. Analyze what computer technologies are suitable for the project and record that
information, such as: light sensor, pressure sensor, temperature sensor, etc.

4. Gather the term, randomly pick one from each group, combine the words, and
discuss the feasibility, such as how chairs, push, and pressure sensor can be
combined to affect interaction design.

Following these steps to start discussions will help to shorten discussion time and
improve the quality of final projects.

5.2 Applying to Workshop

According this interaction design education method, we applied this method to a
group work concept brainstorming. In the final, we got response from workshop
members. The response as the following:

1. This method for brainstorming is a very interesting method. It can help us to
think about something we never think about. But, if we can have more informa-
tion about these keywords, it could be more helpful for us.

2. This is an interesting thinking method for making concepts. It let me to think
about what I never think about content, and I think this thinking method can
help me to improve my creativity.

3. I always think my thinking method is very hard to change, but after I learned
this method, I can think something I have never think very easily. I think this
method can help me reach my goal of design concept much more easily. It is a
very important method for me.

6 Conclusion

The process of discussion requires a lot of recording. In the future, this method can
be applied as an iPad application for this research. The iPad can provide mobility to
students, create and store databases easily for future references. Furthermore, This
application can record the terms, then randomly select and combine terms for group
discussions.
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Abstract. The emergence of rich application implementation frameworks, such
as WPF and Silverlight, promoted a new collaboration paradigm between de-
velopers and designers where ownership of the user interface code is transferred
to the user experience team. The implications of this new paradigm for the user
centered design process impact its technical, collaborative, and business dimen-
sions. The traditional design prototype can now demonstrate most of the desired
user experience and could be directly integrated with the back-end code, sig-
nificantly reducing the design revision costs. Creating the rich prototypes de-
mand enhanced technical skills from visual designers, who become a member
of both the design and implementation teams. The implementation tools pro-
vided by the rich application frameworks aim to simplify the prototype creation
task for the designer, but can potentially lead customers to expect a lower effort
associated with the user centered design process.

Keywords: user centered design process, WPF, Silverlight, visual design,
interaction design, rich application.

1 Introduction

User Centered Design (UCD) describes a multidisciplinary user interface' develop-
ment process that positions the user’s goals, workflows, and requirements as the main
drivers of an application’s navigation, interaction, functionality, and behavior. UCD
promotes early user involvement in requirements definition and user interface evalua-
tions, which should be performed in multiple iterations until a final solution is
reached. The UCD process has been advocated and practiced by multiple members of
the user experience community with successful measurable results for the past decade
and is supported by an array of established methodologies [1,2,3]. The international
standard ISO 13407 [4], “Human Centered Design Process for Interactive Systems”,
identifies four activities that are part of a best practice process: specify the context of
use, specify user and organizational requirements, produce design solutions, and
evaluate designs against user requirements.

' We focus the scope of “user interface” on software interfaces only.

J.A. Jacko (Ed.): Human-Computer Interaction, Part I, HCII 2011, LNCS 6761, pp. 54 2011.
© Springer-Verlag Berlin Heidelberg 2011
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The context of usage analysis involves understanding the users’ profiles, their
goals, tasks, workflows, decision making patterns, and environments. This knowledge
is consolidated in a user behavior model, which allows the user experience team
members to build a solid framework that will later enable the definition of a user
interface concept - including information architecture, navigation, and interaction -
aligned with the users’ mental model. Contextual inquiry, focus groups, personas/user
profiles are examples of methodologies used in context of usage analysis.

Requirements define the functional scope of an application across multiple ver-
sions, focusing on what is needed by different stakeholders (“problem space”) but not
on how those needs should be addressed in the user interface (‘“solution space”).
While the context of usage and requirements specifications are sequential activities in
the process, it is not uncommon within the industry for the requirements to be defined
prior to or in parallel to context of usage analysis. In these cases, the user behavior
modeling provides usage context for the requirements and helps define the focus of
each application version based on the users’ priorities. Use Cases have proved to be a
useful tool to connect user requirements with user interface concept: Use Cases con-
tain a detailed task description, and tasks are connected to user needs which are then
documented as requirements.

The design solution and design evaluation steps of the UCD process are performed
sequentially over multiple iterations where early user feedback guides the user inter-
face towards a useful, usable, and enjoyable application. Design solutions start as high
level user interface concept alternatives (e.g., documented as wireframes) focusing on
basic information architecture, navigation, and interaction models, and mature over
multiple iterations to become the final complete solution that addresses all require-
ments (e.g., final design screens covering all steps for task completion). User
feedback can be gathered through different validation techniques using low or high
fidelity prototypes depending on the maturity level of the user interface solution.

Among UCD’s strengths, its ability to provide a user interface solution that is vali-
dated by the user is of special interest for a fruitful collaboration between user experi-
ence and software development teams: when applied early in the product life-cycle,
UCD process has the power to inform the implementation team and significantly
decrease development effort [4]. Over the past years UCD has been combined with
frequently used software development models, the V model and Agile development.

The V model process organizes the deliverables that are part of software develop-
ment along product definition and product testing steps that correspond to specific
validation and integration levels. Requirements, Functional, and Design Specs are
sequentially created as part of product definition and serve as a roadmap for the Unit,
Sub-system, and System tests that take place prior to commercialization. A smooth
integration of the UCD and the V model relies on 1. the context of usage and re-
quirements definition activities taking place prior to the Requirement Specification
milestone; and on 2. the design solution and evaluations to be completed for high
level user interface concept and mostly complete for detailed requirement screen
design before the Design Specs milestone, when implementation starts.

Agile development [5] is a feature centric process where requirements are grouped
in smaller sets that describe a user story. The implementation team aims to deliver
those sets in quick iterations (“sprints”) that allow the customer to validate working
software early and multiple times during the development process. Research on the
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topic of combining UCD and Agile development [6, 7, 8] has indicated that the most
successful approach is to allow sufficient time for UCD’s context of usage analysis,
requirements definition, and high level design solution activities to take place prior to
implementation. In this approach the high level user concept design is previously
defined and screen design refinements needed to address specific user story points are
included in the sprint planning activity of Agile development.

During the aforementioned software development models, the prototypes that al-
low early validations with users are created using technology and tools that require
lower implementation effort and can be confidently utilized by resources outside of
the development team. Examples include Microsoft’s Power Point, Axure RP, and
Adobe Flash platform. The “work in progress” nature of the iterative process prevents
the prototypes from being integrated into the application’s code base, since early in
the UCD process the user interface concept suffers dramatic changes with each itera-
tion’. As a result, once the application’s navigation, interaction, and behavior are
stabilized, the prototype becomes a reference to the development team, who then has
to re-implement the application user experience in a different code platform.

However, a new paradigm has emerged where the difference between prototype
and application code is blurred, with important implications for the UCD process as
discussed below.

2 Rich Applications and the Emergence of a New Software
Development Paradigm

A Rich Internet Application (RIA) is an application that normally runs on a web
browser, while providing similar functionality to traditional desktop software without
needing to be installed into the user’s computer. These are developed either using
cross-browser and cross-platform technologies, such as HTML, JavaScript and CSS
or using application frameworks and tools developed by third party companies, like
Microsoft’s Expression Blend, Adobe’s Flash /Flex technologies and Sun’s Java.

These technologies, when compared to regular, static web pages, enable a richer
user experience by giving the software creators control over interactions, with custom
and more engaging controls that improve overall user experience, system and network
performance, with localized data refreshing that reduce server requests, content re-
loads and data transfers, while also providing opportunities to build a strong visual
language.

With the advent of Web 2.0, social media and user-generated content, RIAs can be
found everywhere: webmail clients, content dashboards /start pages, blogs, social
networks, video sharing websites -- they are an integral part of today’s internet cul-
ture. And, with the rising popularity of connected mobile devices, they are available
virtually everywhere with little to no functionality loss in their mobile counterparts.
Due to the broader appeal of the Internet, RIAs began setting the standard in terms of

2 While Agile development allows for code validation over multiple iterations/sprints, it
doesn’t accommodate significant ongoing changes to the user interface concept due to its im-
pact on the software architecture. Therefore, the user validations that focus on the basic user
interface concept are performed prior to implementation using prototypes.
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visual design, its supporting elements and how the user interacts with the software.
This, in turn, increased the user’s expectations towards traditional desktop applica-
tions. They expected lighter, more usable, better-looking and more interactive soft-
ware, similar to what they could easily find in their web-browser.

While RIAs were wildly popular, they also facilitated the creation of a new devel-
opment paradigm. While the standard model, in which a designer sends design files
with specifications to the development team, is effective, it is also very time consum-
ing: for every design file sent, rounds of validations and corrections are required to
achieve acceptable implementation results. Because of the shorter turnaround times
typically expected when developing for the Internet, it became important to develop
ways of shortening the amount of time and effort spent on user interface implementa-
tion and validations.

Within the new paradigm, the designer is also a part of the implementation team.
He is the one responsible for turning his own design files into usable front-end code.
This is made possible by tools, such as Microsoft Expression Blend and Adobe Flash
Professional, which facilitate the generation of said code by providing a graphical
user interface that is somewhat similar to the tools traditionally used by designers.

While the front-end code, once integrated with the back-end, is an integral part of
the project, it is also a completely independent entity works and run on its own as a
high fidelity prototype, with static content and functionality. With regards to the UCD
process, working on a high-fidelity prototype from the beginning of the project could
be very time consuming. Therefore, low-effort prototyping for early user validations
might be better suited for the early iterations in the project. Then, once the visual
language is defined, assisted by design tools such as Adobe Photoshop and Illustrator,
the designer can proceed to create a high fidelity prototype with the final design
specifications. This, however, is a two-step process, as design tools are better suited
for design tasks as discussed below.

Following this process enables great savings in effort and time, since the develop-
ment team is freed from the task of translating design specifications into front-end,
thus focusing more on the actual back-end coding. This also reduces the amount of
rounds needed to refine the front-end implementation since this task is now in the
hands of the designer. Now, the developers integrate, instead of implementing the
front-end.

3 UCD Process and the New Software Development Paradigm

The new software development paradigm allows a more efficient collaboration be-
tween designers and developers, leading to an optimized implementation process with
lower costs and decreased time to market. This optimization can only take place to its
full extent if the user experience team, with special regards to visual designers,
embraces the ownership not only of the user interface definition but also of its imple-
mentation. To successfully bridge UCD and the new development paradigm, the vis-
ual designer needs to acquire additional technical expertise, maintain a clear direction
with regards to the application’s visual language, and understand the development
team’s needs from an implementation perspective. Furthermore, the user experience
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team should educate and manage customers’ expectations regarding the impact of the
user new interface code activity on the standard UCD process.

3.1 Visual Designers’ Skill Set

Visual designers define the application’s visual language through a consistent graphic
representation of all user interface elements that promotes the navigation and interac-
tion models. In performing this systematic and creative task, visual designers are
concerned with hierarchy, relationship, and weight of visual widgets to harmonically
combine them in a high fidelity screen design. Designers typically use dedicated tools
that provide extensive functionality to create and manipulate widgets, with Adobe
[lustrator and Adobe Photoshop being among the most prominent examples.

By contrast, implementing a visual design requires a completely different mental
model from defining visual design. The high fidelity screens provided by the visual
designers are decomposed in connected, coded controls associated with pre-defined
behaviors and states. While visual design definition is a conceptual task, visual design
implementation is an execution task. In the new paradigm, the visual design imple-
mentation is owned by the user experience team, specifically the visual designer,
which allows the front-end and back-end coding activities to take place in parallel and
ensures the application’s user interface matches the design specs.

While some rich application platforms offer dedicated tools that are designer
friendly, such as Microsoft Expression Blend, those tools are not organized around a
conceptual workflow but rather around an execution workflow. For instance, on de-
sign tools graphical shapes can be combined to create the visual properties of a Ul
element such as a menu, without the need to consider what type of control the menu
may be when the screen design is implemented. Meanwhile implementation tools
offer controls that have to be nested into a larger screen structure, so there has to be
an a priori choice on the type of control to be used (e.g., a menu could be a grid or a
stack panel) so its graphic properties can then be manipulated. Furthermore, despite
the availability of implementation tools, full control over interaction behavior typi-
cally is only accessible through code writing. Therefore, the benefits brought by the
new paradigm depend on the visual designer’s ability to learn the implementation
mental model and related technical skills.

3.2 Collaboration

The new development paradigm promotes intense collaboration between designers
and developers during the implementation process. Whereas in traditional software
development models designers hand over specifications to the development team and
later provide input on design corrections needed on the implemented code, in the new
paradigm designers deliver front-end code and are part of the development team. As
designers and developers create a partnership over the same code case, the quality of
the application’s user interface code dramatically improves since designers make sure
that the front-end implementation is fully compliant with the user experience specifi-
cations they created.

The collaboration process can be greatly improved if a developer in an “integrator”
role is available to support the visual designer during implementation. The integrator
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not only connects the front-end code delivered by the designer with the back-end
code, but also supports the designer with implementing complex and/or non-standard
user interface behaviors that require heavy code writing.

3.3 Visual and Interaction Design Bias

While not a direct consequence of the new development paradigm, it is worth noting
that visual designers need to be attentive to avoid bias towards the look & feel (e.g.,
gradients, 3D effects) of standard controls provided by the implementation tools such
as Expression Blend.

The history of software development shows that visual languages established by
large software vendors such as Microsoft and Apple for a given operating system
release tend to influence the look & feel of applications developed during the re-
lease’s life cycle. Implementation tools reflect the current look & feel and as such will
likely be updated when a new operating system is launched. Because consumer ori-
ented applications are typically enhanced through frequent releases, they can more
easily adapt to changes in the industry’s look & feel status quo. However, visual de-
signers working on business to business industries should consider that the typically
long life cycle of these industries’ applications requires their visual language to per-
sist through look & feel trends to avoid being outdated and alienating users.

3.4 Customer Expectation

The implementation tools available in some of the rich application platforms substan-
tially decrease the effort needed for a visual designer to create functional front-end
code. Customers of user experience teams can be led to believe that the simplification
provided by the designer friendly implementation tools will cause the design solution
activity of the UCD process to require less effort since elements of the user experi-
ence are promptly available. In that case the user experience team should aim to con-
tinuously educate customers about the scope of the design solution activity which
entails developing a user interface concept that defines navigation, interaction, and
behavior in contrast with the widget level control provided by the implementation
tools. Developing applications using rich platforms and their implementation tools
provide for appealing widget behavior but doesn’t guarantee a useful, usable, and
enjoyable application.

4 Examples of Rich Application Product Definition in Agile
Development

Two previous and current product development projects of rich applications devel-
oped in Microsoft’s WPF and Silverlight provided a body of experience in successful
execution of UCD process in the new paradigm within the agile development model.
The first project concerned a platform development in WPF that took place be-
tween 2008 and 2009, included approximately 2,500 market requirements for the first
product release, and involved 10 development teams distributed in 5 locations over 3
continents. The UCD process was followed from project start and the basic user
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interface concept containing navigation, interaction, and behavior definition was com-
pleted within the first 8 months of the project. During that period the platform’s visual
language was also defined. Each application provided by the platform was divided
into a module that was implemented during one or more sprints. While the basic user
interface concept and visual language was defined, the design solution of each module
had to be refined to account for interaction model to support detailed requirements
and the visual design of specific Ul elements. Those two activities were performed for
each module as part of the project’s sprint schedule.

Figure 1 shows how the interaction and visual design refinement for each module
was included in the sprint schedule. The interaction and visual design refinement
tasks for the first module to be implemented (“Module A”) and the interaction re-
finement for the second module (“Module B”) took place before sprint 1. During
sprint 1 and subsequent sprints, front-end code, interaction refinement, and visual
design refinement happened in parallel for different modules, to ensure that when the
sprint for the implementation of a given module started, this module’s interaction and
visual design were finalized and approved.

Interaction Model
for Module A

‘Graphic Design
for Module A
Interaction Model
for Module B

Front-end Code
for Module A

Graphic Design
for Module B
Front-end Code
for Module B
Interaction Model
for Module C
Graphic Design
for Module C
Front-end Code
for Module C
Interaction Model
for Module D
Graphic Design
for Module D

BN T

[ Scrum team 1 |

Fig. 1. Sprint Schedule accounting for UCD process activities and front-end code delivery by
user experience team

During that period the Expression Blend tool provided by the WPF platform was in
its infancy (e.g., during the project duration the visual designers worked with Blend’s
beta version and release candidates). Given the high complexity of the software archi-
tecture, the fact that both user experience and development teams had to learn the new
WPF platform, and the state of the Blend tool, the collaboration paradigm chosen was
as follows: during the sprint the development team would deliver to the user experi-
ence team the module’s functional code, and the visual designer’s main role was to
style it in the Blend tool/code with continuous support from the scrum team’s integra-
tor. In this project the visual designer didn’t create the front-end code from scratch.

The second project is a product development based on an existing platform that is
currently coded in WinForms. This project is developed in Silverlight, started on May



Rich Application Product Development 61

2010 with first product release by end of 2011, and involves 5 development teams
distributed across 2 continents. The UCD process was also followed from project start
with the design solution activity completed prior to sprint implementation. In the
course of 6 months the user interface concept, interaction refinements to address all
requirements, and visual design definition were completed in an iterative process
involving user validations. The product is also divided in modules which are devel-
oped over one or more sprints.

The visual designer’s role within development is to create the front-end code from
scratch for each module and to create a Resources Dictionary (library of UI compo-
nents’ code supported by the xaml programming language that is behind the WPF and
Silverlight platform) for the entire application. Because this project’s software archi-
tecture complexity is more easily managed and because the Silverlight platform and
Blend tool have greatly improved over the past couple of years, the visual designer is
able to create a module’s front-end code in Blend and deliver it to the development
team who then integrates the module’s front-end and back-end. In addition the visual
designer also saves all UI components (called “resources” within the Blend tool, pri-
marily composed of styles, templates, and brushes) into the Resource Library which is
used to manage the look & feel of all modules.

Because of the aforementioned difference between visual design definition being a
conceptual task in contrast with visual design implementation being an execution
task, the visual designer first created the module’s screen designs in Adobe Photoshop
(which provides better control over visual properties than Adobe Illustrator) and then
recreated the module in Blend to generate the front-end code. In this process the vis-
ual designer is supported by a senior developer who troubleshoots resolves front-end
code behavior needed for given modules.

5 Conclusion

The new software development paradigm is a major step forward towards resolving
the previously discussed inefficiencies caused by the hand-over of the user experience
that happens between designers and developers in the traditional collaboration para-
digm. The main challenge for user experience practitioners, with special regards to
visual designers, is learning a new, complex skill set that typically lies beyond the
interest of visual design domain experts.

Furthermore, most of the rich application platforms such as Adobe Flash learned
by students during their academic interaction and visual design courses are not typi-
cally associated with product development. This creates a situation where visual de-
signers hired by companied that build desktop applications are typically not familiar
with rich application platforms that are beneficial for product development, such as
WPF and Silverlight. This causes the ramp-up phase and learning curve of visual
designers to be time and effort consuming when they are first exposed to those plat-
forms.

The currently available designer friendly development tools are widget centric and
tend to require that visual designers first approach the front-end implementation and
then define the visual design. However, the definition process often involves
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experimentation with different approaches to the Ul elements that may require revi-
sions to the interaction concept and to the types of controls used.

Ultimately, the design definition and implementation processes are different in na-
ture and will likely continue to be performed as sequential steps, in the same way that
an architecture plan is defined prior to construction. The ideal situation for visual
designers would be a tool that allows the screen designs that emerge from the concep-
tual design definition task to be easily converted into front-end code. This approach
would eliminate the need from visual designers to either perform the design task in a
development tool or to recreate the design into a software development tool.
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Abstract. In the process of software development, the ease with which the user
can perform his/her tasks in the system - commonly called usability - is an im-
portant requirement. The prototyping of user interfaces is one of the most
widely used techniques to specify this type of requirement. This paper presents
the importance and need to improve and increase the agility of prototyping in-
terfaces in agile development processes. The authors propose a software that is
able to build low-fidelity prototypes, document them and support user testing,
to aid the process of interface building in the Scrum methodology.

Keywords: Low-fidelity Prototype, Interaction Design, Agile Methods, Scrum.

1 Introduction

Traditional models of software development, such as Waterfall, are generally focused
on following the plan, instead of satisfying the customer. So when changes are
needed, either requirements or technology, this results in an increase in costs propor-
tional to the stage where the project is [6] - The more advanced the process, the
greater the increase in costs. Even the unified processes of software development
following the incremental-iterative’ model are not focused on customer satisfaction.
Thus, agile methods have gained importance in software development, rather than
traditional processes, since the former are better suited to dynamic environments and
tight deadlines, [6]. This adaptability exists because the agile methodologies are fo-
cused on continued delivery of a functioning system, the reduction of the burden of
documentation on the development and frequent contact with the client, resulting in
improved response to changes [5]. Among the agile, Scrum stands out with its product
management practice.

For applications to stand out today, it is necessary that, for their development, a
stance toward the user be adopted, with interfaces that are usable and easy to learn,
because when they are not, more resources will have to be used in training and

! According to Sommerville [17], the iterative-incremental models are those in which the
system requirements are identified and prioritized, followed by a series of development
stages, and each of these stages results in the delivery of a subset of system functionalities.
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supporting the user, and this creates dissatisfaction with the tasks to be performed [1].
However, interaction design approaches are not clearly provided in software devel-
opment, either in traditional processes, or in agile methodologies; therefore, the sys-
tems do not give support to usable form tasks [3]. Thus, it is necessary that an attitude
directed to the user and use be inserted during the procedure in order to add greater
value to the final product.

In the process of software interface design, prototypes are designed to facilitate
communication between developers and stakeholders [12]. According to Ambler [2],
the conceptual modeling in agile methodologies happens in draft form, drawn on
white boards, sheets of paper or flip charts, as these sketches are enough for the ex-
planation of what should be modeled and then produced. Besides, Nielsen [10] be-
lieves that the performance of processes focused on system usability can be improved
through computer support, stressing that it is desirable to develop an application that
supports the creation of mock-ups of user interface and user testing. Thus, this study
proposes to develop software for a low-fidelity prototyping, agile practices aligned
with the Scrum methodology, supporting documentation and usability testing.

This work consists of five sections, the first of which presents the problems worked
on here, as well as their motivations. Section number 2 presents concepts and theories
about the design of user interfaces, followed by section 3, which presents concepts on
software engineering and agile methods. The subsequent sections, 4 and 5, are related
to the evolution of concepts and theories mentioned above, basing the development
methodology used and details of the methodology concerning the design of the appli-
cation, together with the documentation of its development. Finally, the concluding
remarks are presented.

2 Human-Computer Interaction and Interface Prototype

Once systems began to be marketed on a large scale and distributed to many users,
also started the concern that users could interact with the system. It became necessary
to adapt these systems to the needs and goals of users, facilitating the use and devel-
opment of their work and leisure activities. In literature, there are three main ap-
proaches for developing system interfaces, usability engineering, user-centered design
and usage-centered design. The first is a process directed to the ease of learning and
use of systems, providing them with a friendly interface. The second is to change the
focus of development, leaving the focus on technology, moving to focus on the user,
in which he/she is studied, included and takes part in testing. The last process focuses
on the use of the system, in which activities it should be conducted and what the sys-
tem should cancel, leaving the figure of the user aside [14].

The User-Centered Design (UCD) is a philosophy that is based on the needs and
interests of users, emphasizing the creation of usable and understandable products
[11]. Thus, the UCD approach can be used to create various products, including soft-
ware. As Donald Norman introduced the concept of User-Centered Design, was also
embedded the concept of Activity-Centered Design, in which tasks and user behavior
were studied for framing systems. But later, Norman concluded that the model-driven
tasks produced inadequate results [4]. Thus, Cooper, Reimann and Cronin [4]
suggested that not only the profile, the activities and environment of users be
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investigated, but also their goals. The technology-focused organizations rarely have a
proper UCD process, if ever presented [4]. Even if the Activity-Centered Design
manages a system that can be modeled, this is just one increment, since it does not
provide solutions to differentiate the product on the market and does not satisfy the
user correctly. Thus, the Goal-Directed Design (GDD) is to be a link between the
research user with design, using ethnographic techniques, interviews with stake-
holders, market research, detailed models of users, scenario-based design and a set
principles and patterns of interaction, meeting the needs of users and organizations.

2.1 Interface Prototype

The prototyping of interfaces can be defined as a limited representation of a design
that enables users to interact and explore it, and its main idea is to create something
that resembles the final product and can be tested by end users, saving resources [10].
In this work, prototypes will be understood as limited representations and non-
executable user interfaces, which can be manipulated in order to validate the actual
interfaces of the system under development. Prototypes can be classified into high-
fidelity prototypes and low-fidelity prototypes. The first type of prototype is one that
closely resembles the final product, being developed under a programming language
and sometimes executable. They are used to demonstrate a real image of the system
and evaluate patterns and style guides [14]. The low-fidelity prototypes are those that
have little resemblance to the final product, using simplistic means for their represen-
tation, instead of metal and electronic displays. These prototypes are useful, since
they tend to be simple, cheap and rapidly produced. They can be quickly modified,
supporting the exploration of alternative designs. They are useful for identifying mar-
ket requirements, assess multiple design concepts, deal with issues on layout of the
screen [12], and, finally, are useful for exploring the possibilities of navigation [14].

For Snyder [16], paper prototyping is a technique that involves the creation of low-
fidelity prototypes on paper that can be manipulated by a facilitator that simulates the
behavior of the system to conduct usability tests. This technique provides benefits in
terms of skill development, ease of communication between multidisciplinary teams
and stakeholders, encourages creativity, does not require technical skills, which al-
lows end users to be involved in prototyping the interface, enhancing the quality of
the final product [5], though users might find it strange at first [16].

3 Agile Software Development

Software Engineering consists of a set of activities that aim to create software product
- commonly called software process [17]. In the 90s, dozens of developers joined
together, sharing the dissatisfaction with the prevailing process of software develop-
ment - UP? - and wrote the so-called Agile Manifesto, initiating a series of agile
methodologies. In the context of software engineering, agility reflects the capacity to
accommodate the necessary changes that originate during the process of software

% Unified Process is a methodology for developing iterative-incremental software, which is
characterized by extensive documentation through UML diagrams [17].
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development [13]. Thus, agile methods present a great response to the changes, since
following the plan and providing comprehensive documentation are items of low
priority, indicating the absence of a rigid structure, which leads to creativity, self-
manageable processes and increasing returns. Besides agility, agile methodologies
embody other values to their process, such as the creation of cohesive teams, commu-
nication between the implementation teams, engineers, managers and stakeholders,
and the latter are considered part of the development team and add greater value to
products that are potentially deliverable to the customer.

Scrum is a framework for agile development of complex products, within which it
is possible to employ various processes and techniques [15], one method to manage
the development of a product of any technology, including software [7]. The devices
available in Scrum are the Product Backlog, the Sprint Backlog, the Burndown Re-
lease Delivery and the Sprint Burndown. The Product Backlog is a list that prioritizes
all that is needed in the product. The Sprint Backlog is a list of tasks to turn the Prod-
uct Backlog into a potentially shippable product. Both Burndown Release Delivery
and Sprint Burndown charts measure how much effort and time are still needed. The
former is directed to the Product Backlog and the second to Sprints. Moreover, in
Scrum, there are time-boxes, ie, events of fixed duration, which are the Release
Planning Meeting for Delivery and Sprint.

4 The Project

The purpose of the software presented here is to develop a system of low-fidelity
prototyping, according to the story of the Scrum framework and tasks that require a
user interface and supporting documentation and usability testing. The development
was focused on construction of key features, with no effort at that time to implement
non-functional requirements such as security and performance, because it is an early
application in its evolutionary chain. However, the non-functional requirement known
as usability has been strongly sought and tested. In order to obtain usability in the
system, an approach that would integrate UCD and agile methods was chosen, but
there is no formal model for this, which has led several authors to apply effort in the
integration of UCD with models of software development with agile methodologies
[8, 9, 18]. To make this integration difficult, there are still UCD activities that are not
effective in practice [19], making specific case studies to be developed to test the
compatibility of these UCD activities with agile methods [8].

A model for such integration is suggested by Sy [18], which is the focus of the ag-
ile team on a few features of the system at a time, which means that each feature re-
ceives a more careful work, and can capture design flaws earlier, provide changes and
incorporate these adjustments. In addition, there must be different cycles of design
and implementation, although they may occur in parallel, in which functionality is
implemented with a basic interface as its design is made. So, the next iteration, the
final design is implemented. There should also be the so-called Cycle Zero, which is
the phase of gathering usability requirements.
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4.1 Development Methodology

Based on Sy's model [18], a similar methodology was used in this work, consisting of
a mix between Goal-Directed Design process and Scrum agile methodology. The
Zero Cycle is divided into three activities of requirement gathering system based on
the users' goals, according to the initial stages of Goal-Directed Design. Subsequently,
the Sprints take place in parallel with the design process and prototyping of the inter-
faces, resulting in an interface refining activity through usability testing and participa-
tory design sessions. Finally, the final interface can be implemented. The activities of
the methodology are presented below and illustrated in picture 1.

Development Methodology
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Fig. 1. Development Methodology: Mix between Goal-Directed Design and Scrum

The activities consist of Research: it is the literature review of the areas of Soft-
ware Engineering and Human-Computer Interface, and is presented and cited
throughout the text; Modeling: it is the creation of personas and goals based on in-
formation obtained during the research; Requirement Definition: it is the analysis of
the personas and goals to generate the specification of the users' scenarios; Definition
of the Product Backlog: from scenarios, The Product Backlog is built on the applica-
tion, together with the story definition, its importance, demonstration, initial estimates
and essential UML diagrams; Definition of Sprint Backlog: The development loop
occurs in activities 5, 6 and 7, starting with the activity known as Sprint Backlog
Definition, when the stories are chosen and will compose the current Sprint, which
leads to a potentially shippable product until the entire Product Backlog is imple-
mented; Defining the Framework: activity that occurs parallel with Execution of
Sprint, in which occurs prototyping and creating the visual identity of the application
according to the stories present in the current Sprint; Sprint's implementation: it is the
implementation of selected stories in the activity known as Setting the Sprint Backlog,
with the development of an intermediate interface that will be replaced later;
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Refinement: it happens after the loop of activities 5, 6 and 7, consisting of performing
usability testing, participatory design sessions with users of focus and redesign of user
interfaces; Special Sprint: it consists of a Sprint in which end-user interfaces are im-
plemented, replacing the interfaces developed in the intermediate activity of Sprint
Implementation. This activity takes place parallel with the activity Development Sup-
port. Development Support: it consists in monitoring the implementation of end-user
interfaces if any development challenges are identified and lack some adjustment.

4.2 POLVO and Its Agile Development Directed by Goals

This is the breakdown of major activities conducted during the development of the
system:

System Models. The system was modeled after the creation of six personas, models
that focus on users of the system focusing on characteristics and behavior [4], repre-
senting its primary users, secondary, additional, served and negative. The primary
personas are those that are directly related to the functionality of the system, while the
secondary personas are satisfied with the features presented, in spite of having special
needs. The additional persona is one that is not primary or secondary, whose needs
are a combination of the needs of primary and secondary users, and is completely
satisfied with the functionality of the system. The served persona is the one who does
not use the product, but is affected by its use, while the negative persona is one whose
needs are not supported by the product [4]. The personas were described according to
their context, and all the personas were, on some level, set in the context of software
development with Scrum. They were also described as for the activities they carry
out, their attitudes, skills, motivations and goals. Moreover, they were mapped as to
their experiences and knowledge on technology, Human-Computer Interface, partici-
pation in the implementation of applications and interest in the prototyping process in
order to show the level and the difference between the personas.

Requirement Definition, Product Backlog and Sprints. Based on established perso-
nas, their scenarios were developed, which consist of how the persona uses the product
in its day-to-day activities in order to achieve its goals [4], and these scenarios are the
system requirements, added to the device Product Backlog as part of user stories. Thus,
the stories are constructed based on user scenarios, divided into six categories: Scrum,
Prototyping, Usability Testing, Security and Documentation, with the first three being
the highest priorities. According to the device Product Backlog, the software must
support an authentication system and different access control to "designer" and "user",
and only the "user" can perform usability tests, preventing the "designer" from per-
forming tests and generating erroneous results, but the designer can still view the navi-
gation between the prototypes. The "User" can also create interface prototypes, but the
user cannot view or modify prototypes that are not his property. Also, it should support
product management, user stories, tasks and Sprints and construction of prototypes
based on the tasks to be performed in parallel. Usability testing should be performed by
Sprint since the prototypes are interconnected through links or actions, and must mark
what prototype is the Sprint start screen. It is important to note that the prototypes are
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built as interactive and non-executable, that is, are navigable, but do not process data,
similar to the prototypes on paper. The present application versioning allows alterna-
tive prototypes to be created and stored, providing a documentation of the construction
of interfaces, just like the notes come from the documentation generated by the de-
signer during the usability test. Finally, the user can add "designer" or "user" to his
product in order to generate collaborative development processes, although the change
control is left to the users.

The Sprints were defined according to the importance of the user story in the Prod-
uct Backlog, followed by the duration of the stories already chosen. Thus, three
sprints were defined, the first forming the core functionality of the application, con-
struction of prototypes, Products, Stories and Tasks and Sprints, the second consisting
of Versioning features, Notes and Execution of Usability Testing, and finally the last
Sprint is made up of the features of Result of Usability Testing, System Authentica-
tion and Access Control and Adding Designer / User.

Prototyping, Usability Testing and Special Sprint. Alongside the implementation
of Sprint, there was the process of low-fidelity prototyping on paper in the applica-
tion. Several alternative prototypes were built until one was chosen based on a Heu-
ristic Evaluation, out of which the most usable prototype would be built on interactive
paper, to be used in usability testing with users on focus. Thus, the prototypes were
built on paper according to the stories implemented in the Sprint, and the interactive
prototype was finally built. In addition, the visual identity of the application was also
designed, being partially embedded in the interactive paper prototype and fully incor-
porated into the final interface implemented.

At the end of the loop in the activities of Sprint Definition, Framework Definition
and Implementation of Sprint, the activity known as Refinement of the user interface
started, through sessions of usability testing conducted with a small number of users
on focus (from 1 to 5), who were invited to develop a product that consisted of a web-
site for lyrics, in which these were published collaboratively by its users. This product
was named "Lyrics", with four user stories, four tasks, two Sprints and two interface
prototypes. The tasks of the usability testing focused on product, user stories, tasks
and Sprints management, prototype building, versioning, annotations and adding
other users. Participants were free to create / prototype interface as they wished. Us-
ability testing consisted of an initial questionnaire of adherence to the focus group, the
tasks to be performed on prototype interactive paper and a final questionnaire on the
impressions of the software, as well as being invited to "think aloud". Based on the
responses of the final questionnaire, participants were invited to a meeting of Partici-
patory Design in which they built their solutions and / or ideas on interactive proto-
type paper, using simple tools such as pen and scissors. The solution was built and
tested if there were some related problem detected during testing, whereas the ideas,
concepts and opinions about the visual identity were not incorporated into the proto-
type. The biggest problems were the creation of user stories and their allocation to
Sprint and adding designer / user.
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Fig. 2. Intermediate interface (a), interactive paper prototyping (b) and real final interface (c)

After the sessions of Usability Testing and Participatory Design and redesign based
on these sessions, the interactive paper prototype was implemented along with its
previously designed visual identity, featuring Sprint Special. During the implementa-
tion of the final interface user, development challenges were not detected, not requir-
ing design review.

5 Conclusions

The prototyping of user interfaces is perceived in various software development
methodologies, since it presents a better way to express the requirements of the user
interface, instead of diagrams and textual descriptions [17]. There is also a need for
these prototyped interfaces to be tested and documented. Because of that, the software
"POLVO" was proposed, which brings such features. Possibly, the use of "POLVO"
will bring benefits to software developers, such as increased agility in the develop-
ment of user interface prototypes, ease of usability testing application with interactive
prototypes, carrying out participatory design sessions and documentation of proto-
types.

Although the tool has been developed, it needs to be evolved, adding other non-
functional requirements such as enhanced security, performance, reliability and avail-
ability. Moreover, its functionalities can be expanded to include all of the Scrum
management added to its current capabilities. The construction of such software has
emerged from studies on agile development and prototyping of interfaces. For evalua-
tion of its features, the use of the software by a team of developers would be required.
Thus, within the proposed evolution of the software "POLVO", there can also be case
studies focusing on the integration of the agile process Goal-Directed Design and
Scrum and adaptations to the current model used.
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Abstract. In the current World Wide Web, useful information on web sites is
often mixed with a lot of information that is not relevant to a user at a particular
moment, or is presented in a format that is not optimal for a particular person
using a specific artifact. In this paper we argue that to solve problems related to
information relevance, presentation and flexibility of use, approaches are re-
quired that provide users with uniform ways of accessing and using information
and services that are relevant to them at a particular moment in a way that suits
their competences and needs. Informed by the Pragmatic Web and hence the
questions of how and why people actually access information and services, this
work proposes to set a basis for a conceptual framework to better understand,
reason about, and design interaction in the Web.

Keywords: Interaction Design, Pragmatic Web.

1 Introduction

In the World Wide Web (Web in the following) useful information on web sites is
often mixed with a lot of information that is not relevant to a user at that particular
moment. Furthermore, information may be presented in a format that is not optimal
for a particular person. Approaches to alleviate these problems include: designing
web sites adhering to accessibility and usability guidelines, placing links to frequently
accessed content prominently on a page, offering customization options, and offering
a search function or a site map. These approaches are all site-specific and may be
implemented differently or not at all in different sites, which means that a user has
first to try to find her way around when entering a new site. This is a problem that
affects all users, but especially those with less experience in Web use and the users of
less frequently requested services (e.g. requesting a new passport after a loss).
User-specific strategies to alleviate the problem of retrieving relevant information
include using browser bookmarks, memorizing URIs, or using site-external search
engines. These strategies impose an additional cognitive load on the users, e.g. the
organization of large bookmark collections or the localization of the desired result in
the list presented by the search engine. Furthermore, in the case of search engines,
users often have to phrase their queries using a vocabulary that is relatively similar to
the one used on the desired site and potentially relatively different from their own.
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Regarding the problem of information presentation, solution strategies often involve
some form of end-user programming (e.g. user style sheets or web scraping [1]).

We argue that, in order to solve problems related to information relevance, presen-
tation and flexibility of use, approaches are required that are independent of a specific
web site or service provider insofar that mechanisms do not depend on a concrete
implementation but provide users with uniform ways to access and use information
and services that are relevant to them at a particular moment in a way that optimally
suits their competences and needs.

A prerequisite for a solution is that a web site needs to provide means to analyze
and process its contents computationally. Furthermore, we need to understand how
people access and use information and services, as well as how they interact with
other people or electronic services. Moreover, this understanding has to inform meth-
ods and techniques that can be utilized to effectively design those solutions.

Regarding the analysis and the processing of information in the Web, the HTML-
based Web of today, which we will call “Syntactic Web” from now on, offers limited
possibilities like analyzing the structure of a document. This makes it difficult to
computationally process documents, because code would have to be adapted each
time the source document structure changes. In contrast to the document-centric Syn-
tactic Web, the Semantic Web [2] is centered on the meaning of and the relationship
between data.

As to the challenge of understanding how people access and use information in the
Web and how they interact with each other, the notion of the “Semantic Web” is re-
quired, but not sufficient: among the main concerns of the Semantic Web are data
integration, interoperability, and automated electronic agents. To date, research that is
concerned with user interaction in the Semantic Web often describes only visualiza-
tion, navigation and search in semantically annotated data sets. The Pragmatic Web
[3], on the other hand, permits to analyze the Semantic Web enabled interaction of
people with each other or with services. The vision of the Pragmatic Web is “to aug-
ment human collaboration effectively by appropriate technologies”. Important topics
are contextualized meaning, meaning negotiation, and the practices of virtual com-
munities [4].

We hypothesize that, when adopting a Pragmatic Web perspective, the process of
interaction design results in information and services that may be more relevant to
people, that may use presentations that better fit people's needs, and that may provide
a flexibility of use that accommodates a larger variety of competencies. In order to
better understand, reason about, and design interactions in the Pragmatic Web, in this
work we propose the basis of a conceptual framework. The paper is organized as
follows: the next section presents our view of interaction in the Pragmatic Web, illus-
trated by a usage scenario, and points out how interaction in the Pragmatic Web dif-
fers from interaction in today's Web. After that, we present related work that might
provide a theoretical and practical underpinning for such a conceptual framework.
The subsequent section provides arguments why the definition of a conceptual
framework in fact might contribute to the solution of the problems described in the
introduction of this paper. The last section concludes.
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2 Interaction in the Pragmatic Web

In order to illustrate how the perspective on interaction of people mediated by the
Web shifts when introducing the notion of the Pragmatic Web, we describe a short
scenario of interaction in the Pragmatic Web and provide a discussion of the differ-
ences to interaction in today's Web. While Syntactic Web scenarios are focused on
users interacting with other users or with digital artifacts, Semantic Web scenarios
often include electronic agents that assist users or execute tasks on behalf of users
interacting with other electronic agents or users. As the Semantic Web often is seen as
an enhancement and not a replacement of the Syntactic Web, our vision of the Prag-
matic Web is that of a Web that builds on the Syntactic and Semantic Web, i.e. uses
the respective stacks of protocols, methods and tools. Consequently, Pragmatic Web
scenarios include users and electronic agents, but introduce aspects like relevance,
intention, or negotiation.

2.1 A Scenario of Interaction in the Pragmatic Web

Alice, an elementary school teacher, still remembers the time when she had to main-
tain various accounts at different social network, photo sharing or messaging services
in order to keep in touch with her friends. Today, when she wants to send a short
message to one of her friends, she does not have to worry which social network or
messenger he is using. When she takes a photo with her camera or browses her own
photo gallery, she can share a photo without having to switch to the client of the
photo sharing service or enter their site. She does not have to worry that the principal
sees potentially embarrassing pictures of her last birthday party because the fellow
teachers that are within her circle of friends are aware that those pictures are not
meant to be distributed at work.

Last week, Alice received a reminder from her local government agency, informing
that her passport is soon expiring. The reminder contained a list of necessary docu-
ments together with the new specifications for the passport photograph. When brows-
ing her photo gallery, Alice is now able to automatically verify if a photo is a valid
passport photograph.

Later in the afternoon, she has an online meeting, where she and other teachers
discuss the learning process of students, exchange didactic material, review test re-
sults, etc. Until some time ago, Alice was forced to use the commonly agreed upon
Content Management System to upload files or discuss cases in a forum. Now, she is
able to use the same tools that she uses for e.g. sharing photos and videos or chatting
with her friends. The files produced during the online meetings or other activities are
organized in a manner that suits Alice's needs, while other teachers organize them
according to their needs. Although Alice is using some tools she also uses for private
purposes, she is always aware of the work context when engaged in activities with
other teachers.

2.2 Discussion of the Scenario

The base concepts in the scenario presented above are people acting as users of ser-
vices and creating or manipulating content. In today's Web, the scenario described
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above would not be possible for various reasons. Users are identified by accounts, i.e.
they have to maintain and remember information about different user names, pass-
words, password recovery questions, etc. Services provide operations and can be
accessed via different user interfaces. The content created by a user using a service
usually stays within the realm of the service provider (of course, the content can be
copied and uploaded to the space of a different service provider). The service provider
usually defines the user interfaces and the representation of the content (e.g. if you
upload a video to YouTube, the video will be converted to different formats with
different resolutions that can be displayed by the player at youtube.com). This means,
that Bob, a friend of Alice's, would not be able to view her photo using another ser-
vice than the one Alice used to upload her photo. In order to view her photo, either
Bob has to have an account with Alice's service provider, or Alice's service provider
has to accept a single-sign-on solution like OpenID (http://openid.net) and Bob has to
be a user of this solution. Alice in turn may be able to access her photo via a different
service, if all involved services support OAuth (http://oauth.net) or a similar protocol.
If Alice would like to share a photo with Bob within the context of a working group at
school, i.e. would not like him to share the photo with other friends, she would have
to add a comment to the photo or notify Bob in a separate message.

In order to put the scenario in practice, syntactic or semantic approaches (e.g. pro-
viding access to services via APIs or enabling data portability or interoperability by
providing semantic data descriptions), although necessary, would not suffice. Addi-
tionally, methods and techniques are required that allow to put meanings into context
and enable meaning negotiation and the analysis and design of practices of virtual
communities.

3 Related Work

We see the “Pragmatic Web” in the intersection of the three major areas of Human-
Computer Interaction (HCI), Information Systems (IS), and Web Science. From our
own perspective of interaction design, different topics from each area will influence
and inform the proposed conceptual framework. In this section we will first explore
contributions from HCI, IS and Web Science that are candidates for the theoretical
foundation of the conceptual framework.

HCI research has acknowledged a long time ago that humans are not simply com-
ponents of a system that can be studied in isolation in a laboratory environment [5].
This has led to what some researchers call “post-cognitivist theories”, theories that go
beyond the study of cognitive abilities, and that have a substantial amount of quantita-
tive and significantly less qualitative elements than more traditional HCI theories
rooted in cognitive psychology, human factors or ergonomics. Post-cognitive theories
and models often start from the notion of language and the notion of action as a form
of language use. Examples are activity theory, distributed cognition, actor-network
theory, phenomenology (see [6] for a comparison of the four theories from the point
of view of activity theory), or the language/action perspective [7]. Some of these
theories are also employed in the field of information systems research [§].

“Information Systems are a multi-disciplinary subject, whose objects of study are
information and its functions, information technology and its use in organizational
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contexts” ([9], page xi). Understanding “organizational contexts” not only as relation-
ships between people in the formal work context, but as relationships between people
interacting together towards some end, theories and methods from the field of infor-
mation systems research that are concerned with the use of IT artifacts are relevant to
our proposal. One valuable contribution to our proposal is the fact that in information
systems research social aspects that go beyond the direct interaction of people with IT
artifacts have always been a concern. One of the theories and frameworks that con-
sider the use of IT artifacts from a technical as well as a social perspective is Organ-
izational Semiotics [10]. It focuses on understanding the different properties of signs
on various levels to analyze and design information systems in terms of three human
information functions: expressing meanings, communicating intentions and creating
knowledge.

Besides Organizational Semiotics, other approaches exist that consider how hu-
mans use IT artifacts in organizational contexts, and different efforts to compare,
integrate or synthesize those approaches have been made (e.g. [11]). One notable
example is socio-instrumental pragmatism [12], a proposal of an action oriented the-
ory for IS research that synthesizes different action theories and thus is better able to
cover different demands from IS research than a single theory. [12] further describes
different action themes and their theoretic roots, i.e. purposeful, social, interactive,
mediated, creative or situational action.

Web Science [13] is an emerging interdisciplinary field that sets out to understand
the Web not only as a delivery vehicle for content, but as an object of study in its own
right. Besides technical or engineering issues like the Semantic Web or web services,
also the social aspects like Web use or governance are considered. Among Web Sci-
ence research questions that are also relevant to our proposal are those about signifi-
cance, relevance, reputation and trust.

The Semantic Web has been proposed as an extension to the current Web with the
intent to introduce meaning to Web pages, processable by human or machine agents
[2]. However, the augmented semantic contents to a great extent remain inaccessible
or unintelligible for human agents. Some authors claim that considering meanings is
necessary, but not sufficient, and that the purpose and context of information also has
to be considered (e.g. [14]). Singh thus states that the vision of the Semantic Web can
be implemented via Pragmatics, a branch of Semiotics that deals with context-based
meaning [15].

Building on the Semantic Web, the Pragmatic Web sets forth "to augment human
collaboration effectively by appropriate technologies" [3]. Although there does not
yet exist a commonly accepted definition for the term, research topics comprise con-
textualized meanings, meaning negotiation, and the practices of virtual communities.
Hornung and Baranauskas describe the significance of the Pragmatic Web for interac-
tion design [16].

An important concept of Pragmatic Web research is related to intentions that lead to
meaningful actions. Within cognitivist HCI theory, translating intentions into actions in
order to realize goals using a tool is part of bridging the “Gulf of Execution” [17].
Among the post-cognitivist HCI theories that conceptualize humans as subjects acting
intentionally mediated by tools are activity theory and phenomenology [6]. Regarding
the analysis and the design of actual actions, the concepts of usability, affordances, and
actability exist, whereas the term “affordance” has different significations in the HCI
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and IS communities [18][19]. [16] comment on the different notions and their relevance
for interaction design.

After having given a brief overview of general related work in the three areas that
influence and delimit a conceptual framework for interaction design in the Pragmatic
Web, we will point out more specific topics that provide complementary approaches
or pointers to answers for the question of how to implement solutions informed by a
conceptual framework for interaction design in the Pragmatic Web.

Semantic Web User Interaction is the name of a community that tries to foster the
dialogue between the Semantic Web and the HCI communities. Recurring topics in
literature are navigation and search in and visualization of structured datasets, seman-
tic annotation of web pages, creation of semantic data, as well as contextualizing and
customizing user interaction [20]. Literature about the Social Semantic Web explores
the question of how to apply Semantic Web technologies to the Social Web, combin-
ing “the best of the two worlds”, i.e. facilitating navigation and searching by semanti-
cally annotating content on the one hand and promoting the creation of structured
content by using Social Web mechanisms on the other. Main topics in literature are
questions of interoperability and integration [21][22]. The subject of both Social
Semantic Web and Semantic Web User Interaction literature is the interaction of
humans in a semantically enriched Web, whereas Social Semantic Web literature
focuses on questions like interoperability and integration, while Semantic Web User
Interaction literature focuses on interaction design. Both strands have the potential to
bridge the gap between the often technically and computationally oriented Semantic
Web community and the, at this stage, rather conceptually oriented Pragmatic Web
community.

4 The Pragmatic Web as Proposed

In the scenario of Section 2, people have multifaceted identities and exhibit facets of
their identities to other people. Depending on the context, two facets of a single per-
son might even contradict and thus give the impression of different identities. Ser-
vices enable different operations for different user interfaces. They are independent of
content, which implies that users have more freedom to choose the user interface with
which they access content and the content presentation that is most adequate. Terms
of service and terms of use determine rights and obligations of service and content
providers and consumers. A content item has an author and different presentations.
The context determines under which conditions people may access content in which
way. Customization determines which services are used to access which content pres-
entations in what way. The division into the five dimensions people, services, content,
customization and context is depicted in Figure 1, which shows two fictitious ser-
vices, each with a different set of operations, user interfaces and terms of service.
Depending on the facet of the accessing person's identity, the terms of service, the
terms of content use, the service user interface and chosen operation, not all presenta-
tions of a content item might be available.
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Fig. 1. People access content independent of services but sensitive to context

The usage of digital artifacts is not necessarily a primary activity during work and
users are not necessarily experts regarding the use of the respective digital artifacts.
This point is important regarding our further approach. Breakdowns during artifact
interaction of expert users often occur because of usability or accessibility problems
of a specific artifact. When considering the interaction of users with a variety of
artifacts, e.g. different web sites created by different authors, breakdowns can occur
because of what a usability analysis of a single artifact would label “lack of consis-
tency” [23]. Only in this case, each artifact could pass a usability evaluation individu-
ally and even if the same or similar design principles had been used during the
creation of each artifact, inconsistencies are likely to arise when considering a set of
artifacts authored by different entities.

When introducing the Pragmatic Web, the focus hence moves from isolated web
pages in the Syntactic Web and semantically structured data in the Semantic Web to
the question of how and why people actually access information and services. For
example, while teachers create or upload video, audio, text or other documents in the
Syntactic Web and semantically annotate those files in the Semantic Web, they now
share and access materials such as interviews, test results, educational games, etc.

We believe that this shift of perspective enables us to create artifacts that are more
relevant and meaningful to a wider range of people. One might argue that, taking a
user-centered or participatory design approach would already result in relevant and
meaningful artifacts. This might be true for artifacts that are used by a limited or ho-
mogeneous set of people. However, even if many users achieve an acceptable per-
formance, often the created artifact is not optimal for most of them [24]. For example,
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web sites of tax authorities have to accommodate for the whole set of requirements of
a country's citizens, corporations and other entities, while usually only a small frac-
tion of the whole site is relevant for a single citizen [25].

In the Pragmatic Web, the interaction of people mediated by digital artifacts is sub-
stantially different from the interaction in the Syntactic or Semantic Web. In the Syn-
tactic Web, interaction is usually based on web sites (in the case of browser based
interaction) or on service provider based interaction (in the case of e.g. instant mes-
saging services). In the Semantic Web, interaction is based on datasets. In our vision
of the Pragmatic Web, interaction is based on the intentions of people which are mate-
rialized by actions (we do not yet want to enter the discussion whether to call the
concept action, activity, act, etc.), i.e. interaction abstracts from a service provider
who enables the actual action and gives people the control on how the results of their
actions are presented and with whom and under which conditions they are shared.

In order to understand and design interactions in the Pragmatic Web, we aim at de-
fining a conceptual framework, the construction of which will be informed by differ-
ent theories and models from the following areas: HCI, because we need to analyze
and design the interaction of people with digital artifacts or with each other mediated
by digital artifacts; IS, because we need to understand how people access and process
information in an organizational context, whereas by organization we mean any rela-
tionship between two or more people; Web Science, because we need to understand
the basic mechanisms and the still many open questions of the Web. The base
elements of the conceptual framework will comprise people, services, and content.
Context and customization are considered as orthogonal dimensions. Among other
important concepts that might have to be considered in the conceptual framework are
values like trust, privacy, and authority.

6 Conclusion

In this work we addressed the problems of information relevance and presentation as
well as flexibility of access and use of services and information. We hypothesized that
a Pragmatic Web perspective can contribute to the solution of these problems by pro-
viding means for understanding how people access and use information and services
and how they interact with each other in the Web. We presented our vision of interac-
tion in the Pragmatic Web and proposed to develop a conceptual framework for inter-
action design for the Pragmatic Web informed by HCI, IS, and Web Science. The
framework enables the design of interactions, in which people can collaborate while
each participant is accessing services and content presentations that best fit his/her
needs.

Considering the implementation of solutions that follow the proposed framework, a
number of challenges arises regarding the five dimensions: people, services, content,
customization, and context. Those challenges range from technical (e.g. protocols or
standards) to formal organizational (e.g. forms of meaning negotiation) and informal
pragmatic and social challenges (materialize intentions into actions, awareness of
effects of an action) and include questions related to interaction design. One of our
next steps is to identify and analyze those challenges.
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Future work includes a case study where the theoretical conceptualizations can be
materialized into a proof-of-concept implementation. In order to be feasible, this
proof-of-concept implementation will only implement a small fraction of the frame-
work. The actual part of the framework that will be implemented and the concrete
implementation depend on the requirements of a research project in which the authors
are currently involved.
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Abstract. As green being a significant issue of these years, we want to discuss
about how to combine green with technology through ambient design. Not only
use intelligent methods but also interact with fun playing interaction. The rela-
tionship between people and the feedback of installation can make people help
themselves to meet the needs of them. This paper provides an innovation con-
cept of ambient Intelligence. People can help themselves through a wind-blower
installation by conventional power-generating method.

Keywords: Ambient Intelligent, Green, Human Power, Wind-Blower, Light,
Interactive installation.

1 Introduction

Human interaction is often starting by studying how human wants in a specific situa-
tion[1]. With technologies embedded in everyday’s objects, while more such objects
are developed, the smarter materials and environment has become a reality around us.
Ambient interaction in current computing approach creates a new paradigm in design
as well as computing. On the other hand, with the global energy problems, the Green
is an immediate issue that we need to address in our environment and that is often
conflicted with the normal energy consumption nature of computing.

The problem of combination between Green and technology (especially comput-
ing) becomes more and more significant. With the Ambient Intelligence, designers
and scientists explore a vision of future daily life that can apply the Green and tech-
nology together. What we want to develop is how to make people help themselves
with an installation that embedded to the environment (stair in the prototype in this
research) by a conventional making fire gesture.

In the beginning of this prototype, the concept was based on studying the human
power activities for gaining energy that we found is making fire. Wind-blower or
hand drilling are studied for understanding the gestural details of making fire. With
human power, the activity of making fire will remind users the importance of energy
and the consumption behind the lighting. Further, the interesting concept and tool
design of this installation create a fun interaction that will achieve the concept of
reuse, meaningful, and high feedback for the users.

* Corresponding author.
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1.1 Ambient Intelligence as Interaction Theory

In an ambient intelligence world, the everyday’s devices will support people in carrying
out their daily routines, tasks and rituals in easy [2]. The natural reaction for using in-
formation and intelligence hidden in the network are the key to connect these devices.
As these devices become smaller, connected and more integrated into our environment,
the technology embedded in the devices and the surroundings will become transparent
to the users[3]. In addition, ambient intelligence provides electronic environments that
are sensitive and responsive to the presence of people. People are presented with the
tools and the processes that are necessary in order to achieve relaxing interactions with
this environment[4]. Therefore, ambient intelligence is suitable for defining the comput-
ing framework for building up our prototype, thus our interaction theory.

1.2 Green Power as the Media

Green Power is the power using non-energy-consumption source to generate energy
[9]. Human power is often used as the primary source. As theory of a new media
interface, human power should not only provide the energy needed for the installation
but also interactive experience that comes along with personal evolvement. We want
to discuss how to use green power as the media to implement the interaction theory
we used, ambient intelligence.

Logically speaking, green power has to be adapted as the major purpose of this
project. Thus people should work this installation through their bodied exercise, they
need to help themselves to meet what they need for reducing the waste of energy.

1.3 The Problem of Our Interaction Design

The problem of combining green with technology lies on the familiarity of relating
human power with interactivity. How users experience with human power and relate
it to the interaction will affect the interactive experience of human in our prototype.
We will use several methods to overcome these problem and learning the bits and
bells during the implementing our prototype.

2 The Concept

2.1 Motivation

The major motivation for this prototype is how ambient interaction design can be
integrated and triggered by human power as an experience. Interaction design cannot
be fully realized and understood without the prototypes produced. Therefore, for test-
ing the green-based interaction design with human power-triggered, we developing a
prototype called Blowing Light.

2.2 Concept

The Concept of our interaction design is to make people use a conventional power-
generating method, blowing for fire to turn on the light (As Fig. 1) is found after
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testing several alternatives. Additionally, this design concept invokes a mode of inter-
action that make people aware a well-known saying, “No pay, No gain”. By doing so,
people or our users will be more aware of Green issues implicitly in our interaction

de

sign.

(a) (b)

Fig. 1. (a) Traditional method of blowing for fire (b) wind-blower

2.3 How We Approach

For implementing the prototype described above, we use three steps: (1) review-
ing/analyzing relevant technology and cases, (2) exploring the interaction activities
and (3) implementing with a prototype: Blowing Light that are described as followed.

1.

3

At first, we analyze the design researches for green and study some relative pro-
jects about saving energy. Since there are only few that are implemented, most of
relevant studies lie upon the cases they develop. Therefore, the case studies are the
key method used in this step. By exploring those cases, we discovered they use
human power and tools to reduce the waste of natural power like electric that
achieve the combination of green and technology that was the problem we want to
solve.

. Secondly, the basic model of design strategy is formed that was based on the prin-

ciples we gained from the analysis above: such like green, playing and human
power. Besides, we investigate the intuitive reaction with testing from university
level students.

. Finally we developed a special interactive method for our users (in this case, uni-

versity students) to turn on the light at night. This installation was built up with
some green materials like bamboo wind blower and recycle plastic cup as light
lampshade, reuse glass papers for decorating the lampshade.

Case Studies

Three cases are selected based on Green, playing and human power. They are (1) the
Fun Theory—Piano staircase, (2) Water for people—Playpumps, and (3) Playmade
energy—energee-Saw. Each will be described as followed:



Blowing Light: Green-Based Interaction Design 85

3.1 Case 1: The Fun Theory—Piano Staircase[5]

The funtheory.com of the Volkswagen has created a platform to attract a lot of inter-
esting projects with fun as their center motivation that is close to what we want to
develop in Blowing Light. Piano Staircase video on Youtube has been the famous
ambient interaction design since two years ago; it really makes people want to take
the stairs instead of taking escalator through a fun refit piano staircase. (As Fig. 2)
This project not only makes people take action but also have a lot of fun.

Fig. 2. (a) The fun theory installed the piano staircase (b) People took the piano staircase in-
stead of escalator. (All images are courtesy of The Fun Theory http://www.
thefuntheory.com/piano-staircase) .

3.2 Case 2: Water for People—PlayPumps [6]

PlayPumps [6] is an interesting project implemented by Water For People. This
simple system has the power to change whole communities, from health and
education, to employment and economy. The same basic design can be adapted for all
manner of situations. It’s all thanks to the power of children at play! The design of the
PlayPumps (As Fig. 3) water system makes it highly effective, easy to operate and
very economical, keeping costs and maintenance to an absolute minimum.

As seen in Figure 3, while children have fun spinning on the PlayPump merry-go-
round (1) clean water is pumped (2) from underground (3) into a 2,500-liter tank (4)

Fig. 3. (a), (b) Children was playing the PlayPumps for providing the power to (c) push water
into the tank. (All images are courtesy of PlayPumps International: http://www.
waterforpeople.orqg) .
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standing seven meters above the ground. A tap (5) allows access to the stored water.
Any excess water pumped up is diverted back down the borehole (6). The storage
tank (7) provides a rare opportunity in rural villages to advertise — both as a
commercial billboard, and also for health and educational messages. Revenue from
the billboards is used to pay for pump maintenance. The system is capable of drawing
1,400 liters of water per hour at 16rpm from a depth of 40 meters.

3.3 Case 3: PlayMade Energy: The Energee-Saw[7]

The Energee-Saw from PlayMade Energy (As Fig. 4) used the local materials to build
the main structure of the see-saw. This greatly reduces logistical costs and the carbon
footprint of transportation. It also engages the local community into building the
product, fostering a pride of ownership and providing work. Energee-Saw will power
low-drain electrical appliances such as LED based classroom lighting, radios and mp3
devices, mobile phones and potentially low-wattage laptop computers.

Fig. 4. (a) Designer Daniel Sheridan (b)(c) Children was playing the Energee-Saw for provid-
ing the power.(All images are courtesy of PlayMade Energy. http://www.
playmadeenergy.com/)

3.4 Analysis

Basic on the cases upon, we can see that they redesign the interface and make people
easier to understand how to use the installation through their experiences. The com-
parison of each case in terms of input/output/behavior/purpose/material is shown in
Table 1. There are some principles gained from the case studies are shown as
followed:

Table 1. Interaction Analysis list of related cases above

Interaction analysis

Case Piano staircase PlayPumps Energee-Sew

Input Human step stress Human pushing power Human power

Output key tone Push water to tank Provide electric

Behavior | Playing piano stairs Playing merry-go-round Playing Energee-Sew

Purpose Make people walk the stair Provide electric Provide electricity

instead of escalator

Material | Design materials Design materials Native recycle or

reuse materials
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(1) Green: Conventional objects have physical characteristics; mechanical ones
also have capabilities[8] so we tried to indicate the green to traditional but good
method. However indicate technology to some techniques that need to build up with
green materials such like LED light. (As Fig. 5)

Fig. 5. LED light we used as green materials

(2) Playing with Human power: We re-defined a behavior that was burning the
woods for lighting darkness, however, the waste of wood was not that green for the
earth now, therefore we kept the behavior that using wind-blower to blow the fire
prior of time to be the interaction.(Table 1)

(3) Recycle or reuse material: Those lights were made of recycle plastic cups
which were used plenty in Taiwan, the skin of cups were decorated by reuse colorful
glass papers for achieving the goal of combine green with technology. (As Fig. 6)

¥ (b)

Fig. 6. (a) The skin of lights is made of reuse glass papers. (b) The wind-blower used green
materials, bamboo as materials.

4 System Design

People playing with generated power like using air-blower for providing electronics
to make the light open that making a zero-energy high-tech playground. The behav-
iors analysis has conducted for finding the details and intuitiveness of gesture we
need.

4.1 Behavior Analysis (The Interactive Process)

When people need lights, they will try to find out some light source or tools for light-
ing up the dark place. When they find out some light source, they will try to keep it
lighting or make it stronger for lighting all of the space around. Base on this point, we
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used a LED light as the light source in the dark and drew user’s attention to find out
the wind-blower, if they took up the blower they would try to blow for keeping the
light source, LED light. After blowing, all of lights would open for the user and let
user pass safety.

4.2 The Location

We choose a dark and narrow place of school’s environment for testing the lighting
effects (As Fig. 7) and creating a scenario for motivating people. The installation is
set up on the stairs of college of design NYUST where it is very dark during the night
and a lot of students stay late for working in the labs or office need to go passed this
staircase. Consequently, most of students would take elevators instead. The purpose
of Blowing Light not only concerns about the security of students but also makes
students get used to take the stairs.

Fig. 7. School’s environment where is testing the lighting effects

4.3 The System Process

Blowing light is comprised of three parts (a) user transforms human power into the
input signals to sensor, the transformation process is through wind from wind-blower,
(b) system computes collected signals and, (c) makes a feedback at LED lights. The
light timing of LED is according to the time interval of channel circuit. This concept
is that sensor detects the turning speed of fan. When the speed is over the value we
set, control component will make the LED light start to shine. (Fig. 7)

4.4 Interactive Process

User passes by the installation and takes the wind-blower to blow the sensor, the con-
troller will accept computed signal from user’s energy. The time user blows will
determine how long LED lights will light for user and make user pass safety.



Blowing Light: Green-Based Interaction Design

User comes close » Human Power

L]
Wind-blower

L
» Wind -

Tuming < 3 sec
Turning < 200 pm

¥

Turning fan = 200 rpm

v v v
Turning Turning Turning
=3 and <6 sec =6 and <9 sec =9 sec
A4 v Y
LED Lights LED Lights LED Lights
turn on 30 sec turn on 60 sec turn on 90 sec
User goes o |
through the stairs | >
Y
LED Lights
turn off

89

Fig. 8. For turning LED lights on, we used circuit sensor to predicate when user will need and

how long LED lights will need to keep on

i

energy J
computing using wind-brower j{

v -
== A
L
Ry > J
timer | system judgement
conirolier () physical interaction device

turning on the light

Fig. 9. User provides power to installation by playing the wind-blower

5 Scenarios

For understanding the usages of Blow-lighting system, one scenario is described as

followed: blowing the darkness of path away.

Molly is a 20 year-old girl, every time she goes back from school, she needs to
pass through a narrow and dark stairs which make her scared on the way home. One
day, she was going back home and walking to the stairs as usual, she was trying to run
over but she fell down on the floor. Suddenly she found out a wind-blower and many
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Fig. 10. User Molly was playing Blowing Light installation

maple leaves which as red as fire shining on the handle of stairs, there were little
weak lights shining behind the maple leaves so she took up the wind-blower and
started to push. (As Fig. 9)

Molly wanted to know if the light will be brighter after she was pushing stronger.
When she tried her best to push the wind-blower, she thought that it was so funny to
do this, but the colorful lights (As Fig. 9) suddenly bright at that moment, everything
was so clear. Molly felt so happy that she didn’t need to worry about her security
around this stairs anymore. Finally she got home with appreciate. (As Fig. 9)

6 Conclusion

We used conventional method of blowing light as initial concept and combined green
and technology through ambient design. In the process of making prototype, we used
recycle materials for decorating the skin of lights for achieved another concept,
Green. In other words, we used less cost to procure a zero-energy high-tech play-
ground.

On the other hand, interactive interface design was based on most intuitive and
natural thinking of user. Furthermore, we used fun interaction for user enjoying the
time of playing installation even it cost human power to work on. Our prototype is not
only artistic but also practical and provides a safety solution for user.

In the future, we plan to research other movement of body as human power which
provides the energy of installation.
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Abstract. Rich internet and desktop application frameworks provide advanced
features like direct object manipulation and advanced animations that can
enhance the user experience. This paper traces the history and evolution of rich
applications and in front of the background of the T.O.T.E. framework dis-
cusses the benefits that rich application capabilities provide for the
human-system interaction.

Keywords: User Experience, Design, Rich Interactivity.

1 Introduction

When the first graphical user interfaces (GUIs) entered the market in the 1980s the
use of pictorial and metaphoric user interface (UI) elements were revolutionary and
significantly contributed to higher computer adoption rates. Direct manipulation of UI
elements was realized through clicking and dragging and was performed on basically
the same set of interactive Ul elements that we still have today, such as push buttons
and scrollbars. The behavior of these elements was mainly binary: on/off, show/hide,
open/close.

Today, the input methods (clicking, dragging) are still the same for mouse-based
applications (obviously, we now have multi-touch capabilities on more and more
systems), yet the output behavior that the user interface is capable of showing is much
richer. Features like drag & drop, fading, sliding, and transitions allow for more nu-
anced system output. This can add to the user experience both from a pragmatic and a
hedonic standpoint and will be explained in the sections below.

It’s worth looking at the history of rich interactivity as it shows that two areas of
software have been influencing and boosting each other: the desktop world and the
browser world. Before web browsers were invented in the 1990s, personal computing
has been done based on desktop applications such as the Microsoft Office suite. The
first browser-based user interfaces were static web pages with hardly any option to
directly manipulate Ul elements other than entering ACII onto forms. Later Adobe
Flash made it possible to provide multimedia content that could also be interacted
with. It took about 15 years until the first browser-based applications were available
that could match the interaction capabilities of desktops. These so-called Rich Internet
Applications (RIAs) were realized through technologies such as Flash and Java and
were driven by the need of optimizing the appeal of web-based content presentation
(multimedia integration, sophisticated animations, etc.). The typical websites that
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pushed this development forward were marketing and advertising sites. Since then,
more technologies like Ajax, Adobe Air, Microsoft Silverlight were brought to the
market and allowed an ever growing number of designers and developers to create
RIAs whose interactivity went beyond the desktop world.

With RIAs more and more becoming the gold standard for the way user interfaces
should look and feel, the desktop world in recent years adopted the concept of rich
interactivity under the name of rich desktop application (RDAS).

As of today, desktop and web applications have converged and now are hardly dis-
tinguishable. Development platforms like Microsoft Silverlight allow running web
applications outside of a browser like a desktop application. Because of this, for the
rest of this paper the term “rich applications” is used instead of distinguishing be-
tween RIAs and RDAs.

There is a fine line between boosting and wrecking the user experience of rich ap-
plications. Rich development platforms together with 3rd party controls enable pro-
gramming highly sophisticated interactive features with a minimum of effort. Yet,
even if something is easy to program and rich in its presentation, is it really useful,
usable and desirable?

2 Benefits of Rich Interactivity

2.1 Cognitive Psychology Background

Human-system interaction can be considered as a sequence of problem-solving tasks.
One of the earliest and most fundamental models is T.O.T.E. which stands for “Test —
Operate — Test — Exit” (Miller, Galanter, Pribram, 1986). As a first step an assessment
(test) about the current system state is made. If the system is not in the targeted state
already, an operation (e.g. a user input) is executed to change the current state towards
the desired state. Another test is made to see if the targeted state has been reached or
not. More recurrences are performed until the test result is positive. Only then the
sequence ends.
Each T.O.T.E. unit can be decomposed into sub-processes:

o Test:

— Perceive Status
On GUISs, the status is typically perceived through the visual sense, i.e. something
needs to be displayed on the screen. The more prominently this signal is shown
against other Ul elements, the faster it can be found and seen. Rich interaction fea-
tures such as animations can help make status elements more salient.
— Understand Status
Once data has been perceived, the next step is to understand it. On a user interface,
for example, a status message may be clearly visible, but its meaning may be am-
biguous to the user.
— Compare w/ Goal
Once the meaning of a current status is understood, it has to be put in relation to
the envisioned goal. How near or far am I away from that goal?
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— Plan Operation

In order to bridge the gap between current and envisioned state a strategy has to be

developed.

— Anticipate Outcome
An operation is selected based on the expectation that it will reduce the gap be-
tween current and envisioned state. So one way to select from several operations
is to anticipate its outcome, i.e. its effectiveness.

Operate:

— Initiate Operation
Even if the current state has been correctly assessed and an effective operation
has been planned, it can be a challenge to start executing on that operation. In
the area of user interfaces an example is a user who knows that s/he has to in-
crement a value on a virtual gauge, but doesn’t know how to do it.

— Monitor Operation
For operations more complex than a single click, the actual execution has to be
monitored. This can be viewed as a nested T.O.T.E. within the Operate T.O.T.E.
unit. For instance, at the end of a drag & drop action the user has to monitor
whether the dragged element is on the target drop zone, otherwise the action
won’t be successful.

Test:

- see above —

Exit:

— Re-Orient
After successfully ending a T.O.T.E. sequence the attention has to be shifted to
the next activity. On user interfaces this may involve scanning the screen for
other information, other visual targets that allow initiating the next T.O.T.E. se-
quence.

The drill-down into the sub-processes of T.O.T.E. units helps to understand the com-
plexity behind seemingly simple user activities within an application. It also helps
understanding how rich interactivity can support the human-system interaction. This
will be explained in the next sections.

2.2 Nuanced Feedback

For human-system interaction that includes direct manipulation of UI elements, the
analysis of T.O.T.E. above showed that during longer interactions like for Drag &
Drop the user needs to monitor the operation, i.e. making sure that the object to be
relocated is dragged on to a valid target zone. De-composing a Drag & Drop action
into more atomic events leads to what Bill Scott (Scott, 2009) calls “interesting
moments”, incl.:

Mouse hover

Mouse down

Drag initiated

Drag leaves original location
Drag re-enters original location
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e Drag enter valid target
e Drag exits valid target
e ctc.

Scott lists 15 events for Drag & Drop. With the user input being the same (mouse
down — dragging of element to target zone — mouse up), rich interactivity provides
several alternatives on how the system output during the Drag & Drop action can be
presented (see Figure 1):

The appearance of the drop zone can be changed.

The appearance of the drag object itself can be changed.
The appearance of the mouse cursor can be changed.
Any combination of the above.

The last bullet calls attention to the fact that combinations of rich behavior can be
detrimental for the user experience as too many different stimuli have to be perceived
and understood at the same time.

Fig. 1. Rich system behavior for Drag & Drop: mouse cursor indicating that the target zone has
not been reached yet

Traditionally, in UI Specs standard mouse events have been documented, for ex-
ample what happens on Mouse hover, Mouse down, Mouse up, etc. With the capabili-
ties of designing Scott’s interesting moments, the documentation effort is significantly
higher as with rich interactivity different system outputs can be defined for different
interesting moments. Even when these are documented in a specification document,
consumers of that specification may find it hard to envision what the rich interaction
looks and feels like. Building mock-ups for demonstration conveys rich concepts
better than static words and images, but the effort to create them is significantly
higher as well.
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2.3 Keeping Users in the Same Screen Context

One of the biggest challenges in user interface design is to shorten navigation paths
and de-cluttering screens — both at the same time. Rich interaction concepts allow
keeping users on the same screen longer by providing means that go beyond the tradi-
tional tabs, accordions and blinds that only have to states (on/off, expanded/collapsed,
shown/hidden, etc.):

e Microsoft uses a composition model in WPF and Silverlight that allows placing
any UI element into any other UI element. For example, a rich tool tip on a grid
cell displaying last year’s total sales in the U.S. can host a visualization of the re-
gional sales numbers that make up the total number — this contextual information is
provided right where it is needed without requiring the user to navigate somewhere
else in order to find it.

e User experience patterns such as in-line editing or drill-down charts enable the user
to keep working on an item without leaving the current screen context. Navigation
steps are minimized and consequently the perceived complexity of an application
is reduced.

e Oftentimes, data objects and functional objects that are only infrequently needed
are positioned in fly-out menus that can be brought into view on demand. Rich in-
teraction patterns can help reduce the effort in terms of user for accessing these
“additional” spaces through more seamless ways of access (interesting moments,
see above).

2.4 Education

Interaction concepts can be challenging for users to learn and understand. Rich inter-
activity can be used for educating users. For example, when a user clicks on a Ul
element which in turn is replaced by another object (e.g. drill-down charts, see above)
animations showing how the new object superimposes on the initial object help com-
municating that switch that would otherwise be binary and instant. In that respect
animations can support the concept of location consistency, i.e. that each object has
its place on the UI, even though it may not be visible at all times.

Another example of how a rich interaction feature contributes to a better under-
standing of a UI is the so-called UX pattern “Magnetism”. It specifically helps mak-
ing affordances explicit. Magnetism denominates the behavior of an interactive Ul
element when the mouse pointer comes close. Imagine a fly-out menu that is col-
lapsed with only few pixels sticking out of the side of the screen in order to maximize
screen real estate. Once the mouse pointer gets close, the menu will move inward by a
couple of pixels. By that, it is communicated that the element is interactive (since it
reacts to the mouse pointer being close by). Furthermore, its intended behavior is
indicated through the movement.

An important aspect of user education is feedback. Especially on web sites the
user oftentimes does not perceive and understand feedback, e.g. after input validation
has returned an error on a form. This can be explained by change blindness (Simons,
Ambinder, 2005). Through rich interactivity the feedback message or alert can be
asynchronously loaded and be animated to draw attention.
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2.5 Entertainment

Entertainment is an integral part of many web sites to help attract and retain site visi-
tors. The convergence of desktop and web worlds has also brought with it the
deployment of entertaining features into line-of-business applications. For these ap-
plications it feels counter-intuitive to incorporate entertainment, as productivity is one
of the biggest goals. And still, entertainment serves its purpose and richness adds to
its quality. Entertainment in line-of-business applications constitutes all those features
of a front-end that serve the purpose of diverting the users and holding their attention.
Entertainment features are not required for the accomplishment of user objectives. In
most cases, the goal is to bridge waiting time for the user during the initial start-up of
the application, during times when more data and content is loaded as part of using
the application, and during processing times. In all these situations the user is put into
a passive mode where he or she has to wait before relevant information is displayed or
inputs can be made.

The start-up of an application, for example, can be lengthy. During this time, so-
called splash screens are typically shown, initial screens containing information like
product name, company logo, version information, etc. In recent years splash screens
have become richer. Animations and multimedia see to it that the perceived waiting
time is shortened. The richness also generates an expectation towards the interaction
quality of the product once it has been loaded.

3 Outlook

User interface design is constantly evolving and advancing. New concepts and new
technologies build the basis for novel interactive systems. The role of user experience
design remains the same — to center the design of a software product on the needs,
capabilities and limitations of the users. User-centered design processes and methods
remain crucial in order to exploit the strengths and to mitigate the weaknesses of new
technologies.
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Abstract. Well-designed icons should be visually distinctive and appropriately
represent their intended meanings. Through the axiomatic design method,
potential design issues about the recognition of a set of biometric icons for a
fingerprint capture device have been identified. Two possible solutions, icon
redesign and provision of procedure instruction, were proposed. A 2x2
ANOVA experiment was designed to test the main and interaction effects of the
two solutions on eighty participants' icon recognition rate. Results showed that
either redesigning the icons or providing the procedure instruction could
significantly enhance the icon recognition rate. Furthermore, significant
interaction effect indicated that the benefit of instruction was minor if
redesigned icons were applied. From the perspective of human factors, icon
redesign according to the axiomatic design principles may be a predominant
solution.

Keywords: Axiomatic Design, Icon, Biometric Device, Fingerprint Capture.

1 Introduction

Icon is one of the most important components of a Graphical User Interface (GUI)
due to its aesthetic attractiveness, possibility of rapid recognition, and potential of
internationalization. An icon is usually not designed alone but together with other
icons as a set. The perceived similarity between two icons is increased by the number
of common features and decreased by the number of distinctive features [1].
Confusion may occur when similar or common features shared among icons that
represent different meanings [2]. Therefore, a well-designed icon should be visually
distinctive and appropriately represents its intended meanings, that is, the
discriminability and meaningfulness of icons [3]. In this study, these two key factors
are achieved through the axiomatic design method [4, 5].

Axiomatic Design (AD) method is a tool for designers to construct and understand
design problems, as well as to find possible solutions. AD has been widely applied in
the designs of software applications, consumer products, manufacturing systems, and
decision support systems [6]. AD views the design process as a series of mappings
between four domains: the customer domain, functional domain, physical domain,
and process domain. The objective of the AD is to establish a scientific foundation for
design activities by two axioms [7]:
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Axiom 1: The Independence Axiom: Maintain the independence of functional
requirements.

Axiom 2: The Information Axiom: Minimize the information content in design.

The most applied mappings are the mappings between Functional Requirements
(FRs) in the functional domain and Design Parameters (DPs) in the physical domain.
The independence axiom claims that each FR should be satisfied by the mappings
between FRs and DPs without affecting other FRs, that is, the independence of FRs.
Relevant to the information theory [8], the information axiom indicates that the best
design is the design with minimum information content. In statistical terms, the best
design has a set of DPs to fulfil their associated FRs with the highest probability of
success. The mappings between FRs and DPs can be defined as below:

{FR,}=[Al,, *{DF,} ey

Where {FR,} is the n-vector of FRs in the functional domain, {DP,,} is the m-vector
of DPs in the physical domain, and [A],, is called a design matrix of {FR,} and
{DP,}. The binary values of elements in the design matrix represent the mapping
relationship between {FR,} and {DP,}. While the value of O denotes no relationship
between associated FR and DP, the value of 1 stands for the full relationship between
them.

The relationship between a set of FRs and a set of DPs is categorized into three
types of design: uncouple design, decouple design, and coupled design. A 3x3 design
matrix is used as an example to illustrate these three design types:

FR, ay ap ag || DR
FRy r=|ay ay ay [{DP, )
FRs asy ayp ay || DB

Where FR;, FR,, and FR; are three FRs in the functional domain. DP,, DP,, and DP;
are three DPs in the physical domain. a;; (i, j = 1, 2, or 3) is the element of the design
matrix.

When a;; = 1 for all i = j, and a;; = 0 otherwise, the design is an uncoupled design
illustrated as Eq. 3.

FR, 1 0 ol[DpP
FR,;=|0 1 0}DP, 3)
FR, 0 0 1| Dp

When a;; = 1 for all i 2 j, and a;; = O otherwise, the design is a decoupled design
illustrated as Eq. 4.

FR)| [1 0 0](DA
FR,:=|1 1 0}DP, (4)
FRy| |1 1 1||DP,
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If a design is neither an uncoupled design nor a decoupled design, then it is a
coupled design. An example of a coupled design is illustrated as Eq. 5.

FR| [1 0 1](DA
FR,;=|1 1 1[DP, ©))
FRy| |1 1 0]||DP,

Note that only the uncoupled design satisfies the Independence Axiom. That is,
one-to-one mappings between FRs and DPs.

In the Information Axiom, the information content is measured by its information
amount. The information amount is defined as the probability of satisfying a certain
FR. For example, if the probability of satisfying the FR; is P;, then its information
content, [;, is defined as Eq. 6 as below:

oy =10gzi=—10gzP,- (6)
Pi

From Eq. 6, if P; = 1, then ; = 0, which means the FR; is satisfied in one hundred
percent. When the value of P; approaches to 0, the value of I; approaches to infinity,
which means the FR; is almost impossible to be satisfied.

These two design axioms can be applied to the new design of products,
manufacturing processes, or systems, as well as to the evaluation and improvement of
existed designs. The procedure is first to eliminate any decoupled or coupled design
by applying the Independence Axiom. If there still have more than two alternatives
remained, the second step is to select the design with minimum information content
by applying the Information Axiom.

As part of the National Institute of Standard and Technology (NIST) biometric
usability research, a set of eleven icons designed for biometric systems was analyzed
according to the axiomatic design method. As listed in Table 1, these icons represent
user action indications and device feedback when users interact with the device, such
as (1) ready state, (2) fingerprinting on the platen, (3) wait/hold, (4) press more/less,
(5) acceptable/unacceptable capture(s), and (7) exit or see guard.

Table 1. Eleven biometric icons and their twelve intended meanings

Icon Intended Icon Intended Icon Intended
Meanings Meanings Meanings
wlot, (1) Ready state W\ . 0l
Scan right- 02 .
Q Q @ (2) Acceptable hand fingers | |3 Wait/Hold
captures
A Ay Unacceptable % |T Scan left- Press
Q Q @ captures hand fingers E: more/less
* ¥

Q@ izzeptable j E é k Scan thumbs 1 = See guard
Unacceptable s M .

90> scan 1 “ Exit
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2 Analysis

The purpose or functional requirements (FRs) of the biometric user interface is to
instruct users to interact with the device and provide necessary feedback. Types of
feedback includes (1) ready state, (2) acceptable captures, (3) unacceptable captures,
(4) acceptable scan, and (5) unacceptable scan. On the other hand, types of user action
indication includes (1) scan right-hand fingers, (2) scan left-hand fingers, (3) scan
thumbs, (4) see guard, (5) exit, (6) press more/less, and (7) wait/hold. The hierarchy
of functional requirements (FRs) is presented in Figure 1.

FR:
Fingerprint capture
instruction
I
[ |
FRI: Us:r}:liion
Device feedback SO
indication
FRI1: FR12: FR21: FR22:
’ Acceptable Scan right-hand —— Scan left-hand
Ready
Captures fingers fingers

FR13: FR14:

Unacceptable Acceptable FR23: L] FR24:
Captures Scan Scan thumbs See Guard

FR15:
Unacceptable — FR25: FR26:

Scan Exit Press more/less

FR27:
Wait/Hold

Fig. 1. Hierarchy of functional requirements (FRs)

Based on the original icon design, design parameters (DPs) of the biometric user
interface were first categorized into (1) symbol, (2) pictogram, and (3) color contrast.
DPs in the symbol category were (1) OK in a green circle, and (2) OK in a red
prohibitive circle. DPs in the pictogram category were (1) two light bulbs, (2) a light
bulb, (3) right hand on the platen, (4) left hand on the platen, (5) thumbs on the platen,
(6) human figure and a guard figure, (7) human figure and a gate with an arrow sign,
(8) finger on the surface, and (9) digits and a clock. DPs in the color contrast category
were (1) blue-on-white, and (2) white-on-blue. The hierarchy of original design
parameters (DPs) is presented in Figure 2.
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DP:
User interface
display
[ |
DP1: DP2: DP3:
Symbol Pictogram Color contrast
OK?HP; ! :reen DP21: DP22: DP31:
a8 Two light bulbs Light bulb Blue-on-white
circle
]?Pm . DP23; DP24: DP32:
0 ﬁ‘?b?‘ re Right hand on Left hand on White-on-blue
proht itive the platen the platen
circle
e | [,
Thumbs on the uman tgure
laten and a guard
P figure
DP27: DP2s:
Human figure .
. Finger on the
and a gate with
surface

an arrow sign

DP29:
Digitsanda —
clock

Fig. 2. Hierarchy of original design parameters (DPs)

A design matrix of twelve second-level FRs and thirteen second-level DPs
established as Eq. 7.

Rrassansanag _(DP11

FR11] 1 O|1 020 O O O O O O|1 O
- . DP12

FR12| |1 0|1 0:0 0 0 0 0 O Of1 O
d H DP21

FR13| |0 1|1 0«0 0 0 0 0 O Of1 O
- . DP22

FR14| 1 0|0 1:0 0 0 0 0 0 Of1 O
- H DP23

FRIS| 0 1/0 1:0 0 0 0 0 0 O|1 O
LEENENEEENESN DP24

FR21 0 0/0O10O0OO0OO0OO0OTO 0|01
= DP25

FR22) (0 OO O O 1 0 0 0 0 0[O0 1
DP26

FR23| (0 0O O O 0O 1 0 0 0 0[0 1
DP27

FR24) |0 00O 0 0 0 01 00 0|0 1
DP28

FR25| (0 00 0 0 0 0 O 1 0 0|0 1
DP29

FR26| (0 0O O 0O 0 0O O O 1 0]0 1
DP31

FR27) |0 0|0 O 0 0 0O OO 1|0 1
- ~|DP32

was

)
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The values of elements in the design matrix showed that the device feedback (FR1)
and user action indication (FR2), two first-level FRs, could be well distinguished by
their color contrast (DP3). The second-level FRs in the user action indication category
could be further distinguished by their corresponded pictograms (DP2). That is, they
were uncoupled design. However, the second-level FRs in the device feedback
category and their associated DPs were coupled designs as indicated in the dotted
square in the design matrix. This may confuse users in recognizing these icons.
Therefore, five new icons presented in Table 2 were designed according to the
axiomatic design principles.

Table 2. Original and new design of biometric icons

Original New Intended Meanings

‘¢' ‘¢' @ Q @ Ready state

Acceptable captures
Unacceptable captures
Acceptable scan

(-:-! Unacceptable scan

As shown in Eq. 8, the new three second-level DPs in the pictogram category
(DP21, 22, and 23) grouped the possible device feedback into three stages: (1) before,
(2) during, and (3) after the fingerprint captures, whereas the new three second-level
DPs in the symbol category (DP11, 12, and 13) grouped the possible device feedback
into three states: (1) ready, (2) acceptable, and (3) unacceptable. It was assumed that
the new design would improve the icon discriminability and meaningfulness, and
ultimately, the icon recognition. An experiment was designed to test the hypothesis.

3

DP11:OKina grey circle
FR11 1 0 0|1 0O . .
DP12:OKina greencircle
FRI12 01 0{0 10 . .
DP13: OKinared prohibitive circle
FR13;=/0 0 1|0 1 O . ()
DP21: Light bulb (off)
FR14 01 0[O0 0 1
DP22: Light bulb (on)
FR15 0 0 1|0 01 )
DP23: Index finger onthe platen




104 S.-F.M. Liang and C.-T. Lin

3 Experiment

In the experiment, two independent variables were the icon design with two levels of
new versus original design and the provision of the procedure instruction with two
levels of with versus without instruction. The dependent variable was the icon
recognition rate. A questionnaire was designed to list the icons and their intended
meanings parallel with them but in a random order. Participants were asked to match
the best meanings with each icon.

Eighty university students, fifty-six male and twenty-four female, were recruited
as participants of the experiment. The mean value of their ages was twenty-four years
old with the standard deviation of 1.3 years old. Participants were randomly divided
into four groups for four experimental conditions to answer an icons-meanings
matching questionnaire. Half participants answered the questionnaire with original
icons, and the other half answered the questionnaire with new icons. Within each of
these two groups, twenty participants were randomly selected to provide their
fingerprint capture procedure instruction during answering the questionnaire. Figure 3
illustrate the procedure instruction with original icons. The icon recognition rate was
then calculated for each participant as the number of his/her correct matches divided
by the total number of matches.

YV

A

01
:03

Sy

BN &

s Vo] vo gl
@ koL
P

Fig. 3. Fingerprint capture procedure instruction with original icons

1
2
4
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4 Results

Results showed that the mean value (M) and standard deviation (SD) of the icon
recognition rate for each condition was: (1) M = 71.7%, SD = 14.9% for original
icons without instruction, (2) M = 89.2%, SD = 11.5% for original icons with
instruction, (3) M = 87.1%, SD = 13.4% for new icons without instruction, and (4) M
=90.8%, SD = 11.8% for new icons with instruction, respectively.

A two-way ANOVA test was conducted for the main and interaction effects of the
independent variables on the dependent variable. Results showed that the recognition
rates of the two levels of the icon design (new vs. original) differed significantly, with
F(1, 76) = 13.45, p <.001. A significant main effect of the provision of procedure
instruction (with vs. without) was also found with F(1, 76) = 8.69, p =.004. That is,
either redesigning the icons or providing the procedure instruction would significantly
enhance the recognition rate. The interaction effect between the two independent
variables was also significant, with F(1, 76) = 5.63, p =.02. Further post-hoc pair
comparisons revealed that the improvement of recognition rate by applying both icon
redesign and instruction was insignificant compared to the applications of either one
solution. Figure 4 illustrates this interaction effect between the icon design and
provision of procedure instruction.

100%
90% /,7
80% /

70%
Without instruction With instruction
—&— New design 87.1% 90.8%
—8— Original design 71.7% 89.2%

Fig. 4. Interaction effect of design and instruction

5 Conclusion

The axiomatic design method applied in this study demonstrates that it is a systematic
and effective tool for analyzing and evaluating the design of icons. Design potential
issues can be identified and solutions can be derived through the design matrix
between the functional requirements (FRs) and design parameters (DPs).
Furthermore, it is more cost-effective compared to those user-based methods that
require the involvement of users. It is also more objective compared to those
inspection-based methods that rely on the subjective judgment of evaluators.
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The findings of this study show that user recognition on those biometric icons
could be improved by the icon redesign according to the axiomatic design principles,
or by the provision of procedure instruction. However, from the perspective of human
factors, we think the resign is a superior solution than the instruction since the design
issues have not been amended in the latter. Besides, user recognition on the icons
could be improved by one-time icon redesign rather than providing extra procedure
instruction every time. The application of the axiomatic design method on icon design
should be able to provide relevant and useful suggestions for the design of public
icons or symbols about not only "what" well-design icons should be but also "how" to
design them.
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Abstract. Designers need rapid prototyping tools that are embeddable, easily
configured and can control a large range of accessories. Current prototyping
tools fall short on these requirements by requiring one or more of the following:
a tether to a computer, textual programming, and/or limited accessory control.
To overcome the limitations of current tools, we have developed Buttercup, a
standalone embedded sensor/effector controller that provides a high degree of
customization for rapid prototyping interactive devices. The keys to the
implementation of Buttercup are its hardware and firmware architecture. By
building a system focused on sensor and effector control, the hardware can be
small and inexpensive. The firmware utilizes a unique mapping system that
lends itself to robust control over its accessories while allowing intuitive
configuration by the user through a graphical user interface.

Keywords: Embedded controller, rapid prototyping, graphical programming,
physical interactive system, effector controller, sensor controller.

1 Introduction

Designers are increasingly adding electronics and computers to products to increase
their functionality and interactivity [1]. Rapid prototyping and the iterative design
process are critical to the development of new products [2]. It is typically difficult or
prohibitively expensive to incorporate form and function into a single prototype and,
therefore, form and function are routinely divided during the development and
prototyping of new devices. This difficulty is compounded by the time and cost that
it takes to add or change features of a functional prototype [3]. This leads to fewer
functional prototypes during the prototyping phase and the design process suffers
from fewer iterations.

Tools that enable functional prototypes are of great value to the designer. From the
designer’s perspective, the ideal prototyping tool would be embeddable and small, be
easy to configure with no textual programming, and offer control over a large range of
sensors and effectors (i.e. devices that modify the environment or provide stimulus to
humans; examples include lights, sounds, vibrators, motors, and heaters). Embeddability
and large range of accessories are important to make the tool as universal as possible.

J.A. Jacko (Ed.): Human-Computer Interaction, Part I, HCII 2011, LNCS 6761, pp. 107 2011.
© Springer-Verlag Berlin Heidelberg 2011
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Ease of configuration without programming is critical since designers generally do not
have a programming background [3].

Other groups have identified these needs and have developed systems to aid the
designer in the prototyping process. Despite these efforts, with the exception of the
Buttercup platform presented here, no prototyping tool satisfies the three needs listed
above (i.e., embeddable, simple configuration and control of large range of sensors
and effectors).

Many prototyping tools have focused on the information appliance [4-6] due to its
popularity and ubiquity in today’s culture. An information appliance is a computer
designed to perform a specific function; examples include mobile phones, global
positioning systems (GPS) devices and MP3 players [7]. Even though it is not
explicitly stated in the definition of information appliances, these devices almost
always interact with the user through a visual display, audio or both. Since both visual
displays and audio require high bandwidth and fast computing power, almost all
prototyping tools use a traditional PC to control these outputs and thereby tether,
either wired or wirelessly, the prototyping tools to a computer. This tether usually
prevents the device from being embedded or limits the range the device is functional.
Some examples of these prototyping tools include d.tools [5], Thumbtacks [8], and
DisplayObjects [6].

Phidgets [9] has the ability to control many types of sensors and effectors, but still
requires a tether to a PC. The Arduino and iStuff Mobile [10] can work independent
of a computer and lend themselves nicely to being embedded. The Arduino can also
control many sensor and effector types, but requires textual programming to operate
and configure (a severe drawback to less program-savvy designers). iStuff Mobile
suffers from lack of effector support and though it can be visually programmed, the
type of visual programming is aimed towards programmers.

To overcome the shortcomings of current rapid prototyping tools, we have
developed the Buttercup platform, an embeddable sensor/effector controller that can
be intuitively configured visually.

2 Platform Overview

The Buttercup is a standalone embedded sensor/effector controller that provides a high
degree of customization for rapid prototyping interactive systems. Fig. 1 shows the
Buttercup controller along with some sensors and effectors that are compatible with the
system. In its most basic operation, sensor data is read by the Buttercup controller which
uses a user-defined response curve to generate control signals for an effector.

The block diagram of a generic system setup in Fig. 2 shows the basic system
components and typical data flow. The four basic subsystems of this platform are: the
Buttercup controller, a sensor, an effector and power. There is also an optional
connection to a computer via USB that is used to configure the device using a
graphical user interface (GUI) and to monitor its operating parameters in real-time.
After the designer has configured the device, the parameters can be saved to non-
volatile memory and the Buttercup controller can be disconnected from the computer.
When power is supplied to the Buttercup device (e.g. from batteries), the parameters
that were saved are loaded and the system will operate independent of a computer.
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i

Fig. 1. Common components used in the Buttercup platform. From left to right: accelerometer,
flex sensor, potentiometer, pressure sensor, light sensor, Buttercup controller (center), LED,
vibrator, fan, servo-motor.

3 Platform Details

3.1 Buttercup Controller

The Buttercup controller is a 26 mm x 26 mm device that is used to read sensor data
and control an effector. The main hardware components of the Buttercup controller
are a PIC18F24J50 microcontroller, a 5 V to 3.3 V voltage regulator, two crystals
(32.768 kHz and 12 MHz), a mini-USB connector and headers for a sensor and an
effector. The interfaces to the sensor and actuator operate on 5 V power and the
microcontroller and all the supporting components operate on 3.3 V power. The
analog-to-digital converter (ADC) on the microcontroller is 8-bits and therefore can
record 256 discrete sensor values. During duty cycle control, the pulse width
modulated (PWM) output of the microcontroller operates at 40 kHz with a resolution
of 8-bits, or 256 discrete duty cycles. This PWM frequency was selected to be above
the upper threshold of human hearing (~20 kHz) and therefore limit any audible
sound that might be generated when driving certain effectors. In servo mode, the
PWM frequency is 50 Hz and the pulse width ranges from 1.2 ms to 1.8 ms (1.5 ms
centered) at a resolution of 1 us. This control signal is typical of most servo-motors.

3.2 Sensor

The three pin sensor connector from the Buttercup controller provides ground, 5 V
power and analog signal in. The analog input signal should range between 0 and 5 V.
The sensor response is not required to be linear since the designer can correct for
nonlinear sensors in the configuration of the Buttercup controller, but the sensor
should have an impedance of 10 kOhms or less to provide sufficient current to the
ADC of the microcontroller.
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optional
Power (5V) sesee USB to Computer
L

v

Effector
(e.g. LED, electric motor,
servo, buzzer)

Sensor
(e.g- proximity, light,
acceleration, humidity)

Buttercup

Fig. 2. Block diagram of a generic interactive system utilizing the Buttercup controller

3.3 Effector

The effector can be any device that is controllable by a PWM signal. This includes
motors, LEDs, vibrators and speakers. The effector can also be controllable by pulse
width duration, such as a servo-motor, instead of the typical duty cycle controlled
devices mentioned above. The three pin effector connector from the Buttercup
controller provides ground, 5 V power and PWM signal out.

3.4 Power

The operating supply power can range from 4.5 V to 5.5 V. Power is provided to the
Buttercup controller through the USB connector from either the 5 V USB bus power
or from batteries during standalone operation. Power to the effector and the sensor are
provided by their respective connectors on the Buttercup module.

4 Platform Architecture

There are three main elements to Buttercup’s architecture that enable its functionality
and versatility as shown in Fig. 3. The entire system update period is 1 ms, which is

§ Desired _Outpu;
Sensor W g . Effector
Input 1 Output
— - | ¢ —
/-\/ 0% Sensor 100
Signal Input to Output Output PWM
Processing Mapping Conversion

Fig. 3. Diagram of Buttercup architecture: Sensor data is processed from left to right to
determine the proper effector control signal
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fast enough for any human interface device since the discrete steps are not perceivable
and the system latency is not noticeable.

The first element, the signal processing step, reduces the noise of the analog sensor
signal by oversampling the sensor data at 1 kHz. The data sampled is averaged over
the system update period of 1 ms, thereby averaging 10 readings for each update
period. This signal processing reduces the noise from the sensor and eliminates most
high frequency signals without affecting the response of the system.

The second element, sensor-to-effector mapping, enables the designer to arbitrarily
control the effector’s response to the sensor signal. By providing complete control
over the sensor-to-effector responsive curve, the designer has the ability to fine-tune
every aspect of the effector’s response throughout the entire sensor range. This
includes simple adjustments such as limiting the maximum or minimum effector
output to more complex responses such as linearizing the sensor output or even
reversing the effector response as the sensor signal increases (i.e., the effector goes
from 0% to 100% back to 0% when the sensor signal goes from 0% to 100%). This
sensor-to-effector response is the same curve that is labeled C in Fig. 4.

In the firmware this response curve is stored as a 256 element lookup table, with the
array index being the raw sensor value as determined by the signal processing step. A
lookup table was selected over interpolation for several reasons. First, since the sensor
data is only 8-bits and the PWM output resolution is 8-bits, a lookup is not prohibitively
large, even for a microcontroller. Second, computation time is much smaller than other
methods, such as interpolation, since the microcontroller does not have a floating point
coprocessor. Finally, the lookup table gives designers complete control over the
response curve and does not limit them to finite control of just a few points.

The third element, output PWM conversion, adjusts the output PWM signal to the
effector based on the desired effector output. Depending on the effector, different
PWM signals are needed to control it throughout its full range. For example, to turn
an LED from 0% (fully off) to (100%) fully on, the PWM signal must be adjusted
from 0% duty cycle to 100% duty cycle. In contrast, to move a common servomotor
over its full range, the PWM signal must be adjusted from a 1.2 ms pulse width (6%
duty cycle) to a 1.8 ms pulse width (9% duty cycle). The output PWM conversion
element of the Buttercup provides the flexibility to control a large number of different
effectors.

5 User Interface

Although the Buttercup platform can operate independently of a PC, a PC is required
to configure the device. The user interface for configuring the Buttercup platform is
shown in Fig. 4. The graphical display, labeled C, gives the designer complete control
over the sensor-to-effector response curve (black lines). In this figure, the preset
cosine curve has been loaded. Each point on this curve can be dragged and dropped,
allowing fine control over the system’s response. Within this same display, the blue
crosshairs provide the real-time operating point of the system. This feedback allows
the user to quickly see how the system is responding and where adjustments need to
be made. This real-time response is especially useful for determining the operating
parameters of a sensor since the designer can see the real-time sensor output.
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Device Found: AttachedState = TRUE Status
Pushbutton State: Not Pressed

e

| Save Parameters | X S
Preset Curves

X Value D

Y Value 255 21 167 88 24 0 24 88 167 23 255

Em- so [
Output: 139

Fig. 4. Screenshot of the user interface: The large red letters are not part of the actual interface
and are used only to highlight important aspects of the interface. A: Buttons used to load and
save data to the Buttercup. B: Common curves can be loaded with these buttons. C: Graphical
display of the sensor-to-effector response curve. Blue crosshairs provides real-time data of the
current operating mode. D: Text boxes show numerical values of sensor-to-effector response
curve. E: Real-time data of the sensor input signal and the effector output control signal.

The meter bars on the bottom, labeled E, provide real-time values of the sensor
reading and the desired effector output. The Servo Mode On checkbox near label A
allows the designer to select a PWM output that is compatible with a servo, or when
unselected, typical PWM duty cycle control is used.

The Load Parameters button near label A loads the current response curve in
volatile memory of the Buttercup controller. The Save Parameters button puts the
response curve into non-volatile memory which is loaded on startup and allows
independent operation.

This user interface and the low level USB communication was written in C# with
the exception of the response curve and meters bars, which were written in Flash.

6 Conclusion

Reducing the time between design iterations is critical to speeding up the prototyping
process. Currently, there is no other embeddable system that provides a convenient
method for rapidly prototyping interactive systems with a large range of accessories.
Buttercup fills this need by providing an effective platform for prototyping devices
that utilize sensors and effectors. The Buttercup platform gives designers complete
control over their system’s response. The parameters of the Buttercup platform are
controlled with an intuitive user interface that allows the designer to adjust critical
parameters of the interactive system. This enables the designer to quickly and
effectively test new design concepts. Future work includes expanding on the types of
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sensors and effectors that Buttercup supports, adding support for multiple sensors and
effectors, and increasing the functionality to include different types of control

schemes.
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Abstract. To improve the integration between Software Engineering (SE) and
Usability Engineering (UE) this paper identifies areas of overlap and develops
proposals for their integration. The focus is on key requirements that were
derived using semi-structured interviews and questionnaires. The principles and
activities in the standards ISO 13407 and ISO/PAS 18152 were concretized to
establish specific quality aspects. The identified requirements provide a
foundation for systematic modification of existing development processes with
established best practices from both disciplines.
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1 Introduction

Software development processes aim to produce products with a guaranteed quality
level, where quality can refer to a variety of aspects including reliability and
maintainability from a technical perspective as well as usability and adequateness
from a usage perspective. Software Engineering (SE) has developed SE models as
systematic approaches to address technical quality goals during development. SE
models define detailed activities, the sequence in which these activities have to be
performed, and the resulting deliverables and are meant to unify working processes
[13]. To address the quality goals from the usage perspective the domain of Usability
Engineering (UE) has also developed a variety of methods and processes. The
development of high quality software requires to combine the goals and methods of
SE and UE in a way that allows systematic implementation while considering all
quality factors as well as costs and time. A key question is how this integration can be
realized in practice. The introduction of novel development processes that address all
quality requirements and integrate methods from both disciplines is problematic. In
most development contexts a modification of existing SE processes is desired. The
challenge is to provide systematic support for the assessment of existing SE processes
and guidelines for their extension with usability oriented activities.

In the study described here the first aim was to identify an appropriate level of
abstraction at which such guidance can be provided that is neither restricted to a specific
process but concrete enough to add value to the integration process. The second goal
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was to provide concrete guidance through an assessment process at this level of
abstraction.

Therefore the authors first analyzed various types of different integration
approaches in order to identify the most promising level of abstraction for further
integration strategies. The level of software engineering and usability standards is
selected for closer inspections, i.e. in terms of assessment approaches. Previous work
is summarized and the proceedings of an expert evaluation (interviews) are presented.
The resulting requirements can be used first, as a basis for the definition of software
development processes aiming at usable solutions; and second, as an enhancement to
existing assessment standards. Then, first steps towards validation and application of
these requirements are discussed.

2 Integration Approaches

In theory and praxis, a considerable number of integration approaches exist [15]
(detailed analysis can be found at [10]). Some of these approaches tend to define
common activities and artifacts for both SE and UE and to integrate these specific
activities into the process of development. They aim at a ’soft integration‘ of UE
aspects on a mutual basis, e.g. at interlinking relative results. Most approaches focus
on a minimal organizational and structural transformation and/or change. For
example, Schaffer [14] presents a method for the integration of UE activities, which is
based on the evaluation of a concrete existing process.

Other integration approaches address the level of process definitions and process
models. These aim to define pre-settings for the development and contain both a more
concrete approach (focusing on the integration of UE activities in an already existing
SE Models), and more fundamental aspects of process models (independently of any
concrete SE Model). An example for approaches that integrate UE activities with
existing SE Models is Pelka [12] who build on the V-Model as a base for the
integration of UE activities.

A third group of integration approaches focuses at an even higher level of
abstraction and describe organizational measures, principles, paradigms or meta-
models. Those approaches are independent from any specific process model or
activities but rather describe organizational measures, principles, paradigms or meta-
models. As an example, Pawar [11] analyzed several activities of SE and UE in order
to identify principal similarities as the basis for a framework for integration.

These approaches can be structured into three levels of abstraction [6]: The abstract
level of standards, the level of process models and the operational process level.
These are related in a hierarchy: standards define the overarching framework, process
models describe systematic and traceable approaches within such a framework, and at
the operational level the models are tailored to fit the specifics of an organization [6].

3 Process Assessments

This hierarchy exists in both disciplines software engineering and usability
engineering and can be exploited for integration. At the level of standards general
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integration strategies can be defined that are applicable to a large number of existing
development processes. For the purpose of integration we have focused on the SE
standard ISO/IEC 12207 [2] and the UE standard ISO 13407 [1] . ISO/IEC 12207
defines a process framework for the development and management of software
systems and identifies required processes and activities for the development-lifecycle.
ISO 13407 defines four activities of human-centered design that should take place
during system development.

An analysis [6, 7] shows that while some guidance can be derived from matching
these standards, in practice more detailed and adequate criteria for the assessment are
necessary to make objective statements about the ability of process models to create
usable software and to derive actions for process improvement. We have therefore
followed a process assessment approach that aims at the evaluation and optimization
of existing processes in order to ensure technical quality and usability. Separate
assessment approaches exist in SE and UE. ISO/IEC 15504 [3] describes a
methodology and structure for assessing software development processes and defines
requirements for the assessment, an assessment model and a reference model. For the
domain of UE a similar approach exists with ISO/PAS 18152 [4]. To ensure usability
within the development process there is a need for specific quality criteria for the
assessment that integrates usability criteria.

The authors believe that there is such thing as a ‘common understanding’ in terms
of what experts think of when they talk about UE and this is certainly represented by
the definition of the human-centred-design process in the DIN EN ISO 13407.
Although the definitions of base practices defined in the ISO/PAS 18152 are not
considered as invalid they leave leeway for interpretation [9].

However, while this ‘common understanding’ seems true on a very abstract level,
strong differences in how to implement these in practice can be expected. The key
question therefore is not only what should be done, but rather how it can be assured
that everything needed is being performed (or guaranteed) in order to gain a certain
quality of a result, an activity or the process itself. In addition, the completeness and
correctness of the base practices and human-centred design activities as defined in the
ISO/PAS 18152 itself needed to be verified.

To establish such criteria based on current best practice the authors performed
semi-structured interviews and questionnaires with six experts in the field of UE [10].
The experts were volunteers from an expert working-group on the integration of
software engineering and usability engineering, the ISO committee TC 159
Ergonomics/SC4 as well as industry experts. A substantial part of the interviews
referred explicitly to quality characteristics/aspects of the human-centered design
activities of ISO 13407: ‘context of use’, ‘user requirements’, ‘produce design
solutions’ and ‘evaluation of use’. The goal was to identify what constitutes the
quality of a certain activity from the experts’ point of view and what kind of
(potentially measurable) success and quality criteria exist that are relevant on a
process level and subsequently for the implementation in practice.

As a result, overarching process- and quality characteristics were derived that led
to statements about the relevance, the application and need of usability activities,
methods and artifacts to be implemented in SE.

In summary, it can be said that the quality of the four activities essentially depends
on the production and subsequent treatment of the result generated by each activity.
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From the quality perspective it is less important how something is accomplished, but
rather to guarantee the quality of the results. In order to answer the question what
constitutes this quality, the analyzed statements of the experts regarding each activity
have been analyzed and documented. In [9] the core characteristic (essence) of each
activity is described, followed by requirements regarding the generation and treatment
of content, a summary of (measurable) quality criteria and success characteristics, as
well as a list of operational measures that can be used for the implementation in
practice.

After this, the authors categorized and structured each single statement (473
altogether) by: an unique id; its origin (question concerning one activity: ‘context of
use’, ‘user requirements’, ‘produce design solutions’ or ‘evaluation of use’); and the
references to ISO 13407 and/or ISO/PAS 18152 (questions aimed on the goals and base
practices of the two standards). After that, the statements have been categorized whether
they addresses quality aspects regarding the process, an activity, or deliverable. All
those parameters have been used to perform several iterations of analysis. By doing this
each statement of each single interview partner has been compared with the statements
of the others in order to count the number of similarities in terms of the content. Those
statements that reflect a similar issue have been combined to a general requirement. As
a result, the more statements refer to one requirement the more relevant it has been
rated. By doing this, the statements have been fused and formalized into 107
‘requirements for development processes or process models’ that define the demands of
UE (see Table 1 for an excerpt, complete list will be online for publication shortly). At
last, the requirements have been categorized according to their focus on: quality aspects,
the process, activities or deliverables.

As a result the authors distinguish two distinct types of requirements: Compliancy
and key requirements. Compliancy requirements represent the goals and base
practices defined in the standards and refine them with the input of the experts from
the interviews. Key requirements define core characteristics of the overall frameworks
usability activities focusing on the quality of activities and results.

The beneficial use of the requirements is two-sided: First, as a basis for the definition
of software development processes aiming at usable solutions; and second, as an
enhancement to the assessment standard ISO/PAS 18152 and its assessment criteria.

4 Steps towards Validation and Application

Validation of process changes in complex processes like software development is
difficult because the cost and complexity of real world development projects makes
controlled experiments impossible. To validate the compliancy and key requirements
we used two approaches.

In the first step we distributed a questionnaire to 13 usability experts (again
involving experts from industry, academia and ISO standardization committees) in
which they were asked to rate the requirements from their practical experience with
regards to correctness (is this requirement correct) and relevance (how important is
the requirement with regards to the overall goal of ensuring usability). Table 1 shows
these rating for exemplary requirements. As a result, compliancy and key
requirements were established that represent an evaluated knowledge basis for the
development of usable products [8, 10].
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Table 1. Examples of the requirements for the UE-activites ‘context of use’ (CoU), ‘user
requirements’ (UR), ‘produce design solutions’ (PDS) and ‘evaluation of use’ (EoU) and the
experts’ rating in terms of correctness and relevance (in practice)

Nr | Activity | Requirement Correctness | Relevance
2 | CoU Context-analysis is an integral part of the Correct Very high
process.
17 | CoU The outcomes of the context analysis serve as Correct High

the input for the next process step and the
activity itself is anchored within the process
model accordingly.

27 | CoU The characteristics of the intended users and Correct Very
their tasks, including user interaction with High
other users

and other systems, are documented.
24 | CoU The analysis is focused on the original Correct High
context of the users (their goals, tasks,
characteristics of the tasks and the
environment, etc.). The analysis is
independent of any existing
solution/implementation.

33 | CoU The context-information is based on facts and | Sufficient Medium
not an interpretation of any situation.

46 | UR A sufficient amount of user requirements are Correct Very
the basis for the next process step (PDS). High

71 | PDS The development of solutions is catried out in Correct Very
collaboration with the development team. High

In a second step we examined in how far the requirements are suitable to identify
problems with existing processes as documented in literature. While a notable scarcity
of such documented experiences exists there are some useful exceptions. In particular
Jokela [5] has conducted and documented eleven process assessments within the last
years and identified a number of common usability problems in industrial practice,
e.g. Missing or Only Partial Usability Engineering Activities, Results of Usability
Activities Not Considered, Quality Problems, Knowledge and Skills Problems, etc.
By matching these problems identified by Jokela in 11 assessment projects with the
compliancy and key requirements, we established that the majority of the reported
problems are addressed by the key requirements. This indicates that common
problems of UE in development practice could be avoided if the compliance and key
requirements were considered during the definition of development processes.

The requirements could also be used as detailed criteria for assessing processes (or
process models) leading to more specific results about weaknesses. In addition, more
specific measures for improvement could be derived than in common assessment
approaches (i.e. the ISO/PAS 18152).

The compliancy and key requirements therewith not only reflect basic demands to
be applied on development processes they also address common problems of
integrating SE and UE. By fulfilling these requirements a substantial contribution to
the development of usable solutions could be made.
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Altogether the requirements lead to the integration of SE and UE on all three levels
of abstraction. They define goals and characteristics of activities, quality and success
criteria as well as results that lead to the systematic development of usable products.
This is reflected through the overarching framework and therewith on the level of
standards, by the requirements’ ability to be applied on the level of process models
and the operational level in which the models are tailored to fit the specifics of an
organization.

5 Conclusion and Outlook

This paper identifies compliancy and key requirements for the integration of usability
engineering activities into software engineering processes. The 107 requirements
define objectives and characteristics of activities as well as quality and success
criteria for execution and were ranked and rated by usability engineering experts to
provide an indication of their validity and relevance. The requirements are abstract
enough to serve as assessment criteria for a wide range of processes but their
application in an assessment process provides more specific guidance than generic
guidelines. The requirements can be used to refine to the ISO/PAS 18152, a public
available specification for a process assessment of human-system issues.

Currently the authors are analyzing the changes in the new version of the standard
ISO 9241-210 (which replaced the ISO 13407) and are going to adapt the
requirements where necessary. In addition the ISO/IEC 12207 1is being
operationalized in more detail (activities, tasks, artifacts and their relations) and are
mapped to the compliancy and key requirements. The results will end in a new
reference model for integrating software engineering and usability engineering
likewise. The model can be used for process definition and assessments as well. A
first expert based evaluation of the model is going to be finished very soon.

In future work the authors aim to apply the optimized assessment approach to
additional process models, such as agile approaches, to establish their suitability
beyond traditional SE processes.
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Abstract. Wizard of Oz (WOZ) systems and WOZ experiments are an
important tool for basic and applied research in HCI. We report about
using SEMAINE as a flexible component based middleware with a loose
coupling of components as software infrastructure for WOZ experiments
in human companion interaction. We focus on our experimental WOZ
designs, their realisation within the SEMAINE framework and lessons
learned from deploying the implemented solutions as the basis for ongo-
ing controlled experiments with 120 subjects.
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Message Oriented Middleware, SEMAINE.

1 Introduction

A Companion System (CS) can be described as “an agent or ‘presence’ that stays
with the user for long periods of time, developing a relationship and ’knowing’
its owners preferences and wishes. The Companion communicates with the user
primarily through speech, but also using other technologies such as touch screens
and sensors.” [3]. Companion systems will assist their users in managing their
daily life. An elderly person that may still live on his own with such a technical
support is more likely envisaged as a companion user than a young professional.
So support in mundane activities rather than in specialised business applications
is of high relevance.

In order to explore companion systems, Wizard of Oz (WOZ) experiments
are a usual approach [BIG/TI]. The WOZ concept has a common usage in the
fields of experimental psychology, human factors, ergonomics, linguistics, and
usability engineering to describe a testing design methodology where an experi-
menter (" Wizard”) simulates the behaviour of a theoretical intelligent computer
application.

Different software components communicate with each other, thus the system
needs an infrastructure that supports flexibility and reusability. Message Ori-
ented Middleware (MOM) is a software infrastructure with the focus on sending
and receiving messages between different systems [2]. In general MOM supplies a
base for application interoperability in heterogenous and complex environments.
Application Programming Interfaces (APIs) which are distributed across diverse
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platforms and networks are typically provided by a MOM. This facilitates easy
integration of components running on different operating systems and written in
different programming languages. The SEMAINE API provides an abstraction
layer over a MOM and provides the needed functionality for modular systems
dealing with emotions [9].

In this paper we suggest a framework, with which WOZ experiments can be
provided in flexible way.

This paper is organized as follows. We first introduce the Wizard of Oz
paradigm in section 2l Section [B] describes our experimental design. In section [
we present the architecture of the framework followed by an description of the
implemented interface components in Section Bl Section [ concludes the paper
and provides some insights on our future work.

2 Wizard of Oz

Wizard of Oz (WOZ) systems are an important tool for basic and applied re-
search in Human-Computer Interaction (HCI) and thus likewise for companion
systems. This is especially true when WOZ experiments are interleaved with
the development and implementation of additional system functionality, e. g. de-
velopment and/or integration of autonomous and automatic components that
replace functionality formerly provided by the wizard.

A WOZ system allows the observation of a user operating an apparently fully
functioning system whose missing services are supplemented by a hidden wizard.
The user is not aware of the presence of the wizard and is led to believe that
the computer system is fully operational. The wizard observes the user through
a dedicated computer system connected to the observed system over a network.
When the user invokes a task that is not available in this observed system,
the wizard simulates the effect of the task. Through the observation of users
behavior, designers can identify users needs when accomplishing a particular set
of relevant functions and evaluate the particular interface used to accomplish the
functions. During a WOZ experiment, the exchanged data between the observed
user and the wizard is recorded for further analysis [§].

3 Experimental WOZ Design

By definition a companion is with his user for a long period of time. So certain
aspects of the human companion interaction will only be adequately dealt with in
long term investigations with developed companion systems that users can carry
with them and make use of in their daily life. For our experimental design we had
to take into account that such developed systems do not yet exist. Even more
some aspects of the interaction with a companion have to be investigated before
such systems can be designed and implemented. In our experiment we investigate
intentions ascribed to the companion system by users. Further description of this
paradigm can be found in [7].
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3.1 The Cover Story

Our cover story that is told to the subjects in the wizard of oz experiments takes
these constraints into account: The subjects are told that they will run through
the personalisation phase of a companion system — a phase that is a prerequisite
for the system to be later adapted to the individual user characteristics and
preferences — and that they therefore both have to answer a number of questions
as well as to succesfully complete some tasks. Another aspect of this cover story is
the resulting personal involvement of the subjects that is additionally supported
by addressing the subject with his name and displaying the name as running
head in various screens.

experimental phase reflection phase
M1 Mi Mn
3 - self-rating questionnaires
welcome 'last minute' good-bye 8 - semistructured interview
(o

Fig. 1. Design of the WOZ experiment

The overall design of our WOZ experiment comprises an experimental and
a reflection phase. The experimental phase was divided into different modules
(c.f. Fig. ). Each module stands for a part in the experimental phase and can
employ different software components.

The module named ’last minute’ was designed to investigate how users interact
with a companion system in a mundane situation with the need for planning,
replanning and strategy change. The subject interacts only vocally with the
system.

3.2 Last Minute

The user is asked to imagine a situation in summer with most of his friends
already in holidays when s/he as a surprise gets informed to have won a two
weeks vacation. The prize includes as well the opportunity to select all necessary
items for the travel from an online catalogue organized in a number of categories
(e. g. coats, trousers and skirts, hats, underwear, sports equipment, etc.). For this
selection fifteen minutes are available, because then the taxi to the airport will
arrive and the packed suitcase will be available at check in.
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4 Architecture of the Framework

The aim of our research was the development of an instrument for the realization
of WOZ experiments, which fulfills the following requirements:

1. simple, easy and efficient development as well as integration of modules,
software components
2. and distributed WOZ experiments across different locations.

The software for the WOZ experiments is component based and thus modular struc-
tured. The components communicate using a MOM which is specifically designed
to integrate different applications or processes through messages being routed from
publishers to subscribers. The aim of this ”glue technology” is to glue together
applications both within and across organizations, without having to reengineer
individual components. An important advantage of a generic Message Oriented
Middleware lies in its flexibility. The system architecture can be rearranged very
easily — adding or removing a component consuming or creating a specific message
type does not require any changes elsewhere in the architecture [2].

In the first implementation OAA (Open Agent Architecture) [4] was used as
MOM but this platform was replaced by the SEMAINE API [9]. The SEMAINE
API provides an abstraction layer over a MOM that allows the components
to deal with messages in a type-specific way. The MOM currently used in the
SEMAINE API is ActiveMQ from the Apache project.

Our approach uses the SEMAINE API, which is an open source framework
for building emotion-oriented systems and provides Java and C++ wrappers
around a MOM. This framework allows the communication between components
running on different operating systems via XML and other standardized formats.
Different components can run on physically distinct hardware as long as they
are connected within a network.

5 Implementation

The interface components of the module ’last minute’ are shown in Fig. 2l This
"last minute’ module uses a control interface for the wizard ("wizard interface”),
an visual user interface for the subject and a text-to-speech system for the speech
synthesis ("subject interface”). The experiment is controlled by the Wizard via
the control interface. From here the Wizard can select text blocks for the speech
synthesis and control the visual operational sequence on the monitor of the test
person [5].

An example interaction:
1. The subject says he would like to pack items (e.g. ”I want to pack two
t-shirts”).
2. The Wizard understands the utterance, selects the equivalent term on the
monitor and thus confirms the selection.

! http://activemq.apache.org/
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SEMAINE API

A —
Y Y
Control Visual Audio
Observation
3 /Recording Camera
O = 0 Microphone
Wizard Subject

Fig. 2. Interfaces of the 'last minute’ module

3. The SEMAINE API sends this information to the visual user interface and
to the speech synthesis component.

4. The visual user interface displays the new information and the speech synthe-
sis component generates the respective language output (e.g. ”two t-shirts
were added”).

The WOZ system used is based on three major components integrated using the
SEMAINE API. These are the control interface component of the Wizard and
the visual user interface and speech output component of the test person. In
the following we will describe these implemented software components in more
detail.

5.1 Wizard Control Interface

The wizard control component and its interface is shown in Fig. Bl It provides
typical features like a configuration menu and a log window. The frames for the
different tasks are arranged as follows.

The dialog control frame contains the selection of modules of the WOZ exper-
iment (1), predefined text patterns (2), the item selection (3) and at the bottom
a text field for free text input. For each module of the WOZ experiment selected
all predefined text patterns are loaded and displayed. Some text patterns need
additional information (e. g. which item should be packed or which catalogue sec-
tion to load). After selecting a text pattern and — optional — an item the sentence
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Fig. 3. Wizard Control Component

can be send to the other components by pressing ’enter’ or with a double-click.
If a sentence is needed but can not be found fast enough or is not available in
the text pattern list, it can be typed into the free text field (providing auto com-
pletion) and sent. The Article information frame (4) provides an overview of all
items already in the suitcase and their actual weight. It can also be used to pack
items. The Information frame (5) provides the subjects personal information and
is used in the personalization stage of the experiment. The Fast-Erase frame (6)
shows all packed items in alphabetical order and is used to unpack items or
change their amount quickly. The Log frame (7) shows a log of all events and
sent messages to support the observation of the subjects screen. The Frames 1 -
6 support fast handling and provide easy sending functionality and hotkeys.

5.2 Visual User Interface

The visual user interface is started seperately but is controlled by messages
sent from the wizard control component. It visualizes information about the
experiment and the selection menus during interaction (c.f. Fig 4) as well as
the subjects name on top and additional information about the session state.
With this component the subject is able to observe his actions on the screen.
The visual user interface is written in JavaFX{.

5.3 Speech Component

The Speech Component receives messages send from the wizard control com-
ponent and sends the messages to a MARY TTH server to synthesise these

2 http://javafx.com/
3http://mary.dfki.de/
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John Doe Companion Technology

Oberteile

Bluse T-Shirt

Hemd Langarmshirt

Top Pullover

Achselshirt

Fig. 4. Visual User Interface: a selection menu

Fig. 5. The experimental hardware setting. C=High resolution camera, H=Heart beat
clip, M=Microphone, R=Respiration belt, S=Skin conductance clip, T=Stereo camera,
W=Observation webcam. Not in the picture: Headwear microphone.
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messages. The MARY TTS platform is an open source and modular architec-
ture for building text-to-speech systems [10]. It supports various pronounciation
features of synthesised speech and will be employed to simulate emotionally
sounding voice (e. g. friendly, sad, angry, . ..) in the ongoing improvement of the
system.

5.4 Experimental Setting

The environment for the subjects (c.f. Fig. Bl is as follows: The subjects sit
comfortable on a chair at a desk. They are told to lean back and are instructed
not to move the left hand because the skin conductance and heart beat are
measured at the left fingers. For respiration recording the subjects get an elastic
belt around the chest. Sound is recorded with two microphones next to the screen
and one headwear microphone. Video is recorded with one observation webcam,
four high resolution cameras and one stereo camera. Illumination comes from two
light panels next to the desk and three light panels at the ceiling. The window
of the room is shut, so no daylight (constant illumination) and no noise comes
in.

6 Conclusions and Future Work

In this paper we have proposed a software design for Wizard of Oz experiments
that uses the SEMAINE API as the platform for the components’ communica-
tion. This design allows flexibility for adding new components and exchange and
reuse of components. The implemented software is used to perform experiments
with 120 subjects and will be used — with different component constellations —
for further experiments.

Automating parts of the WOZ experiment is work in progress. The architec-
ture for automating the spoken dialogue between system and user is designed as
follows. The software is divided into four SEMAINE components.

— One component connects a commercial speech recognizer (ASR) and text to
speech (TTS) softwardd to the SEMAINE system. This component will from
now on be referred to as the connector component.

— The container component acts as a storage for items which the user has
packed into his luggage.

— A third component is called the control component and its task is to send
commands concerning the insertion or removal of luggage items into the
container, as well as keeping track of the active category for selection and
notifying other components of which items are currently available for pack-
ing/removal.

— The last component is the grammar component based on Grammatical Fram-
work (GF) [1], which has two tasks. The first task is parsing utterances based
on GF recognized by the ASR and transforming them into commands related

4Thttp://www.nuance. com/
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to packing/removing items from the luggage. These commands are then sent
to the control component for further processing and, if applicable, to the con-
tainer component, too. The second task of the grammar component is the
reception and processing of status updates of the container. These status up-
dates reflect successful operations inside the container. After such a status
update the grammar component transforms the confirmation message into a
natural language sentence, and sends this linearization to the text to speech
component.

In addition to automating functionality of the wizard, future work includes the
development of a formal description for the software components and experimen-
tal modules, e.g. by XML. Using this description several experimental settings
(e. g. with more and different experimental modules, interfaces and components)
can be created easily and with high flexibility.
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Abstract. With the advent of rich application frameworks like Flash and
Silverlight as well as the increased exposure to interaction models they make
possible (does anyone want a mobile device that doesn’t have an iPhone-like
interface?) it isn’t difficult to imagine that usability and design professionals may
be feeling a little vulnerable. After all, until recently, usability and design
professionals were the last, best hope in the face of early web design, business
systems left over from the 80s and clunky mobile phone menus. We helped create
an environment in which users expected more (at least on the web). Today,
however, developers have at their disposal an arsenal of tools designed to provide
users with experiences that take advantage of asynchronous server calls, high-
definition multimedia and slick, natural-feeling interactions. Have we been
relegated to the role of usability testing? Surely, our profession has more to offer.
The good news is that our role is the same as it has ever been. Like any platform
or technology, rich application frameworks are the medium through which design
is expressed. As such, they are no different from any previous platform that was
ready to revolutionize the manner in which people interact with information, the
world or each other. They are the tools through which researchers, designers and
technologists enable users to complete tasks and make decisions. They are the
paint and canvas, the clay and plastic molds, with which we bring our designs to
life. A well-designed system is the result of a well-defined design process. That
process includes the expertise of an interdisciplinary team with individual
backgrounds in graphic design, fine art, architecture, cognitive psychology,
anthropology, human-computer interaction, and other fields. This kind of design
team has the training and experience to bridge the gap between business,
technology and human requirements. They (we!) practice a design process that is
mindful of the features, functions and legacy systems that must be somehow
united, implemented and maintained. They are equally mindful of who will be
using these systems (from motorcycle enthusiasts to financial analysts, from
students to CEOs), their experiences and mental models, where the systems will
be used (from hospital emergency rooms to living rooms and executive
boardrooms) and what they need from technology to improve rather than impede
outcomes. If, at any point, the user must wrestle with the interface, then research
and design have failed. Our job, therefore, remains one of understanding the ways
in which users need to have information presented to them, the ways in which
they need to interact with it and the decisions they must make. The capabilities
made available via rich internet applications provide a larger toolset from which
to choose in order to meet these requirements.

Keywords: design, design process, research, usability.
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1 The Design Process

From the very conception of an interactive digital tool, everyone involved in the
design and development process must understand the audience for whom they are
designing. They must establish methods to gain that understanding. Researchers,
designers, and developers must collaborate openly and freely to evaluate all decisions
in terms of their understanding of the user. This is design, and it is precisely this kind
of product design methodology that can be overlooked in the desire to create the type
of interaction models made possible by rich application frameworks. Industry is too
often led by technological innovation rather than by an understanding of human
beings, their behaviors, their needs or their requirements.

The design process is ultimately research-based and highly iterative. It consists of
gathering requirements from end users and stakeholders (both business and
technology). The focus must be on creating exploratory models of how the user and
system interact and on quickly testing the form of the design. Through incremental
cycles of evaluation and refinement, the system is ensured to have been shaped
accurately—not solely on the opinions of design professionals, but also on the needs,
expectations and desires of the end-user audience. With the end user as a participant
in the design effort, stakeholders are assured that the design is accurate and lasting.

Many companies think that by including richly interactive components to the user
experience that they are somehow supporting users and following a creative design
process. This may not be the case. I hope to demonstrate here why the design process
is a prerequisite to the successful implementation of any designed experience.

1.1 Inform

Every effort begins with a thorough understanding of the user. The designers, with
backgrounds and training in the fields of traditional design, psychology,
anthropology, and human-computer interaction (among others) answer the following
questions:

o Who will use this software? Is it an Electronic Medical Records (EMR) system
with multiple physician specialties? A trade security application used by highly
trained analysts? A public facing website used by the general public?

e What tasks are users trying to perform? Expectations of how tasks should be
completed will not change to suit ill-designed software. A successful system allows
users to perform tasks in natural and intuitive ways. Failed systems require users to
adapt and change their behavior to meet the system demands. You can be certain
that a sudden, increased need for “training” means that the system has failed the
users.

e In what context will the system be used? A poorly designed system requires users
to dedicate a (large) portion of their attention to understanding and navigating the
interface rather than to their task. In critical situations, the amount of attention (and
tolerance) available for deciphering the software decreases exponentially.

e What expectations and experiences will users bring with them? Users bring with
them many expectations, experiences and preconceived notions of how things
should work. It is important to keep in mind that the goals users have for any new
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system are likely to be quite different from the goals of those responsible for
purchasing, installing and maintaining it.

e What actions do users need to take as a result of this interaction? What decisions
need to be made? Note that these questions, above all others, are what enable a
design to be both useful and innovative. The form of the design is still a long way
off at this point and it's still too early to tell whether users need the type of richly
interactive models afforded by Flash or Silverlight.

e The quality of this analysis directly affects the outcome of the design process.
Collectively, the information gained in this phase is vital to the design of any
system destined to address the varied goals, strategies and requirements of users.

1.2 Discover

The design team next works with users and stakeholders to conceptualize the system,
examining what will best meet both user needs and business goals. Research
professionals on the design team seek to validate and discover the characteristics that
best suit the new system, its audiences and their experience. Within a framework of
existing systems, artifacts, business and technical requirements, the team considers
limitations and defines the expectations against which a successful design will be
measured.

1.3 Design

The Design phase is characterized as the iterative portion of the design process.
Through collaboration during this phase, all participants (design team members, users,
and stakeholders) are able to provide input and feedback that can influence design
decisions. Using this information, designers can create novel and enduring designs
that push the boundaries of existing systems while still enabling users to interact with
information in natural and intuitive ways. And because these design prototypes can be
produced and tested with users quickly with little to no impact on development, the
design team has the freedom to explore innovative solutions. It is only now that
specific interaction models (and their inherent technical requirements) can be
considered. In outline form, the steps are simple:
1. What do users need to accomplish?
2. What form of data visualization/presentation best allows users to focus on
information rather than translating data into information?
3. What tools, models and technology support the required interaction and data
visualization model?

2 Isn’t Usability Enough?

Traditional usability firms (or usability groups within large companies) tend to focus
on evaluation, and their design process typically ends at the Discover phase with
workflows and application screens created by researchers. For companies that tout
themselves as “Human Factors” or “Usability,” the goal is to have research and data
dictate design. After all, isn’t a research-based interface what we’re after? In this
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environment, the role of design is often an afterthought and always under-used. While
traditional usability firms (and the software development industry in general) have
recognized the need for designers, it has typically been either to create nice looking
marketing materials or to make the designs created by researchers “look pretty.”

The reader can be forgiven if he or she has imagined me to be a (disgruntled)
designer looking for a little respect. Not so. As a researcher with a classical
background in experimental psychology (Ph.D. in Cognitive Psychology, 1991, The
State University of New York at Buffalo) I have seen the field of ergonomics/human
factors engineering/usability/design research develop and mature. However, in the 20
years I’ve being doing usability research, I’ve seen (and been party to) a great many
applications that, while usable, were not innovative, inspiring, beautiful, or lasting
regardless of the interaction models made possible by the technology du jour. Why?
Because we were following a research process (or, dare I say, a technology-driven
process) rather than a design process.

3 Design for Industry

Traditionally, the field of software development has looked to the contributions of
two types of individuals to ensure that applications meet the needs of users. These
individuals are the Business Analyst and the Subject Matter Expert. Many industries
continue to rely on these job roles to gather, develop and coordinate application
requirements. Indeed, the claims made by industry that their applications are
guaranteed to be usable because they have business analysts (collecting
business/functional requirements) and experts (representing users) on their staff are
both commonplace and misleading.

Unfortunately, the fact is that no matter how well intentioned, these individuals are
neither trained nor qualified to design a system that is usable, innovative and
supportive. In order to understand what is missing from this process, you need only
look at what these two job roles are expected to bring to the development process.

3.1 Business Analysts

The role of the Business Analyst (BA) is to gather functional requirements for the
application from the point of the view of the business. In order to provide structure
and guidance for the development team, these requirements are incorporated into “use
cases.” A use case is a detailed description of what the application needs to present to
the user and what data the user needs to provide in order to accomplish a task. These
use cases represent a view from the system’s point of view—what does the system
need to do for a task to be accomplished. For example, one might define the process
of collecting patient information in terms of the fields on a screen that must be
completed. However, this view of design ignores completely the needs of the user and
the demands of the situation. It isn’t difficult to see how this task might require
differing designs to account for the different contexts of a clinician’s office, an a
trading floor, or a boardroom.

This is not to minimize the role of Business Analysts—it is extremely important to
understand the needs of the business. However, accurate documentation of business
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requirements counts for little if users thumb their noses at the resulting application.
Millions of dollars, years of development and crowds of dissatisfied users at
companies all over the world are an unfortunate testament to this method of
traditional software “design.”

3.2 Subject Matter Experts

As a way of addressing the problem of users and their stubborn refusal to use systems
that do not support them, industry has inserted the role of Subject Matter Expert
(SME) into the mix.

In the medical industry, for example, this means making sure that software
development firms employ clinicians (MD, RN, etc.) whose role is to describe what
the application needs to do, what data is required and how it should be presented.
While this might certainly be a step in the right direction, these individuals are
fundamentally like any other user group—they are not skilled design professionals
and their appointment to this role in the design process is completely flawed.

It is flawed because the job of the SME is specifically to act in place of users.
Experts are, at best, providing what they believe to be user requirements or, at worst,
their own requirements. The point is that they are not providing user requirements. In
addition, Subject Matter Experts are also asked to make decisions regarding design.
We should be clear on this point; experts are not qualified to design any more than
designers are qualified to be subject matter experts. My apologies to the experts put in
this role. With this in mind, users (and purchasers of new applications) should be
wary of the marketing phrase, "Designed by Expert X for Experts Y." Perhaps, as an
industry, we should start insisting on “Designed by Designers for Experts!”

4 What All This Means

Good design doesn’t just happen. It is not a checklist of requirements, though it must
certainly support the tasks that users need to accomplish. It is not a passing grade on a
usability test; all the functionality in the world is meaningless if users can’t or won’t
use the application. It is not a slick, natural-feeling interaction model. Most of all,
good design is not “making it look pretty,” though a well-designed application should
certainly be expected to look the part. And neither business analysts nor Subject
Matter Experts can guarantee good design.

So what is good design? Design is a research-based, highly iterative process with a
focus on exploring different models of the user-system interaction. It consists of
gathering requirements from end users and business and technology stakeholders
coupled with fast, early and iterative usability testing to determine the ultimate form
of the design. Perhaps this design incorporates highly interactive models of the sort
made possible by today's rich application frameworks. Perhaps not. Whatever the
form, it must support a user's requirement to get something done. This ensures that the
system is shaped not only by the opinions of design professionals, but also on the
needs, expectations and requirements of users.
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Abstract. The methodology of "personas" is a well-known procedure and very
often used for characterizing target users in user-centered design projects. Very
often, personas are represented by a picture. This paper introduces a different
approach to present the results of a user analysis study with the goal to increase
assimilation and comprehension of a project’s personas. We believe that
creating and developing a new concept enhancing “personas’ with their context,
giving less importance to the image of the person with a silhouette and adding
an image of their main scenarios can make more impact in our organizations.
To verify our idea we conducted a study to evaluate which format - "personas"
with a picture and "personas” with their contexts — worked better.

Keywords: Personas, Persona usage, Context, Scenarios, User research, Design
methods.

1 Introduction

There are many user-centered design methodologies with an important focus on
communication and on how to convey information about target users to everyone with
an impact on a product design. Among these methods is the technique of creating
personas; introduced by Cooper [1].

Although practitioners find personas beneficial for communicating with
stakeholders, guiding design decisions and evaluating design ideas [2], it is also true
that “personas have unfortunately become more of a check-off item than a useful tool,
and many personas get put on the shelf once they are written”, as stated by Olsen [3].

Our own experience shows that user-centered design experts and even the
Marketing department are very familiar with the personas (Jordi and Martina) that
represent our main user archetypes. Nevertheless, this information has not yet downed
on other team members. By creating a playful output of these personas and switching
the weight into their context, we wanted to evaluate if the information is better
conveyed and lasts longer.

2 Common Representations of Personas

Cooper [1] defines Personas as hypothetical archetypes, or "stand-ins" for actual users
that drive the decision making for interface design projects. Personas are not real
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people, but they represent real people throughout the design process. They are not

"made up"; they are discovered as a by-product of the investigative process. Although

personas are imaginary, they are defined with significant rigor and precision. Names

and personal details are made up for personas to make them more realistic. Personas

are defined by their goals. Interfaces are built to satisfy the personas' needs and goals.
Using the personas in user-centered design processes has huge benefits:

e They help team members share a specific, consistent understanding of various
audience groups. Data about the groups can be placed in a proper context and can
be understood and remembered in coherent stories.

e Proposed solutions can be guided by how well they meet the needs of individual
user personas. Features can be prioritized based on how well they address the
needs of one or more personas.

e Provide a human "face" so as to focus empathy on the persons represented by
demographics.

However, in order to get these benefits, personas need to be presented and introduced
to the design teams in effective ways. As a result, ideally, communicating personas
should be a multifaceted, multimodal, and ongoing task that progressively discloses
more and more information about them [4].

Posters, flyers, handouts, squeeze toys, beer glasses, mouse pads and even actors
[5] have been used to introduce personas to the rest of the team and stakeholders.
John Pruitt and Tamara Adlin [6] talk about three basic categories that describe the
goals of the materials support: buzz generators, comparison facilitators and enriches.
Despite all these different outputs, there is, however, consistency over the idea that a
persona is originally composed of text and a picture representing the user [2].

3 A Different Approach to Present Personas

Our rationale behind designing and creating a new artifact and a new way of showing
the personas information is:

1. Although a picture is worth more than a thousand words, we wanted to avoid the
usage of a face. Images of people introduce biased notions that are often unstated
and mostly unconscious. They rely too much on stereotypes and might shadow all
the other information related to that persona.

2. Combining the concepts of personas and scenarios: we want to provide these user
archetypes with a "real life" by means of an object and an image that would
introduce them and give more importance to the context of their daily lives. The
idea is not to provide and detailed scenario but deepen the information on each
persona. The situations are the same for the two personas and present them at
home, at work and commuting.

3. Foster understanding of our users by showing their main contexts. With the
increase of mobile devices, we have seen a diversity of new environments from
which our users interact with our product.

4. Create a playful and more permanent artifact to hold all this information.
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4 Our Distance Learners’ Personas

Over the years, especially since 2006, several studies have been conducted at the
Universitat Oberta de Catalunya (Open University of Catalonia, UOC) — a completely
online university - in order to know its students. These studies have taken into account
the average UOC student types (mostly workers aged between 30 and 40 years) as
well as users with accessibility issues, students in their commuting moments or
extreme users (younger than 25 and older than 65). Several user-centered
methodologies both qualitative and quantitative have been used in these studies: in-
depth interviews, user tests, surveys, focus groups, contextual inquiries.

After analyzing all this information, we concluded that the UOC had two main
personas: one persona that studies for pleasure, as a hobby; and another that pursues a
degree to improve his career. We decided to call the two people Martina (the Hobby)
and Jordi (the Executive).

With the two personas defined, we produced two different outputs in order to
compare which worked better in terms of persona comprehension and persona
information retention.

One output was a more common presentation of a persona, with its picture and a
description on a sheet of paper. The other artifact — a cube that introduced the scenario-
based persona - showed the same text but instead of the picture of a persona, there were
photos of 3 daily situations for each. The personas were represented by silhouettes.

5 Personas vs. Scenario-Based Personas

The two artifacts — paper and cube - were presented to 20 people that work at the
Office of Learning Technologies; the department in charge of designing, developing
and maintaining the virtual campus at the UOC.

Ten people had the sheet of paper with the explanation of the individual scenarios
together with the image of the persona (a more typical way to present the persona).
The other 10 had the two cubes with the scenario-based personas.

After having some time to read the artifacts, each participant had to answer an
online questionnaire with questions about the two personas, Jordi and Martina.

Fig. 1. Paper and cube artifacts

5.1 First Test

Persona: Martina (the Hobby)
From the 11 questions of the questionnaire: 5 questions had the same result with the
cube and paper and 6 questions had better results with the cube.
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Persona: Jordi (the Executive)

139

From the 11 questions that comprised the questionnaire: 4 questions had the same
result with the paper and the cube and 6 questions had better results with the cube; 1

question was better answered with the paper.

Persona: Martina

answer comes fram

questions: paper cube

How old is Martina? 90% 100%
Is she married? 90% 100%
Does she have children? 100% 100%
Where does she work? 90% 100%
Why is she studying? 100% 100%
She has harried for finish her studies? 100% 100%
When she usually study? 70% 80%
She studies during her way to work? 80% 100%
Does she enter the UOC in her office? 70% 100%
Is she interested in the new technologies applied for learning? 60% 60%
What is Martina's motto? 100% 100%

Persana: Jordi

answer comes from

questions: paper cube

How old is Jordi? 100% 100%
Is he married? 70% 90%
Does he have children? 100% 100%
Where does he work? 90% 100%
Why is he studying? 100% 100%
He has harried for finish his studies? 100% 90%
When he usually study? 80% 90%
He studies during his way to work? 50% 60%
Does he enter the UOC in his office? 60% 80%
Is he interested in the new technologies applied for learning? 50% 60%
What is Jordi's motto? 100% 100%

| ‘ Best percentage

| ‘ Equal percentage

Fig. 2. First test results

FRrsona: Marting answer comes from
qiestions: paper cub

How old is Martina? 0% 100%0
Is che marned? EO% 100 %
Dois shi have chidrant 100% 100%s
Where does she wark? B0 20%
Why is she studying? 1000 100%
She has harried for finish her studies? 100% 100 %
Wher she usually study? S0% 600
She studes during har way 1o work? T0% 0%
Daoes she enter the VOC in her office? 0% 0%
Is she is interestad in the new technologies appled for learming? #0% 40%:
What iz Martina's matta? Loo% 100%:

Second tost

Persana: lordi answer comes from

questions: paper cube

How ald is Jordit 0% 100 %
Is he married? 0% YU
Does be have chidren? 100% 100%
Where does be work? 80% 909
Why is he studying? L0 100 %
He has harnied for fimsh he studes? 100% 90%
when ha wsually Study? 0% YU |
He studies during his way to work? 30% F0%
Dos be enker the UGC in his office? 0% 0% |
Is he interested in the new technologees apphed for learning? 40% 60%
what is Jordi's motto? 100% 100%

| ‘ Best percentage

| ‘ Equal percentage

Fig. 3. Second test results
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5.2 Second Test

After a month, and in order to check out which of the two artifacts was better retained
and therefore which one was more useful to ensure that team members remember the
two personas, the same users were asked to answer the same questionnaire.

The results of the second test were:

Persona: Martina (the Hobby)
From the 11 questions: 4 questions had the same result with the paper and cube and 6
questions had better results with the cube; 1 question was best with the paper.

Persona: Jordi (the Executive)

From the 11 questions that comprised the questionnaire: 3 questions had the same
result with the paper and the cube and 7 questions had better results with the cube; 1
question was best with the paper.

6 Conclusion

Overall and given the fact that between the two tests a month had passed, we can say
that in general both artifacts had a good retention result. However, in the case of the
test with the paper, the results were lower in the second test. The results obtained by
the cube are more stable, as we can see in figure 4.

A part from the retention results, the participants that did the test with the cube
showed greater enjoyment. The feedback from the users also confirmed that the
images (paper format) transmitted more information than the one explicitly stated and
which can introduce biases in the idea people have of the personas: “Jordi is posh and
rich because it is what the picture shows”.

marina T
| answer comes from answer comes fram answer comes from answer comes from

| _paper cube || paper cube paper cube paper cube
0% 100% [ 4 6ow| - 100%]| [100% 100% | ¢ 60% 100%
0% 100%] [+ Bow| = 100%| [T0% 90% | = T0% ] = 90%
100% 100% 100%| = 100% | |100% 100% | = 100% 100%
0% W00%| [+ 80%| 4 B0%| |90% 100% | ¢ B0%| b o0%
100% 100% 100% 100% | | 100% 100% | = 100% 100%
100% 00% | [ = 100%| = 100%| [100% 90% 100% 90%
0% 80% || 4 sow) & e0%| |B0% 90% | + T0% 0%
B0% 100% T0% 80% | |50% 60% | + 30% ¢ T0%
0% 100% 60% T0% BO% | 1 80%] = 80%
60% 60% || ¢ 40% 40% | [50% 60% | + 40% ] = 80%
100% 100% 100% 100% | [100% 100% | = 100% 100%
paper cube
= 40%|| = 68%
+ 55%|| + 27%
t 5%]|| 5%

Fig. 4. Results obtained from the cube
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Taking into consideration the test results and the feedback from the users, we can
conclude that with the scenario-based persona we: 1) reduced the bias that a face can
generate using the silhouettes instead; 2) combined the concepts of personas and
scenarios; and 4) created a playful and more permanent artifact to hold all this
information.

However, we believe that we should further explore if the scenario based-persona
fosters understanding of our users thanks to showing their main contexts. We have
tested that it improves the retention of the information but we would like to evaluate
as well if it helps improve the design work in order to make it more user-oriented.

In sum, our goal is to keep working on finding ways to ensure that everyone with
an impact on the product design knows the personas and uses them as a guide to make
design decisions. Besides this new persona format, we also developed a user-centered
design game [7] and periodically have sessions to approximate UCD to the team. At
the same time that we keep on running user studies to get to know our students
from different perspectives.

References

1. Cooper, A.: The inmates are running the asylum. Macmillan, Basingstoke (1999)

2. Chang, Y., Lim, Y., Stolterman, E.: Personas: From Theory to Practices. In: Proc. Abstracts
Nordi CHI 2008, pp. 439—442. ACM Press, New York (2008)

3. Olsen, G. Making Personas More Powerful: Details to Drive Strategic and Tactical Design.
BoxesandArrows (2004),
http://www.boxesandarrows.com/view/making personas_more_
powerful_details_to_drive_strategic_and_tactical_design

4. Pruitt, J., Grudin, J.: Personas: practice and theory. In: Proc. Abstracts DUX 2003, pp. 1-15.
ACM Press, New York (2003)

5. Traci, L.: Personas: Explorations in Developing a Deep and Dimensioned Character.
UXmatters (August 23, 2010) (published),
http://www.uxmatters.com/mt/archives/2010/08/
personas-explorations-in-developing-a-deep-and-
dimensioned-character.php

6. Pruitt, P., Adlin, T.: The Persona Lifecycle: Keeping People in Mind throughout Product
Design. Elsevier Inc., Amsterdam (2006)

7. Garreta-Domingo, M., Almirall Hill, M., Mor, E.: User-centered design gymkhana. In: Proc.
Abstracts CHI 2007, pp. 1741-1746. ACM Press, New York (2007)



Streamlining User Experience Design and Development:
Roles, Tasks and Workflow of Applying Rich Application
Technologies

Xianjun Sam Zheng, Mo Wang, Gilberto Matos, and Shaopeng Zhang

Siemens Corporate Research, Princeton, New Jersey, USA
{sam.zheng,mo.wang.ext,gilberto.matos,
shaopeng.zhang.ext}@siemens.com

Abstract. The adoption of Rich Application Technologies (RATs), such as
Windows Presentation Foundation (WPF) or Adobe Flex, not only significantly
enriches the user interface (UI) technology, but also can boost the
collaborations among user experience (UX) specialists, designers and
developers. Many books and plenty of online resources have described and
discussed the technical capability and details of various RATs. However, how
to effectively incorporate RATs into the process of UX design and development
has not been systematically addressed. In this paper, we report our experience
of applying RATSs to develop several complex enterprise software systems. A
new role, integrator, is introduced to support the communications among UX
specialists, designers, and developers. We discuss the responsibilities and task
assignments for each role, and propose a new workflow to streamline the design
and development. We also discuss the challenges and the lessons learned from
applying different RATs.

Keywords: User experience, Ul design, development, rich application
technology, WPF/Silverlight, Flex.

1 Introduction

One major challenge of delivering successful user experience (UX) is "what you
design is not what you will get". During implementation, developers often fall short
of reaching the desired design quality defined by UX specialists or created by
designers. The reasons can be attributed to the limitations of traditional user interface
(UI) technologies, but also to the unidirectional workflow among UX specialists,
designers and developers. The introduction and adoption of rich application
technologies (RATSs), such as Microsoft Windows Presentation Foundation
(WPF)/Sliverlight, Adobe Flex, Java FX, not only significantly enrich the UI
development technology, but also can boost the collaborations among UX specialists,
designers and developers.

Many books and plenty of online resources have described and discussed the
technical capability and details of these technologies. However, how to effectively
incorporate RATS into the process of user experience (UX) design and development
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has not been systematically addressed. In this paper, we report our experience of
applying RATSs to develop several complex enterprise software systems. A new role,
integrator, is introduced to support the communications among UX specialists,
designers, and developers. We discuss the responsibilities and task assignments for
each role, and propose a new workflow to streamline the design and development. We
also discuss the challenges and the lessons learned from applying different RATs.

1.1 Waterfall Process of Software Development

Traditionally, software design and development follow a waterfall process (e.g,
Cusumano & Selby, 1997; Royce, 1970). Figure 1 shows a simple example of this
process. Based on the analysis of user needs and requirements, UX specialists create
sketches or wireframes to define the system layout and also the interactions among
different components. Designers will work on the visual design or “look & feel”,
adding visual style and drawing necessary icons. These “static designs” or mock-ups,
often in the format of JPG, PNG, or BMP, will be delivered to developers, who will
program business logic and behaviors to make the Uls functional. Custom or
nonstandard UI controls, even though they can be an integral part of novel user
experience, are often dropped out or changed during development because it is too
difficult or requires too much effort to implement using complex technologies, such
as graphics device interface (GDI+). Furthermore, because the whole workflow is
unidirectional or one-way, it is rather time and budget consuming if the design needs
to be changed at the end of development cycle.

Define

Design

Develop

Product

Fig. 1. An illustration of the traditional, one-way workflow for design and development
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1.2 Model/View/Controller (MVC) Pattern

To support the concurrent design and development, the ideal process is to decouple
presentation and user interaction from business logic and data access following the
Model/View/Controller (MVC) pattern. Under MVC, the view manages the
presentation or visual feedback to the user; the controller interprets the input or events
from the user, such as mouse clicking or keyboard pressing, and manages the model
information or updates the view, the model manages the data, responds to requests for
information about its state from the view, and responds to instructions to change state
from the controller (e.g., Krasner & Pope, 1988).

MVC pattern has been successfully applied in the web application development
(e.g., Leff & Rayfield, 2001), where the view is the look of a HTML page, and the
controller is the code that collects and generates dynamic data, and model is
represented by the content, which is often stored in a database or XML files.

Several rich application technologies, such as WPF, Flex, Java FX, provide
implementation support that leverages the MVC pattern. Two most representative
examples are WPF and Flex, and both of them have mature and optimized tool
support, which plays an important role in their successful adoption by the developer
community.

2 Rich Application Technologies

2.1 Windows Presentation Foundation (WPF)

WPF, introduced in the Microsoft .NET Framework 3.0, features a new programming
paradigm as an alternative to the traditional Windows Forms programming (e.g.,
Nathan, 2006; Petzold, 2006). WPF effectively permits the separation of Ul from the
underlying business logic using a new declarative language: Extensible Application
Markup Language (XAML), which is based on XML. The creation of XAML intends
to facilitate the communication and collaboration between designers and developers.
For instance, detailed designs can be specified in XAML by the designer, and directly
used by the developer in implementing the system. The development process can also
start from the developer, who first creates components using default styles, then
delivers these styles in XAML form to the designer, who then can style it and can
completely redesign its appearance.

In WPF, styles define the appearance and interactive behaviors of the elements in
an application. A resource is defined for re-use purpose. The external resource
dictionary files allow designer and developers to re-use the same asset across multiple
applications, providing a consistent user experience for different applications in a
suite. Another unique capability of WPF is that similar code base can be used to
produce stand-alone desktop application and browser application. This feature can
dramatically reduce the efforts and costs for maintaining two different code bases for
stand-alone or web-based deployments.

In addition, Microsoft also introduced the Expression Studio, including tools like
Design and Blend. The idea is that designers will be using Expression Design, which
supports vector based graphics. All the graphics and design generated by designers
can be stored using the XAML format, and referenced from both the XAML GUI
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specification, and from underlying implementation code. Several implementation
languages, including C# and Visual Basic .NET typically provide the business logic
implementation, whereas XAML delivers specification of the presentation layer. In
the case of more advanced visual customizations, the programming languages can be
used to explicitely manipulate the styles of visual elements, but even in these
situations, the XAML based styles are often reused and dynamically associated with
the control elements. Developers can use both Blend and Visual Studio to code
XAML and C#.

Blend is an important tool of Expression Studio not only because it has
comprehensive functionalities, but also because it has a full span of features in the
product development. Starting from Blend 3, a new project type, SketchFlow, has
been introduced into both WPF and Silverlight. SketchFlow enables UX specialists to
visually define the UI architecture and navigation of the whole system. It also
provides the low-fidelity theme for controls. The deliverable of SketchFlow is an
application embedded in a navigation panel with notation and commenting tools for
other people, such as stakeholders, to provide feedback. Blend can also generate a
Word document template embedded with the design. This can also be used to
facilitate the communications and discussions of the design details and specifications
among team members.

2.2 Adobe Flex

Flex is a SDK (Software Development Kit) created by Adobe company for building
highly interactive applications that can be deployed on Internet browsers installed
with Flash Player plug-in or desktops installed with Adobe AIR. The UI layout and
graphical appearance are described by MXML, a declarative XML-based language.
The programming language used to define business logic is ActionScript which is an
object-oriented language. Flex has included a rich library of basic Ul components,
such as buttons, list box etc., as well as some advanced Ul component, such as data
grid, data graph etc. Flex framework has its advantage in flexibility. For instance,
Flex at its core is event-driven and has many mechanisms to incorporate MXML and
ActionScript to implement complex behaviors. This flexibility makes it easy for
developers to quickly build prototypes.

Flash Builder (formerly called Flex Builder) is an Eclipse-based IDE (integrated
development environment) for rich internet applications (RIAs) and cross-platform
desktop applications development with the Flex framework embedded in. Its main
features include intelligent coding, interactive step-through debugging, and a
WYSIWYG editor for the user interface layout and appearance design.

Another tool, Flash Catalyst, has been introduced in 2010, which aims to rapidly
create expressive interfaces and interactive content. As an interaction design
application, Flash Catalyst intends to be a bridge that can bring UX specialists,
designers, and developers together. The tool is fully incorporated in the Adobe design
suite and can import graphic assets created in Adobe Photoshop and Illustrator. It also
can export a skeleton Flex/AIR project to Flash Builder, allowing developers to
implement the business logic using Flex framework. However, the primary usage of
Flash Catalyst is to create wireframes and interactive projects without writing code.
For instance, it does not even support code editing, nor does it support two-way
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workflow with Flash Builder. It does, however, support the two-way workflow with
Hlustrator and Photoshop. This allows designers continue working in Illustrator or
Photoshop to refine design and their art work, which later can be imported into the
wireframes in Flash Catalyst. We view Flash Catalyst as a tool primarily for UX
specialists and partially for designers. Although it is a tool with limited functionalities
and targeting at specific set of users, Flash Catalyst is easy to learn and used,
especially suitable for people with less technical background.

3 Roles, Tasks and Workflow

In the past several years, we have applied both WPF and Flex to develop several
complex enterprise software systems across various domains, such as building
management, healthcare IT, and energy services. RATs were chosen as the major
front-end development technology for a couple of reasons. First is due to their flexible
deployment model to either desktop or web browser. Second, the separation between
UI presentation and functionality is suitable for the collaboration among different
teams at different locations and time zones. Lastly, many new UI features offered by
both WPF and Flex, such as animation, customer control, and data visualization,
empower the designer to create a new and improved user experience.

Because of the large scope of the projects, multiple teams with different expertise,
including UX specialists, designers, developers, were involved in the development. A
new role, integrator, was introduced to support the communications among designers
and developers. We first discuss the tasks and responsibilities for each role, as
summarized in Table 1. We also discuss the workflow for the design and
development, which is illustrated in Figure 2.

3.1 Different Roles

UX Specialist. The primary responsibility for UX specialists is to define and ensure
product or system user experience. The tasks include 1) understanding and analyzing
end-user’s requirements, such as their needs, capabilities, and behaviors in their real-
world environments; 2) then translating the analysis results of users’ tasks, use cases,
and workflow into UI layout and interaction models. The deliverables are wireframes,
sketches, and storyboards. The typical tools UX specialists used are PowerPoint,
Visio, etc, which are independent to any RATs. However, both SketchFlow and Flash
Catalyst can be useful tools for UX specialists to create wireframes, storyboards, and
some quick prototypes. Based on our experience, Flash Catalyst seems to be easier to
learn, but provides limited tool support for collecting user feedback.

Designer. The main responsibility for designers is to design “look & feel” based on
the specifications defined by the UX specialist. Designers are used to create static
screens, mockups, and icons using primarily Adobe design tools, such as Photoshop
or Illustrator. The introduction of RATs can have significant impact on designer’s
tasks. For instance, with WPF, designers no longer work on mockups or screens but
the actual XAML code (even though Expression Design allows designers to produce
assets like they do with Illustrator or Photoshop and then deliver them in XAML, the
functionality for design is quite limited). The deliverables are XAML assets,
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including icons, brushes, animations, appearance/skin, shape, color, and resources.
Designers would mainly use Expression Design and Blend tools, which allow them to
actually execute the implemented functional systems, and then to directly manipulate
the visual resources and styles. The main benefit is that designers can have full
control of their design, removing the need for a roundtrip communication and
verification of the changes made by the developers. However, because both
Expression Design and Blend are new to designers, some training for the tools is
necessary. In fact, based on our experience, designers, especially those who don’t
have programming background, will have a steep learning curve for the Blend tool.

With Adobe Flex, the change for designers is minimal because designers are still
using the same design tools, such as Photoshop or Illustrator. The main difference is
that their deliverables are files in FXG format (Flash XML Graphics), which are
XML graphics files, can be imported directly into Flash Catalyst or later into Flash
Builder.

Developer. The primary responsibility for developers is to develop functionality.
Their tasks include, 1) understanding and realizing the UI implementation architecture
that supports the required user interaction patterns; 2) leveraging the existing reusable
assets and the development team expertise toward a full functional implementation;
and 3) building connections to the data source. They create a functional Ul according
to the specifications defined by UX specialist and integrator, but without spending
extra time on customizing the look and feel. They implement interactive functionality,
bind the UI elements to the corresponding data source, and implement event handlers
triggered by the user inputs and actions. The deliverables for developers include
skinless UI controls and data binding. In WPF, they use primarily Visual Studio tool
and the programming language is .NET programming languages such as C# and
VB.NET. Whereas, in Adobe Flex, they use Flash Builder and the programming
language is ActionScript.

Integrator. The integrator is a new role, who should have extensive training in
programming and also a good sensibility to design. In the early design phases, the
integrator needs to inform the UX specialists and designers of the specific constraints
inherent in the selected implementation technology (e.g., WPF or Flex) that they
should be aware of. This type of interaction continues throughout the life of the
project, with the adoption of additional architectural decisions and implementation
constraints being discovered. His/her responsibility is to assign tasks (functionality
implementation or skin design) to developers or designers. Finally, the integrator is
heavily involved in the production of a complete system, including the designers'
declaration of visual artifacts, and the functionality and behavior implementation of
the UI, coded by the developer. In WPF, the major tool used by the integrator include
is Expression Blend. In Flex, the integrator will be mainly using Flash Builder and
Flash Catalyst.

3.2 Workflow

RATSs support concurrent design and development, and the integrator works on
synchronizing the concurrent specialized teams. Consequently, a new workflow is
proposed to streamline the UX design and development as illustrated in Figure 1.
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Table 1. A summary of different user roles and tasks, tools for WPF (rows with white
background) and Flex (rows with light gray background)

Roles Tasks RATs Language Tools
UXx Define UI concept, WPF PowerPoint, Visio,
Specialist create wireframes & SketchFlow
sketches
Flex PowerPoint, Visio,
Flash Catalyst
Designer  Design visual “look & WPF XAML, styles & Expression Design,
feel” resources Blend
Flex MXML, graphic assets Adobe Illustrator,
Photoshop
Developer Implement WPF C#, VB.Net, XAML  Visual Studio
functionalities & components

interactive behaviors
Flex MXML/ActionScript  Flash Builder

Integrator Define UI architecture, =~ WPF XAML/C# Expression Blend
coordinate and integrate
the activities of UX
specialist, designer, and
developer
Flex MXML/ActionScript  Flash Builder

UX specialists, designers, and developers no longer work in a waterfall or one-
way workflow. In fact, defining, designing and developing can happen concurrently,
and there are a lot of two-ways communications between UX specialists and
designers, UX specialists and developers, and also designers and developers.
However, these communication and collaboration need to be coordinated by the
integrator, who will sometimes work closely with UX specialists to understand and
implement the UI architecture (e.g., screen layout), sometimes work closely with
designers to provide technical support to generate XAML or MXML code, and often
work closely with developers to make sure functionality implementation can be
seamlessly integrated with the design.

Note that both UX specialists and integrators are responsible for the UI quality,
with UX specialists focusing on the design while integrators focus on the realization
and implementation. Both UX specialist and integrator are talking to designers and Ul
developers; but the UX specialist has more influences on designers than the
integrator; conversely, the integrator has more influence on the UI developers. The
integrator is also responsible for the communications between the backend and the
frontend development. Sometime, there are overlaps between designers and
developers, especially for the UI control interaction and animation. Designers can
directly create some animations using XAML or MXML; but for special animations,
it is much easier to implement in C# or ActionScript by the developer. The integrator
needs to anticipate these issues, and make decisions accordingly.
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This new workflow, on the one hand, encourages the communication and
collaborations for different team members with different expertise, on the other hand,
ensures that the efforts from different team members, such as UX specialists,
designers, and developers, can be integrated together to deliver the desired design
quality. As the result, it can achieve the outcome of “what you design is what you

th)

get”.

Develop

Define Design

Integrate p)

. Product

Fig. 2. An illustration of the new workflow for UX design & development

4 Lessons Learned and Discussions

Overall, RATs and their associated tools offer significant support for concurrent
software development with multiple teams with different expertise. Our experience
shows that with clearly defined roles and task assignment, as well as a new workflow,
we can utilize the power of RATSs to streamline the UX design and development.
Nonetheless, there will still be significant challenges in developing advanced
interactive system, even when fully leveraging the capabilities of RATs.

4.1 Non Technical Lessons

First, even though new technology is in place, it takes time for developers and
designers to adopt the new process and development model. For instance, in WPF,
instead of delivering static graphics or screen that they used to do, designer should
deliver production artifacts, preferably in XAML format as a resource dictionary that
can readily be used by the controls used in the implemented application. Developers
should only focus on the functionality, and should pay no attention to the "look" of
the UI, only to using the right controls that will use the proper visual skin from the
resource definition. Secondly, the integration between designers and developers
needs to be planned ahead rather than ad-hoc. Namely, the integrator should work
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closely with UX specialist to lay down the UI architecture, and define the UI controls.
Based on the analysis, the integrator shall decide whether a control template or data
template is needed. Thirdly, the learning curve of WPF can be steep, especially for
designers who have no programming training or experience.

4.2 Technical Lessons

Data binding. Both WPF and Flex generally create a good framework for separation
of concerns between the UI designers and application developers, and allows the two
groups to develop their artifacts independently, with or without tight integration of
changes. This decoupling tends to break when the UI design tries to push the limit of
the dynamic visual controls, where the controls need to be tightly coupled to the data
bound objects for some aspects of graphical definition. In these situations, the data
binding mechanism becomes a glue technology for the implementation of the
appropriate object structures, and their mapping to the dynamically controlled
interactive controls. For integrators, Blend provides more powerful tools for data
binding to generate sample data of common types (e.g. name, address, email, phone
number). In Flash Catalyst, the integrator would have to manually input the sample
data.

Style (reuse control group). WPF and Flex provide a structured resource
management framework in Expression Blend and Flash Builder, allowing the Ul
designers to create and replicate visual styles in resource dictionaries. While these
capabilities enable the quick initial creation of visual resources, their effective
maintenance becomes very time consuming if the stylistic dependencies are not
managed by reusing shared aspects of the design elements. In general, the definition
and maintenance of the shared and reused resource structures is the type of task that
fits better with the software developers than with the UI designers’ skillset, but it still
requires a keen understanding of the visual dependencies as well. This aspect of style
and resource management should be handled or overseen by the integrator who needs
to have the knowledge of both the visual and structural aspects of the application
architecture, as well as the planned or potential changes.

Non-standard behavior. Many components in WPF and Flex provide a standard
behavior and allow wide customizations, both in their visual presentation and
interactive behavior, as do a multitude of external component libraries. The
customization capability often tempts UX specialists to try to define optimized
interaction and behavior capabilities which provide a marginal benefit to the
application user over the standard behavior. Unfortunately, changes in one aspect of
behavior for complex user controls may require extensive rework and impact many
other aspects due to the implementation dependencies. The actual cost and effort for
such customizations in many cases may make them non-cost effective, particularly if
the expected benefit is small. In addition, once a control is extensively customized
and modified, it often needs to be maintained to preserve the customization with new
releases of the base components. In general, only if a major competitive advantage of
a system depends on modifying the standard control containers, can such a decision
be justified.
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5 Conclusion

The emerging technologies, RATs, are making it easier for UX specialists, designers,
and developers to work collaboratively on developing new applications, by
concentrating on their respective specialties and having a well defined integration
interface. This interface is standardized on the technology level and does not map to
the domain specifics of any application, so there is still much left to interpretation of
the assets that are coupled over the interface, and to the common interface
understanding between designers and UI developers. The management of this
communication interface, which is both complex and project critical becomes the
primary responsibility of the integrator that collaborates with the designers and
developers in making sure the shared resources are defined and used in accordance
with a common interpretation of the design and behavior requirements.
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Abstract. Model-based design of user interfaces mostly starts with task and
domain modeling. The resulting models are an important input to subsequent
development steps. Thus, a thorough evaluation of these specifications is of
great importance, e.g. to avoid the implementation of bad or even error prone
solutions. Executable task models are in use for several years to evaluate the
design time specifications. They are also used at runtime by now as part of the
final application. In this paper we propose an executable task model that is
configured using the design time model. Kernel concept of this work is a task
state machine describing a generic task life cycle assigned to each task.
Developers may extend it at design time to describe application dependent
behavior. The extensions are automatically transferred to the runtime system. A
further focus of the paper is on the specification of temporal relations and their
extensibility in terms of model description and execution.

Keywords: task modeling, executable task model, runtime support, temporal
relations.

1 Introduction

In model-based design of user interfaces it is well established to distinguish different
modeling layers [1]: Starting with a model of the tasks formulated from the users’
perspective (task model) and a model of entities involved in task execution (domain
model) a model of the abstract user interface (dialog and presentation model) is
developed. This model is transformed into one or more concrete Ul models taking
into account context information such as availability of media, modes and devices.
All in all, results of task modeling are an important input to the subsequent
development steps. A task model, however, may be very complex. It describes not
only the tasks users should perform to reach their goals by means of a system under
consideration, but also their hierarchical decomposition into subtasks, information on
task sequencing and conditions of task execution. . Executable task models are in use
for several years to evaluate such specification [2], [3], [4], [S]. They are also used at
runtime by now as a component of the final application [6], [7], [8], [9], [10].
Executable task models at runtime are based on generic task life cycles in the
works mentioned above. They are represented by means of state machines showing a

* Corresponding authors.
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lot of similarities with respect to states and transitions. In our work, in contrast to the
other approaches, the state machine is not only part of the runtime system but
additionally used as an explicit modeling concept at design time [11]. Specifications
by the developers extend the generic state machine of a task and are systematically
adopted by the runtime system. Basically, similar to [8] and to [9], we follow the
approach of model interpretation at runtime. The design time models are used to
configure the executable task model. This work aims at supporting the transition from
design time to runtime. Its main ideas are presented in the following. In section 2
basic modeling concepts including the generic state machine are introduced. In the
subsequent section 3 the generic state machine as used at runtime and steps of the
configuration process are presented. Remarks concerning the state of the work are
given in section 4.

2 Modeling Concepts

The kernel modeling concepts of the approach presented here are Task, Condition,
Temporal Relation, Behavior and Domain Object that are linked to each other via
different, predefined relations. The concepts are shortly introduced below except
Domain Object, which is used to specify objects that are involved in task execution.
The object model is not further described here since in our current work we focus on
tasks and temporal relations. Basically an object-oriented approach is used that could
be described by means of UML. Examples of linking objects with other concepts are
given within the following introduction of the concepts Behavior and Condition.

2.1 Task Specification

Task structures, as in general, are defined by means of hierarchical decomposition of
tasks (CompositeTask) into their subtasks. A task not subdivided into further tasks is
called an elementary task (ElementaryTask). These bottom tasks of a task hierarchy
are the “points” where the intended actions affecting the domain are performed.
Composite tasks are high level tasks structuring a task space.

The time period within which a task is executed is used as an explicit concept to
describe temporal dependencies. A task defines a frame (task frame) of its execution
and thus for the actions performed to fulfill it. In the case of a composite task each
subtask possesses a frame of its own while the superior task’s frame includes all of
them. Overall, temporal dependencies are based on time periods (as in the work by
Allen [12]), e.g. constraints on task duration (temporal constraints), but also on
temporal relations (as often used in task modeling, e.g. in MAD [5] and CTT [3]).

Temporal Constraints. Temporal constraints, defined as task attributes in the meta-
model, specify delays before (StartOffset) and after (EndOffset) a task run. In
addition, the duration of task execution can be constrained in terms of a minimum and
a maximum period of time. For example, a user might move the icon of a text
document into a workspace by means of a defined touch-based gesture. The user can
repeat this several times but the system should take care of a clear separation of the
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different repetitions. Fig. 1 (a) shows a solution: The required behavior is modeled by
a Loop of the interaction task move icon into workspace together with a value
specification for its EndOffset defining a delay between two executions. MinDuration
and MaxDuration might be set to specify the period of time within which the gesture
is to be performed.

Loop

5>|mu-.-'eic0nint0 -.-vurkspacel 2sec| :

|

EndOffset

time

Fig. 1. Loop of a task with a time interval of 2 seconds after each performance

Generic Task Life Cycle at Design Time. Tasks undergo different state changes
while being performed. These states are also significant to users since in their
planning of follow-up activities they take into account current task situations. It is
important to a user, for example, whether he can start to work on a task or not
(because of unfulfilled conditions), or if he is already performing a task and thus its
subtasks. The states and possible state changes are described by means of a generic
state machine. It and the description of its states are shown in Fig. 2. The transitions
between the task states are labeled with the events triggering them.

5 —skippe q ] State Meaning

: Y - - initiated if all preconditions are fulfilled the task
P Restart
initiated can be started

T Restart

Suspend
running %; suspended )

Resume

End Abort
Abort suspended | the task is interrupted

(_completed @ terminated | indicates an abort

skipped the task is omitted

running denotes the actual performance of the
task and of its subtasks, if applicable

completed | marks a successful task execution

Fig. 2. Generic task state machine used at design time [11]

Developers may extend each transition at design time, e.g., to denote that
completing a task logout triggers the abortion of a task check out. In this example, the
transition from running to completed of the logout task state machine may be
extended by the generation of an Abort event that is sent to check out and its task state
machine, respectively. Further actions may be added to transitions, e.g., to specify
modifications of values of domain objects or to alter the Boolean values of constraints
[11]. In addition to these effects resulting from task state changes the intended effect
of a regular task execution is described by a so-called Behavior.
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2.2 Behaviors and Conditions

Behaviors specify the effects of task execution, i.e. the intended actions affecting the
domain. They can be assigned only to elementary tasks (performed while the task is in
the state running). Thus, a composite task doesn’t possess any behavior. Its effect is
given by the combination of its subtasks, which themselves may be elementary or
composite tasks.

The meta-model contains different specializations of the concept Behavior, e.g.
ObjectManipulationBehavior by which manipulations of domain objects are
specified. Developers may extend the set of behaviors as needed. All in all, our way
of connecting specific manipulations to task execution is similar to the use of
userAction and taskltem (object of an action) described in [13, page 62]. Currently we
also follow an object-oriented approach, thus an ObjectManipulationBehavior
contains a field referencing an object’s method. In the case the behavior is assigned to
a task, the method is invoked if the task is performed. A further example of a behavior
type is the RequestTaskStateChangeBehavior by which impacts on other tasks
performance may be specified. Such a behavior is used in the example below that is
given by showing the XML description internally used. If the AbortCheckOut
behavior is executed an Abort event is sent to the task with the identification 46...
(line 3 to 5).

1 <Behaviours>

2 <RequestTaskStateChangeBehaviour global:Id="22.."
global :Name="AbortCheckOut">

3 <TaskInstanceReference Reference="46.."/>
4 <RequestedTaskState>Abort</RequestedTaskState>
5 </RequestTaskStateChangeBehaviour>

6 </Behaviours>

Conditions constrain task performance, e.g. a task can be started only if its pre-
conditions hold true, while it can be finalized only if its post-conditions are fulfilled.
The concept Condition enables to cope with such constraints. Similarly to behaviors
predefined types exist, for example, an ObjectValueCondition is true if an attribute of
a domain object holds a given value, otherwise the condition is false. By means of a
TaskHasStateCondition it is evaluated whether or not a task is in a given state. In the
example below checkout is performed is a TaskHasStateCondition. It is true if the
task with the ID 4D... is in its Running state.

1 <Conditions>

2 <TaskHasStateCondition global:Id="30.. " global:Name="checkout is
performed" ..>

3 <TaskInstanceReference Reference="4D.."/>

4 <TaskState>Running</TaskState>

5 </TaskHasStateCondition>

6 </Conditions>
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The following description exemplifies how behaviors and conditions are assigned to
tasks by means of references. The condition checkout is performed is assigned as a
pre-condition to the task empty shopping cart (line 2 to 4). The effect of this task is
given by the behavior AbortCheckOut (line 6). Generally, usage of a condition as a
pre- or post-condition depends on whether it is referenced in the PreConditions or in
the PostConditions section.

1 <ElementaryTask global:Id="55.." global:Name="empty shopping cart"
Type="Interaction">

2 <PreConditions>

3 <ConditionReference Reference="30.."/>
4 </PreConditions>

5 <PostConditions/>

6 <BehaviourReference Reference="22.."/>

7 </ElementaryTask>

2.3 Temporal Relationships

A TemporalRelationship characterizes task sequencing and hereby the initial use of a
set of modalities over time. A set of predefined relationships exists, such as Sequence
(sequential task execution), Parallel (timely overlapping of task execution), Loop
(repeated task execution). Further patterns, however, can be specified and added to
the set. Temporal relationships are used within so-called temporal relationship
structures to model the order of subtask execution.

A temporal relationship structure is described by means of a hierarchy within
which a temporal relationship may include further ones, i.e. temporal relationships,
similar to tasks, are structured hierarchically. Inner nodes represent tasks or further
temporal relationships, but a leaf node must be a task. Hereby complex temporal
dependencies can be specified - without introducing additional tasks only for the
purpose of defining temporal ordering as it is required by, e.g., MAD [5] and in our
former approach WITM [11].

In a multimodal interface for example, the user may gaze at a text document icon
while repeatedly moving a picture causing the picture to be inserted at the beginning
of the text document. In this example (see Fig. 3 (a)) the task insert picture exists that
is composed of the elementary subtasks gaze at icon (possessing the ID 71...) and
move picture (ID 5E...). Subtasks are listed within the CompositeTask TAG (line 3
and 4) while their execution order is given by means of the TemporalRelationships
Tag (line 6 to 13).

If the user, however, holds the picture over the icon for more than two seconds the
document should be opened. Now the user may specify an exact position by moving
the picture over the opened document and dropping it once the desired position is
reached. Fig. 3 right hand shows the corresponding temporal structure. This time a
tree notation depicting the temporal hierarchy instead of XML specification is used. It
shows in terms of the example how a hierarchical temporal relationship structure is
composed of subtasks and temporal relationships (rectangles with dotted lines).
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Generally, to each composite task a temporal relation structure is assigned. The
occurrence of each subtask within the tree is restricted to exactly one: The temporal
relation structure is defined for all subtasks the superior task is composed of, but each
subtask can be referenced only one time.

1 <CompositeTask ... global:Name="insert picture"...>

2 I insertpicture at pasitlcnl
3 <ElementaryTasklnstance Id="5E..." .../>
4 <ElementaryTasklnstance 1d="71..." .../>
5
6 <TemporalRelationships> :'ic?:; Esequential il_oop
7 <Parallel> overicon
8 <Loop> preeeeenbeneesey
9 <TaskReference Reference="5E..."/> | hold I open | Sequentst|
10 </Loop > document
1 <TaskReference Reference="71..."/>
12 </Parallel>
) ) t d
13 </TemporalRelationships> ;ﬁ; p,é::‘:e
14 </CompositeTask>
(a) a temporal structure given by means of (b) a temporal structure visualized by
XML specification hierarchical tree notation

Fig. 3. Temporal structures of inserting a picture

3 Executable Task Model

The executable task model is part of a runtime environment that is configured based
on the static model specified at design time. The environment contains a Task-
Manager, a DomainManager, a BehaviorManager, a ConditionManager, and a
TemporalRelationManager that interact which each other to realize the behavior as
given by the static model. The managers responsible for behaviors, conditions and
temporal relations are extended with the implementation of specific behaviors (such
as ObjectManipulationBehavior and RequestTaskStateChangeBehavior), conditions
(e.g. ObjectValueCondition and TaskHasStateCondition) and temporal relations
(Sequence, Parallel, Loop, etc.), respectively. Adding, for example, a further temporal
relation to our modeling approach requires two steps: First of all, the meta-model, i.e.
its XML schema has to be extended with an according Tag so that the additional
temporal relation can be used at design time. Secondly, the relation must be coded
and added to the runtime environment.

3.1 Generic Task Life Cycle at Runtime

The kernel concept of the executable task model is a generic task lifecycle to handle
and control task performance. It means that the approach presented in this paper
makes use of a generic task lifecycle not only at design time (design task state
machine, in short d-TSM) but also at runtime (referred to as r-TSM).
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Fig. 4. Generic task state machine used at runtime

The generic task state machine of the runtime environment (see Fig. 4) is an
extended version of the one introduced in Fig. 2 since additional runtime control
information is required to handle task execution. All in all, the d-TSM describes the
task life cycle from the user’s point of view while the r-TSM describes it from the
system’s point of view. (Please note that the skip possibility is handled by the
TemporalRelationManager and thus not modeled explicitly in the runtime task state
machine.) The meanings of the states are as follows:

inactive: The task is part of the task space but not “accessible”, i.e. the software object
representing the task exists but is not initialized.

start impossible: Beginning the task is not possible because at least one of its pre-
conditions is not fulfilled. Conditions are checked permanently. In the case a
condition changed its Boolean value the task manager is informed, so that for all
transitions depending on that condition it is evaluated whether they are to be
triggered. A task remains in the state start impossible as long as at least one pre-
condition is unfulfilled (false) and the state start possible is adopted as soon as all
pre-conditions are true.

start possible: All pre-conditions of the task are fulfilled. The task state is set to start
impossible again once one of the pre-conditions evaluates to false. However, if the
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Start event is received the task begins to be performed. This event may result from
a user action and thus be generated by the UL

performing StartOffset: The task is started and a defined time interval is waited before
it actually runs. As soon as the StartOffset elapses the state running is adopted. If
no StartOffset is defined (i.e. its value is zero), the state running immediately
becomes the current state.

running: This state denotes the actual performance of a task and it’s subtasks, if
applicable.

suspended: The task is interrupted because of the application logic, i.e. the events
Suspend and Resume are triggered by the application.

end impossible: The task run cannot be ended because at least one of its post-
conditions is not fulfilled.

end possible: All post-conditions of the task are fulfilled. However, ending the task
may depend on further dependencies. Therefore, only the End event denotes the
end of task execution. Again, the event may result from UI interactions.

performing EndOffset: The task is ended and a defined time interval is waited before
it is completed. If the value of the EndOffset is zero, end possible immediately
becomes the current state.

completed: This state marks a successful task execution.

aborted: This state indicates an abort that is triggered by the application logic.

failed: The task performance fails because an exception is thrown.

3.2 Configuration

A state machine exists for each task in both the design model and the executable task
model. Extensions of a d-TSM are transferred systematically to the r-TSM within the
configuration process. Each transition extension of a task’s generic d-TSM is added to
the respective transition of its generic r-TSM. Hence, if the TaskManager performs a
state transition all actions assigned to it are invoked. For example, in the case a
transition is extended with a RequestTaskStateChangeBehavior a state-change event
according to the given state in the behavior specification is sent to the task referenced
in the behavior specification.

Conditions are introduced into r-TSM according to their specified usage in the
design model: Pre-conditions of a task are assigned to its transitions between start
impossible and start possible as (additional) requirements for performing these
transitions. Post-conditions, in the same way, extend the transitions between end
impossible and end possible.

StartOffset and EndOffset are represented by means of the states performing
StartOffset and performing EndOffset, respectively. As described by the generic r-
TSM, the specified time has to elapse before the subsequent state is adopted.
Fulfillment of durations constraining task execution (MinDuration and MaxDuration)
is not realized by an explicit state but controlled by the TaskManager while the task is
in running. Additionally, in the case of a composite task the r-TSM of its subtasks are
considered by the execution process according to the defined temporal structure.

Temporal relations are systematically transferred to the executable model as well.
Here the hierarchies of both the tasks and the temporal structures are regarded. Thus,
temporal relations are fulfilled in close cooperation between the TaskManager and the
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TemporalRalationManager. A composite task, as mentioned above, possesses a list of
all its subtasks and a hierarchical temporal structure. The last one is composed of
temporal relations (inner nodes) and task references (leaf nodes). Loading the XML
specification of a temporal structure results first of all in the internal representation of
its hierarchy. Fig. 5 (a) shows the temporal hierarchy resulting from the example
depicted in Fig. 3 (a). The TemporalRalationManager instantiates for each relation an
according control object. However, this is only possible if the runtime environment
contains an extension implementing the relation’s semantics. In the case of a temporal
relation Tag without corresponding implementation a warning is generated and the
relation is ignored by substituting it with the initial NoOrder relation. The task
references given in the model specification remain but are replaced at runtime by the
software objects representing the referenced tasks (see Fig. 5 (b)). Furthermore, the
software objects realizing behaviors are analogously linked to tasks. Fig. 6 (b) shows
the order of task execution for the simple example insert picture, in which the
behaviors of move picture and of gaze at icon are given by behaviorMP and
behaviorGlI, respectively.

insert picture

(a) (b)

Parallel L

move picture

behaviorMP

gaze at H >®
icon B a Cr o o
reference I
gaze at icon
move N |
picture 2| behaviorGl [
reference

Fig. 5. Temporal Structure after (a) Loading and (b) at Runtime

4 State of Work

The meta-model is formally described by means of XML Schema. First versions of a
task editor, a runtime system executing the models and a simulator based on it are
developed. Both the editor and the simulation tool are in the state of proof of concept
tools. The focus was on extensibility and on temporal dependencies. Easy extensibility
was reached by separating the concerns of the concepts Task, Condition, Temporal
Relation, Behavior and Domain Object that are linked to each other by means of
references, processed by dedicated runtime managers. The focus on temporal
dependencies is motivated by multimodal user interfaces, in which complex relations
may exists. At task layer we abstract from specific usage of interaction modalities as far
as possible and describe the impact of their use on task performance over time. Task
frames define the time intervals that are structured by means of hierarchical ordering of
temporal relationships and sub-tasks. The editor and the simulation tool mentioned
above make use of nearly the same diagrams. The representations and view concepts,
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however, are to be investigated in follow-up work. A step in this direction is our current
work on improving the task state machine editor.

Acknowledgments. This work was supported by the German Federal Ministry of
Education and Research.
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Abstract. Model-based universal interaction devices are already capable to
react on contextual changes by automatically adapting the user interface, but
without considering the usefulness of the resulting user interface. Often tasks
cannot be executed any more or execution orders will result in dead locks
caused by unavailable functionality. We present our approach of investigating
this property of adapted models based on the example of the SmartMote in our
living lab the SmartFactory®". Given the task description of the user interaction
we determine a dialog model in terms of a state machine — which is necessary in
our process of user interface generation — to determine possible execution
orders leading to the accept state of this state machine. Using these execution
orders the initial task model can be adapted, all misleading tasks can be
removed and the resulting user interface will only offer valid user interactions.

Keywords: Adaptive User Interfaces, Usage Context, Task Fulfillment,
SmartFactory, SmartMote, Model-based User Interface Development.

1 Introduction

Modern production environments comprise numerous devices demanding for direct
human interaction — e.g. to execute, monitor, or maintain the production process.
While each of this devices confront the user with different user interfaces — providing
different user experience — future facilities will be equipped with universal control
devices such as the SmartMote (see Figure 1, right) that are capable of providing
control over intra-device functionality in a homogeneous manner, enabling for a
homogeneous user interaction concept. This can be ensured by the separation of the
content (i.e. task/workflow model) and its representation (i.e. presentation model).
Due to the flexible nature of future ambient production environments, production
lines can be (automatically) rearranged e.g. in order to compensate for device errors.

J.A. Jacko (Ed.): Human-Computer Interaction, Part I, HCII 2011, LNCS 6761, pp. 1651174,2011.
© Springer-Verlag Berlin Heidelberg 2011
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Thus, devices and their services will not be available anymore which needs to be
reflected by the user interface in order to prevent usage errors. Therefore, the
underlying model will be tailored to the new configuration. This paper discusses one
approach based on the adapted model to determine if the user is still able to achieve
her goal.

Fig. 1. Left: the room-based use model and its components. Right: the SmartMote running on a
TabletPC used to access devices of the SmartFactoryL.

2 SmartFactoryKL and SmartMote

Located in Kaiserslautern, the SmartFactory®" serves as a living lab for future
ambient production environments [15]. It is characterized by a vast amount of field
devices from various vendors. Basically, these devices build up a production process
with the aim to produce colored soap filled up in dispenser bottles. According to the
vendor, physical constraints, and device type these field devices offer diverse ways of
human interaction — ranging from simple digit numbers to complex industrial
workstations. Many of these devices possess their own user interfaces which —
according to the vendor or physical device restrictions — provide different interaction
concepts and can result in a bad user experience. The user has to adapt herself to
different concepts, cooperate designs or modalities. Being confronted by this diversity
during the execution of workflows this will result in operating errors [3].

Future production environments will consist of flexible entities which are
replaceable and reconfigurable, but also aware of the entire process. In case of a
device error during the production these lines will be able to reconfigure themselves
in order to still be able to complete the production process. According to the current
configuration the user has to adapt her mental model of the entire production flow in
order to be able to locate the interface she has to access. For maintenance personnel
this can be a challenging task.

Furthermore, the SmartFactory*" implements the paradigm of new ambient-
intelligent production environments all of the field devices are interconnected and can
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provide their information at any time, which is a necessary requirement to develop
universal interaction concepts. Given the combinatorial explosion of possibilities,
traditional software development approaches are insufficient to develop such flexible
user interfaces. Therefore, our universal interaction concept — the SmartMote — is
based on various formal descriptions that can be altered and interpreted during
runtime to produce a user interface giving access to the desired functionality of the
field devices.

Core model of our approach is the room-based use model (RUM) which is built on
the Useware Markup Language (useML) [5]. Figure 1 (left) depicts the RUM as it is
used in our approach. It consists of a topological model of the entire environments
comprising physical/organizational spaces (rooms) that can include devices. These
devices are equipped with interaction zones describing the concrete restrictions on
human-machine-interaction with respect to the current usage situation. Use model
objects (UO) describe the tasks and workflows that can be executed by the user by a
hierarchy down to elementary use objects (eUO) that stand for the individual user
interaction such as change, trigger, select, enter and inform. Because the RUM only
provides information about the content to be displayed there are many other aspects it
does not cover. To interface to concrete application services the functional model is
used [4]. We made use of the concept of usability patterns [2] to assign the elements
to be displayed to concrete user interface elements in a presentation model.

In the following we will focus on the RUM - especially the contained task model —
to show how the current usage situation has an influence on the content to be
displayed and the effect on a user of the SmartMote.

3 Context in Ambient Intelligent Production Environments

Knowledge about the current usage situation can be used to improve the usability and
perceived experience in various ways. During the interaction with the system the
intention of the user can be predicted and the system can prepare itself to support
future task executions. If the user will be within the operating range (e.g. during
maintenance) of a robot arm while activating it this will lead to a hazardous situation.
In case the system is able to detect the users’ current position all functionality leading
to this problem can be deactivated in advance and feedback can be provided to inform
the user.

Context is a very broad term of which many definitions exist [12]. In general it
summarizes all surrounding circumstances of a certain user interaction or activity. It
contains every piece of information that can be used to characterize the environment
in which the interaction takes place, attributes of the user as well of the devices the
user is interacting with which additionally is relevant to this particular interaction
[14]. Collecting this data in a formal model will create a knowledge base that can be
used in order to derive facts about the current usage situation based on which the user
interface can be adapted (e.g. deactivation of hazardous tasks). Thus, the information
which is being provided to the user can be adapted to the current usage situation and
the complexity of functionality offered to the user can be reduced to the functionality
that is relevant in this situation and therefore usage errors can be prevented.
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By the application of a set of rules on the contextual information will result in the
generation of transformations as well as filters that will be applied to the RUM —
certain tasks will not be available any more to the user. Therefore, the system needs to
perform task reachability analysis in order to determine if the user can still reach her
goal: completing the workflow. This aspect will be covered in section 5.

/Static Context \
RFID-Tag- Interaction Zone Task Model incl.
Coordinates Geometry _I Interaction Zones
|

Derived Context

Filtered

(3 )
ey Write access
@ @ — = 3> Readaccess

Fig. 2. Processing contextual information within the SmartMote — matching static and dynamic
context factors to filter the RUM

In the following we will elaborate this idea based on the example of the SmartMote
localized within the SmartFactory®". As mentioned above the RUM comprises the
specification of interaction zones, a concept initially developed for interaction in
working environments [13]. According to the zone in which the user is currently
located in, a different use model will be instantiated.

Figure 2 shows an overview of the context concept of the SmartMote. In the
concrete scenario the indoor positioning system (UbiSense) as well as the RFID floor
grid of the SmartFactory®" will be used to determine the exact position of the user.
Locations of the tags and geometric dimensions of the interaction zones are defined in
the RUM. After receiving data from the positioning system and after contact to a
RFID tag was established this information will be added to the RUM. This will result
in firing a rule inside the reasoner component: given the information about the
position of the user the SmartMote is able to match it to the dimensions of the single
interaction zones as described in the RUM. In case a change of the active interaction
zones was detected, a filter set can be generated in order to adjust the RUM, which
will be interpreted and the displayed interface will be adapted accordingly to only
show the functionality that was defined for the particular interaction zone. [1]

At this point the reasoner is only able to adjust the RUM in accordance to the
contextual information derived from sensorial input. So far it was not possible to
determine if the displayed user interface is still sufficient for the user to achieve her
goals, which we will address with this contribution.
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4 State of the Art

Before we elaborate our approach to check adapted user tasks, we want to give an
overview about previous work on which our approach is built on. On the one hand
this work involves task aspects as well as quality facets to check and modify task
models. Therefore, in the following we will first briefly discuss task models before we
introduce conceptual work on graceful degradation which is usually used in the
domain of embedded systems.

4.1 User Task Models

Tasks that are required to be accomplished by the user in order to achieve her goal
can be described in a hierarchical manner. Often this supports the stepwise refinement
of the goal into abstract tasks down to atomic actions that will be executed during the
interaction with the user interface. One of the earliest approaches to describe user
tasks is the ConcurrTaskTrees (CTT) notation [8, 10]. Based on the ISO standard
LOTOS (Language Of Temporal Ordering Specification) it leverages eight temporal
operators to set the single tasks into relation with each other. CTT has constantly been
improved but it shares one major drawback with other task models: scalability. Larger
models can be created but confuse maintainers which can result in mistakes. Another
disadvantage is the degree of refinement of basic tasks because the concrete type and
nature of interaction is left open [9].

Based on the Useware Markup Language (useML), the RUM also structures tasks
in a hierarchical manner [5]. An advantage of the RUM is the final refinement step
towards leaf nodes in the graph structure — the elementary use objects (eUQO). These
describe the concrete atomic actions which are executed by the user. This makes the
interpretation during runtime much easier.

4.2 Graceful Degradation

Graceful degradation is used in the domain of embedded systems to avoid failures in
safety critical systems. The idea behind this concept is that a system consisting of
diverse components is able to react to malfunctions of single devices and will
compensate for the loss of e.g. actuators or sensors. Usually the system will be set
into a different state in which it doesn’t offer the full functionality anymore but it still
is running the basic functionality. Graceful degradation describes the “smooth change
of some distinct system feature to a lower state as response to errors” [11].

An example out of the automotive domain is the vitality of a car remaining
functional even if subcomponents are not available anymore. In case of a failure of
the brake booster the system will switch into a state were the car will only accelerate
to a lower speed (than the vehicle’s possible maximum). This concept can be
transferred to the context of graphical user interfaces, where a failure within the 3D
component could result in less graphical effects while still offering the basic
functionality [11].
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In model-based user interface development graceful degradation has been
integrated in order to support the portability [6]. Since the user interface descriptions
are available on different levels of abstraction, the portability between different
platforms can be ensured much easier than in traditional development processes.
Nevertheless, various platforms also provide their individual attributes and are e.g.
restricted in terms of display size or resolution, which results in the natural question
how to display the same content on a different resolution even if the modality remains
the same. For example if the size of an interaction object is restricted graphical user
interfaces can be implemented with different widgets that provide the same
functionality (but with a loss of comfort, precision, etc.). In case the display space is
limited the user interface can offer two buttons for selecting a value within a range
(increase and decrease), but if the display space is more ample this function can be
displayed as a slider. In the latter case the user can not only specify the value but she
is also faster in giving her input by estimating the value on the scale before specifying
the precise value. Thus, the concept of graceful degradation was used in this context
by Florins [6] to address this problem in model-based user interface development by
developing an algorithm, deriving a user interface according to certain platform
constraints using a set of graceful degradation rules.

This inspired our work to apply the idea of graceful degradation directly to task
models. Because dynamic aspects of ambient intelligent production environments will
first have an effect on the tasks the user is allowed to perform it is a consequence to
determine the new task sets and to exclude tasks which e.g. will lead into dead locks.

Fig. 3. A sample task model as contained by an RUM

5 Checking for Task Fulfillment by Graceful Degradation

Depending on the derived context, the resulting task model needs to be adapted
accordingly. In the following we will introduce our approach based on a dialog model
analysis in order to check for task fulfillment. First the underlying dialog model —
which is generated out of the task model — will be introduced briefly. This serves as
the input for the graceful degradation algorithm checking for task fulfillment and
deriving an adapted task model.
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Fig. 4. Dialog model generated out of the task model shown in Figure 3

5.1 Task and Dialog Models

Based on a user task analysis, task models have been proven to be an effective way to
formalize tasks that can be conducted by a user on a particular user interface in a
hierarchical refined manner. User interfaces consist of dialogs which lead to the
integration of a dialog model within our generation process to effectively generate user
interfaces [7]. Starting with a task model as depicted in Figure 3, we automatically
derive a dialog model in a two-phase process. Staring with a binary priority tree of the
task model all possible execution orders need to be stored into a deterministic finite
automaton. Enabled task sets (ETS) will be extracted from this binary priority tree by
stepwise execution (after which the tree will be updated again) and determining the next
ETS. Result will be an automaton (state machine) as required.

ETS 1:
{eUD2.1,eUD2.2,

ETS O:
{eU01.1,eU0 1.2}

] [{euo 2.1}

80 3.3

ETS 5:
{(eU03.2, €U0 3.3}

Fig. 5. Dialog model after eUO 2.1 becomes unavailable, removed transitions and marked
transitions leading to the accept state

5.2 Task Fulfillment

After the dialog model has been generated it is possible to check if a user can still
achieve her goal while using the adapted user interface (generated based on the new
model). Figure 4 shows the resulting dialog graph of the task model shown in Figure 3.
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Now, in case a service — and the corresponding elementary use object — becomes
unavailable, all execution sequences within the model that are in any relation to the
unavailable objects will be deleted.

In the given example the elementary use object 2.1 becomes unavailable. Therefore
all transitions that are associated to the object will be removed in the automaton as
depicted in Figure 5.

Checking all possible paths within this graph than can lead to the accept state the
algorithm can determine if this state is reachable. As shown in figure 5, the algorithm
will find two possible paths within this model that fulfill this requirement (red and
green paths) and as a result declare the users goal as achievable. Four valid execution
orders can be found in the example:

e ¢UO1.1,eU0 3.1,eU0 3.3

e ¢UO 1.1,eU0 3.1,eU0 3.2,eU0 3.3

e ¢UO 1.2,eU0 3.1,eU0 3.3

e cUO1.2,eU03.1,eU03.2,eU0 3.3

This is a necessary precondition in order to continue processing with the adaptation
because if this check would be omitted the resulting user interface could be — with
respect to its functionality — not useable anymore and therefore directly lead to
operating errors.

All the elements of the initial task model will be set into the state not reachable to
be processed by the graceful degradation approach. Starting with the leaf nodes —
always elementary use objects — all these elements which are included in the valid
execution orders determined from the dialog model analysis will be set to the state
reachable. In case an object only contains children that are not reachable it will
remain in its state. This algorithm will proceed recursively until the root node is
reached (see Figure 6).

not reachable - reachable

Fig. 6. Task model — marked according to reachability of tasks

Beginning with the root node, all the objects that are marked as not reachable will
be removed from the task tree. After this phase is finished the adapted dialog model
can be generated which serves as the input for the generated user interface.
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5.3 Threats to Validity

First simulations have shown the feasibility of this approach, but also indicated some
drawbacks.

Simulated based on models of the SmartFactory*", this approach works quite well
(given the fact that it represents a small to medium size production environment), but
using larger models will result in a lowered performance and if those models exceed a
certain complexity the user interface will not be useable during run-time anymore.

Furthermore, processes within the SmartFactoryKL are modeled in a redundant
way. This means in case of a malfunction of a pump there are other pumps to
compensate its function. Therefore, these redundancies are also reflected within the
task model according to the device configurations. Relating to the approach, the user
has different ways to reach her goal and in case of an adaptation this can still be
possible. If there are no redundancies, the user interface cannot be adapted but also
the production environment will not be functional any more in our scenario.

6 Summary and Future Work

Ambient production environments will offer single holistic interaction concepts which
offer interaction with all the deployed field devices and therefore will be able to
provide a homogeneous user experience. One sample universal control device is the
SmartMote which serves as a demonstrator and application scenario for our research.

In this paper we presented one step within our model-based user interface
generation approach that is capable of adapting the user interfaces to contextual
circumstances. Relying in task models describing the users’ interaction with the
interface, previous approaches were not able to determine the quality in terms of
reachability of the users’ goals of the resulting adapted user interface. We elaborated
our approach based on this specific tool chain to leverage the determination of valid
execution orders after a contextual chance. Based on the detected execution orders the
task model can be adapted accordingly, avoiding tasks that cannot be executed by the
user any more. Thus, also the resulting user interface does not offer any user
interaction or dialogs which cannot be reached by the user or will lead to dead locks
within the users’ task execution process.

As mentioned above we successful simulated this approach with various models
and adaptations based on our living lab while also indicating drawbacks. We therefore
need to conduct further investigations on the performance of this algorithm and we
are simultaneously developing additional algorithms against we will test the presented
approach.
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Abstract. In this paper, we propose a method for the analysis and the
interpretation of the interactions between the user and the interactive system to
evaluate. The proposed approach is based on the comparison between the user
interaction sequences and the sequences average. This confrontation concerns
the task execution duration, the realized tasks number and the action sequence
used in a defined experimental scenario.

Keywords: Human-Machine Interaction, Automatic Evaluation, Ergonomic
Guidelines, Task modeling.

1 Introduction

For more than thirty years, many researches concerned the improvement and the
optimization of different interaction aspects between human and machines. This
interest increases considerably with the interactive systems evolution. The HCI
evaluation can be done in every development phases (specification, design,
implementation, tests...) [22]. In this paper, we are interested in the evaluation. To
evaluate the interactive systems, many methods, techniques and tools exist.
Nevertheless, they often have their own requirements and characteristics, and fill into
a category as ergonomic inspection, verbalization, electronic informer, questionnaire,
etc. The application of the same method, technique or tool, can give various results
with various users and/or various involved evaluators [5], [16]. In the case of the
approaches that allow the interaction analysis, it is sometimes very difficult to study
their result. Indeed, usually the evaluator faces an important amount of data [4]. Its
treatment generally requires a very long time and a great effort to interpret it. Thus,
we propose an automatic interaction data analysis method.

In this article, we first present briefly the HCI evaluation. Secondly, we propose
our approach for the HCI evaluation based on the analysis of the user interactions.
Then, this proposition is applied on a transport network supervision system.

J.A. Jacko (Ed.): Human-Computer Interaction, Part I, HCII 2011, LNCS 6761, pp. 175 2011.
© Springer-Verlag Berlin Heidelberg 2011
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2 Related Work

Generally the HCI evaluation is considered as measuring interactive system usability
and the utility [9], [13], [16] [19] [22] [23].

A system is said useful if it allows the user to reach his or her work’s objective [1]
[15] [16] [20]. The usability concerns the learning and the usage ease of the system
[10]. According to [22], the evaluation is a comparison of an object model to a
referential model to establish conclusions. The object model is the examined system
to be evaluated. This model can be defined by a set of interface attributes, quantitative
and/or qualitative measures, observations... The referential model is specified by the
evaluator and/or the experts. It constitutes an ergonomic reference. The comparison
between these two models indicates possible defects and/or suggestions in order to
improve the evaluated interface.

Several tools are based on this principle in the evaluation process. For instance, we
can quote MM WebRemUSINE [17], MESIA [25] and EISEval [27]. These tools
define the referential model as a selected action sequence by the evaluator and the
object model as the interactions captured between the user and the system. This
referential model is difficult to be established. Indeed, it requires advanced knowledge
from the evaluator in several domains: software ergonomics, cognitive psychology,
etc., as well as usability standards. Furthermore, to establish an adequate model, the
evaluator has to have a good understanding of all the user profiles and the practicable
tasks by the system.

3 Automatic Interaction Data Analyses

Our method consists in the capture, the analysis and the interpretation of the
interaction data between the user and the interactive system. First, the method consists
in capturing the interactions between the users and the system to be evaluated. Then, a
Petri Net (PN) is generated. It models the captured interactions (PNs are often used in
HCI, see for instance [6], [18]). This PN allows deducing the users’ average sequence.
Finally, the evaluation is done according to the differences founded between the
realized action sequences and the average of these sequences, Fig. 1.

Our evaluation approach is structured as following. First, an object model is
defined. It contains executed actions by the users during an experimentation scenario.
We introduce the evaluation as the study of the difference between the various object
models and the average of these models, Fig. 1.

The executed actions and tasks can be detected by several interaction capture
devices: electronic informer [27], eye-tracking [2], observation, video [18]. A
scenario is elaborated. It consists on executing, during the experimentation, the tasks
by a set of users. Our approach consists in 3 steps, Fig 1. First, the interactions
between the user and the interface have to be structured to a common format. Then,
an average model resulting from all the object models is generated. Finally, the
various object models are compared with the average model to evaluate ergonomic
quality of the interface.
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Fig. 1. Proposed evaluation approach

3.1 Interaction Modeling Using the Petri Nets

Several interaction modeling exist [11]. In our proposition, we adopt the one proposed
by Tran [26]. This modeling consists in distinguishing the various events concerning
the interfaces in two categories:

— - EVIU (Evénement Interface Utilisateur (in French), translated by: Ul event): it
consists on the events concerning the interface components: opening a window,
exit a window, error message, form validation ...

— - EVDI (Evenement Dispositif d’Interaction (in French), translated by: DI event):
This set is related to the events of lower level which constitute the EVIUs. They

handle directly the events generated by the interaction devices: right click on the
mouse, the keyboard touch...

During the interaction, the user proceeds to several tasks. A task consists of one or
several EVIU(s). An EVIU consists also of one or several EVDI(s), Fig. 2. The EVDI
is codified in an XML file. Each EVIU is composed of an EVDI set. From this
composition, we can easily detect the realized action sequences by the users during
the experimentation process. These interaction sequences are illustrated as a PN.
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These Petri Nets are coded in XML files to facilitate their storage and their
management. Each place is coded using the name, previous place(s) and the following
place(s). The transitions are coded using the passage’s condition (and, or, exclusive
or, etc.).

3.2 Average Object Model Calculation

Once the interaction file is generated (Fig. 3), a PN is elaborated. It includes the
various interaction sequences as well as the probability to execute each task. This
probability is calculated according to the percentage of the users who execute it.
Places in this network are the tasks realized by the user. The transitions between these
places give the numerical values of this probability, Fig. 3.

| Send Message |

Open message Interface ‘]l Fill the textbox I

T

Click on « buttonS» Click on « button2 » Fill & textboxé » e 1{~em " Click on « button13 »
« checklists o

Fig. 2. Example of task decomposition into EVIU and EVDI

A reduction algorithm is applied to the resulting PN (repetition deletion, transitions
buckles, etc.) to facilitate its interpretation. Once each PN is generated, the average
PN is calculated. It is calculated by the enumeration of the various possible paths on
the PNs and their respective probability. The average sequence is the one having the
highest probability indicator. The sequence execution duration is the average of the
sequences execution time. The task number average is calculated in the same way.

3.3 Study of the Difference between the Average Object Model and the
Different Object Models

The difference between the object models and the average object model can be
established on 3 levels: (1) actions number, (2) run time, (3) and gap between
different action sequences performed by the user. If the gap is not important, we
consider the users proceeded according to the same manner and the information is
well presented. In that case, the users opted for the same action sequences in the
experimentation scenario. In the other case, some ergonomic inconsistencies can be
detected through the difference type (in the sense of the ergonomic criteria proposed
by Bastien and Scapin [3] or proposed by the ISO 9241 standard). Problems met by
the user during the experimentation can be detected. In the case of a runtime
difference, it is possible to conclude that the user found difficulties while using the
interface. If some users manipulated the system slowly, this can be due to problems in
relation to the following criteria: significance; workload. In case of an important
difference in the transitions number in the action sequences use, it becomes possible
to show that the users proceeded to useless manipulations. This is related to the
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ergonomic criteria: homogeneity/coherence; prevention against the errors. When
there’s an important difference in actions sequences, the evaluated interface should be
revised according essentially to the following criteria: guidance and prevention
against the errors.

Fig. 3. Example of PN with the probability of each transition

We have performed a first experimentation involving 100 users. These users
interact with a ticket machine system. The interaction sequences are captured from an
electronic informer. The results are generated from a database, in which the electronic
informer stores the different actions. The results show that there is a difference of +-
17% in the execution duration and a difference of +- 14% in the number of action.

4 Application to a Transport Network Supervision System

Our method is applied on an interactive system. This system is similar to the one used
for the network transport supervision in Valenciennes (France). It is called the IAS:
Information Assistance Support for Passenger. The IAS is an agent based system
allowing to visualize the transport network [7] [8] [25], Fig. 4. The proposed
approach was experimented in laboratory on 12 users. A phase of training was
proposed to these users on the IAS (application case, task, priority, explanation, etc.).
These users are not experimented in this task (the network supervision). They have
never manipulated such systems. We chose novice users in order to better detect
utility and usability problems related to the IAS.

The evaluation scenario consists of a particular situation. Indeed, the transport
network is subjected to disturbances. The supervision task is not done in a
collaborative way. During the experimentation, the users are submitted to particular
circumstances which oblige them to inspect the whole tasks of the system. The
interactions between these users and the IAS were captured by an Electronic
Informer, called EISEval (Environment for Interactive System Evaluation) [27]. The
results indicate that the system needs to be approved. In this evaluation, the vehicles
passage schedules is disturbed. The user has to act via the IAS by sending messages
(1) to the driver in the aim of accelerating either slowing down the vehicle and (2) to
the passengers to warn them of a possible timetable change. In the selected scenario,
there is an overlapping of several immediate delays/advances on one hand and the
appearance and the disappearance of vehicules delay / advance on the other hand.
Once the user interactions are captured, we establish the links between the events of
user interface (EVIU) and the tasks realized by the system. These links inform the
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evaluator about the tasks sequence made. The sequence of interaction is generated for
each user. The users proceeded on average to 39 elementary tasks. The evaluation
scenario lasted on average 17 mn 32 s. From the PN (Fig. 5.a), the average PN can be
deducted (Fig. 5.b) by calculating the action sequence the most probable. The
comparison between the action sequences and the average PN (Fig. 5.b) shows that
there is an important difference between user actions.
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Fig. 4. Extract of the evaluated interface (Part of the IAS)

Send message to Bus 61 (1)

Messzage sent to Bus 61(1)
Send message to Bus 61 (1)
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Send message to Bus 11 (1)
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Send message to Bus 17 (1)

Message sent to Bus 17(1)

Send message to Railway 4

Message sent to Railway 4

Send message to Bus 3 (1)

Idessage sent to Bus 63(1)

Send messzage to Bus 17 (2)

Fig. 5. Example of PN deduced in the experimentation
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This difference is related essentially to generated events. Indeed, the users 3, 7 and
8 proceeded useless manipulations (more than 30 %), Table 1. From the action
sequences, we notice that numerous actions were repeated usefully. This proves that
there are problems according with the coherence, guidance and prevention against
errors criteria. In these situations, the users were not sure to have executed an action.
To improve the interface, we propose to add a new agent to the IAS; this agent will
indicate the user executed action history to avoid repetitive actions.

We find some problems related to the prevention against the errors criteria. The
calculated difference in the task run time is not very important (more or less one
minute). The IAS presented information is very clear to the user. The ergonomic
guidelines related to the” information display” and the “data posting” are considered
as respected in the interface.

Table 1. Extracts of results issued of the experimentation

User Execution Time Time Realized Task
space actions space

2 14:07 -19.48 36 -07.69
3 17:21 -01.04 27 -30.76
4 17:04 +03.04 48 +23.07
5 19:24 +01.64 42 +07.69
7 18:49 +07.31 22 +43.58
8 17:24 -00.76 42 +07.60

Thanks to the experimental evaluation, certain criticisms and suggestions are
emitted to improve the IAS, Fig. 5. First of all, to warn against possible errors, the
user has to confirm every time his or her actions via a dialog box containing the
message that he or she wishes to send, the address, a validation button and a cancel
button. On the other hand, some users proceeded to repetitive actions. This is due to
the fact that they were not sure of executing some tasks. Furthermore, some certain

i
i
i
i
i
i
I

Fig. 6. The interface suggested to be added to the IAS (extract)
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forgot if they handled certain disturbances or not. A new agent is suggested to be
added to the IAS. This agent task is to illustrate the executed action history.
Furthermore, we suggest adding on the agent “Traffic state”, an icon as small
indicator every time the user sends a message to a vehicle, Fig 6.

5 Discussion

In this evaluation, several difficulties concerning the IAS use were discovered.
Although the users belong to the same profile, we found important differences in the
number of actions during the experiment. This is essentially due to the non
compliance with the prevention against the errors and guidance criteria. The found
results are in agreement with those obtained by Tran [26] and Trabelsi [24] for the
IAS evaluation. Tran’s results show that the users often proceed to useless
manipulations. In our approach, we did not specify a referential model. It was
specified from the user interaction sequences with the evaluated system.

The proposed approach has been applied to the evaluation of an information
assistance system. Several improvements of the interface are suggested. This is
mainly in the addition of a new agent at the interface. We consider than our approach
is easier to use than EISEval [27]. PN, generated from the interaction, are easier to
perform, interpreter and exploit. Nevertheless, the proposed approach allows only
assessing interfaces according with classical ergonomic criteria. It does not consider
new criteria. In addition, the approach is automatic only in capture and analysis
phases. The criticism and the suggestions are established manually (according to the
classification of evaluation tools by Ivory and Hearst [12]). Additional methods or
tools should be proposed to improve the ergonomic diagnosis delivered by the
system; it is possible for example to use either questionnaires or the Cognitive
Walkthrough method [13]. Furthermore, it would be interesting to integrate a direct
observation of the users during the tests. This would facilitate the understanding and
the explanation of certain ergonomic inconstancies.

6 Conclusion

An approach for the study and the analysis of the human-machine interactions was
presented in this paper. This approach allows supporting interactive system
evaluation. It aims present criticisms and suggestions to the evaluator to improve the
evaluated interface.

The proposition has been applied to a network transport supervision system. We
propose to apply it on other interactive systems. In addition, we suggest to extend it
by combining this approach with other evaluation methods (for instance questionnaire
and usability inspection). This would allow validating the ergonomic criteria to
consider during the evaluation. We plan also to integrate the resulting approach into a
generic, flexible and configurable environment for the evaluation of interactive
systems.
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Abstract. Computer-based environments for supporting design are complex
software artifacts. These tools need to use sound computational formalisms as
well as address issues of human usability. The development of interactive and
usable generative systems is a significant research area in design computation.
Though classical search techniques play a central role in the generative kernels of
these “closed-world” systems, the open-ended exploration of design spaces is the
desirable goal. In this paper, we present a formal model of exploration that
combines search with user driven exploration. We describe the role of interaction
and agency in an experimental mixed-initiative design support system.

Keywords: generative design, mixed-initiative, design exploration.

1 Background

Generative design comprises an iterative process of specifying problems, finding
plausible and alternative solutions, judging the validity of solutions relative to
problems and reformulating problems and solutions. Mixed-initiative is an effective
paradigm for addressing the process of directing problem-solving goals (Cohen et al.,
1998) in a domain of discourse. Through mixed-initiative, the user and the formalism
can share responsibility over domain goals. For example, Rich and Sidner (1997) and
Rich and Sidner (1998) demonstrate a domain level collaboration through an interface
agent that works on a plan with its user. Veloso (1996) and Veloso et al. (1997)
employ a shared representation in the planning domain. Both automated and human
planners are able to interact and construct plans jointly. Smith and Hipp (1994)
propose a common meaning representation to achieve goals in natural language
dialogue through mixed-initiative. Guinn (1996) considers initiative over mutually
shared goals and how goals are solved by the participants (agent and human) in
spoken dialogue systems.

Mixed-initiative over a domain goal requires both humans and automated software to
share a representation of the domain of discourse. Designers share tasks with the
formalism through an interaction model that connects the designer’s view of the domain
with the symbol level constructs available for computing exploration. From the
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designer’s perspective, the representation of the domain must account for and connect
onto the concepts underpinning the design space formalism. A difficulty of explanation
arises in this task: the elements of the domain layer collapse into and find explanation in
the sparse symbol-level machinery below. One formal device in the substrate serves
several concepts in the domain layer. To address these difficulties, it is necessary to
maintain three levels in the exposition of the domain layer: the designer’s view of the
components of exploration, the formal substrate underpinning these views and finally,
domain layer concepts that map the user level concepts onto the formal components of
the design space formalism.

2 Interaction with a Description Formalism

The description formalism described in Woodbury et al. (1999), provides a formal
substrate for supporting the entities of exploration, state, move and structure. The
symbol substrate for design space exploration is reported in Woodbury et al. (1999). It
implements a formal mechanism for computing exploration in terms of types, features,
descriptions and resolution algorithms (Burrow and Woodbury, 1999; Woodbury et al.,
2000). The formalism is based on typed feature structures (Carpenter, 1992) and
extensions (Burrow, 2003). In particular, the representational properties of information
ordering, partiality, intensionality, structure sharing and satisfiability are addressed in
the formalism. To define how designers may employ the entities of the substrate at the
user level, a model of interaction, as shown in Figure 1 is necessary.

User

Interaction model

States | | Structure | | Moves

Exploration Formalism

Y

Typed Feature Structures

Fig. 1. An interaction model integrates the user and the description formalism

Mixed-initiative presents a paradigm, for combining a human designer and a
description formalism through the specification of communication, coordination and
control of the exploration process. To address the above, a three-layered model is
developed for interactive exploration. Through the interaction model, both user and
formalism must have the flexibility to acquire or relinquish initiative during
exploration. The layers of the interaction model are shown in Figure 2. Each layer
plays a distinct role for addressing the requirements for mixed-initiative exploration.
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Mixed-initiative interaction mode

User > Dialogue ¢ Exploration Formalism

Fig. 2. A mixed-initiative interaction model integrates the user and the description formalism

The domain layer bridges the gap between the knowledge level formulation of the
designer’s view of the exploration domain and the symbol level substrate of the
description formalism. The requirements of the domain layer in the mixed-initiative
model of exploration are:

Support the designer’s view of the domain. The domain layer must support the
designer’s view of the domain of exploration, namely, problems, solutions, choices
and history. The domain layer provides concepts for the representation of problems,
their reformulation and the generation of alternative solutions from the user’s
perspective. The domain layer mediates between the designer’s view of exploration
comprising problems, solutions, choices and history; and a design space
representation aimed at efficient generation, indexing and recall.

Support joint responsibility over goals. Supporting joint responsibility over domain
goals is a major problem in design exploration. Through mixed-initiative, the domain
layer enables both the designer and the formalism to maintain context and share
responsibility over goals in the domain of exploration.

3 Implementation

The designer’s view of exploration comprises an account of problems, solutions,
choices, their connections and the developing space of explicitly discovered design
alternatives. This view is less concerned with the formal specification of internals and
more with the existence of objects and the external hooks necessary to support
interactive exploration. The designer’s model of exploration comprises problems,
solutions, choices and history (their connections and the resulting explicit design
space). The problem formulation and reformulation cycle, the solution generation and
reuse cycle, the intentional choices of the designer and the rationale of exploration in
the form of a history are captured in this view. The representation of the designer’s
view is shown in Figure 3.

The structure of exploration is represented through the ordering relation of
subsumption. The concept of an ordered design space underpins the description
formalism. Exploration states are ordered by the relation of subsumption, a formal
ordering over the collection of states. Burrow and Woodbury (2001) argue that design
history is a significant device for supporting exploration. Choices, their connections
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Choices

problems solutions

Problems Solutions
« rationale

[ Exploration History | solution history
{ f

problem histor

Fig. 3. The designer’s view of exploration can be captured through a representation of the
following entities: problems, solutions, choices and history. The problem formulation and
reformulation cycle, the solution generation and reuse cycle, the intentional choices of the
designer and the rationale of exploration in the form of a history are captured in this view.

and the developing history of explicitly discovered design alternatives must be
accessible to the designer through interaction with the structure of exploration. The
interaction model provides the designer with a view of design space structure. From
the designer’s perspective such a model must captures the elements of the history of
design exploration.

The designer’s view can be identified with the entities described in Section 2. It is
necessary to explain these at a second level: that answers to both the designer’s model
and to the formal substrate. The mapping from the designer’s view of exploration to
the symbol structures of the underlying machinery is made explicit through four
constructs in the domain layer, namely, problem state, solution state, choice and
satisfier space. Figure 4 shows the mapping of the designer’s view of exploration to
the constructs in the domain layer.

Designer 's view of Exploration Domain Layer Constructs
Problems Problem State
Solutions Partial Satisfier
Choices Feature Node
History Satisfier Space

Fig. 4. Mapping the designer’s view of exploration to constructs in the domain layer

Problems become problem states. Solutions become partial satisfiers. Choices
compose a relation between problem states and partial satisfiers. Problems, solutions
and choices recording the history of exploration are captured by satisfier space. Each
of these constructs are developed in greater detail, following a three level exposition,
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the designer’s view, the symbol substrate, and the mapping of the two based on the
domain layer as shown in Figure 4.

3.1 Problem State, Pstate

To a designer, problems comprise both design requirements and desired properties of
an artifact. Problems may be hierarchical, that is in addition to requirements and
properties they may comprise sub-problems, which themselves may be similarly
recursive. Designers revise problems as aspects of a design situation reveal
themselves through exploration, the conception of the actual problem being solved
may change. In a designer’s problem space, work is done by a combination of
problem formulation (specifying/adding) requirements, attributes and sub-problems)
and problem revision (removing or modifying the same).

At the symbol substrate, problems are specified through two main constructs of the
typed feature structure mechanism: a type hierarchy <Type, < > and a description
drawn from Desc. First, the specification of a problem amounts to the construction of
an inheritance hierarchy of types. The types are refined by a collection of features
introducing appropriateness constraints on types. Second, a problem to be solved is
expressed using descriptions drawn from Desc with respect to <Type, < >. Present
here is the representation of problems through type hierarchy construction and the
authoring of descriptions. Detailed expositions of how these structures are supported
in given in Woodbury et al. (1999).

As shown in Figure 5, the domain layer construct, Pstate, maps to the type
hierarchy and to descriptions. From the perspective of an exploration process, a
design problem can be expressed as a type inheritance hierarchy. Typically these
would be such forms that have been ossified by past experience in design space. In
this case, the problem would be available as a problem state, specified by its trivial
description as a type in the type hierarchy. The mapping of a problem state to the type
system can be explained as follows:

PState = <PState : InheritanceHierarchy : Type (D

Type System| IEescriptio%;

Fig. 5. The problem state composes a collection of descriptions, Desc over a type system
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A problem can also be specified as a description specifying certain forms of spatial
relations or constraints on types based on the description language. The connection
between a PState and the formal substrate of descriptions drawn from Desc is given as
follows:

PState = *PState : Desc : Description (2)

In the above case, the exploration of the initial description would amount to
designer interaction with the the domain layer construct, a PState. Through interaction
with a PState, the designer can define design requirements either within the type
system or through a collection of descriptions. Figure 6 extends Figure 5 by
expanding a problem state to reveal its connections with typed feature structures.
Summarising, the problem state is defined as a type or a description over a hierarchy
of types. The domain layer construct Pstate, encapsulates the two distinct views of the
problem formulation and reformulation process in the combined representation.

3.2 Solution States, SState

In the domain of design, problems may have no solutions, a finite number of solutions
or an arbitrarily large collection of solutions. For example, in the SEED Knowledge
Level, a solution is modelled as a “design_unit” (Flemming and Woodbury, 1995),
representing a physical and geometric model. To a designer, a solution is a component
in the spatial or physical structure of a building and has an identifiable spatial
boundary. Thus solutions describe physical and geometric characteristics of structures
satisfying problem descriptions.

Problem State

Type System

hnheritanceHierarchy
I |

]

Description
Type

<« descriptions

subtypes»

< features
ConstraintSystem

Fig. 6. Types, Features, constraints and descriptions comprise the representation layer for
defining, decomposing and revising problems in the domain layer

The steps in the problem/design satisfaction relation are realised as incremental 7-
resolution states (Burrow and Woodbury, 1999) termed a partial satisfier and
represented here as TFSPartialSatisfier. Partial Satisfiers represent initial,
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intermediate (partial) and fully resolved solutions of a given description. A
TFSPartialSatisfier composes descriptions and feature structures as follows:

TFSPartialSatisfier = ePartialSatisfier: Desc: FeatureStructure 3)

The label PSat is used as a shorthand term for representing the relationship
between satisfiers and descriptions in the substrate. A PSat composes a collection of
TFSPartialSatisfiers:

PSat = *TFSPartialSatisfiers (€]

In the domain layer, the view of a solution is encapsulated in solution state objects,
written as SState. As an object, a solution state composes both resolved designs and
partial satisfiers. The constituents of a solution state are shown in Figure 7. To a
designer, a solution state provides a view on a developing design.

Partial Satisfier

|3 »

Problem State Satisfaction» Design

Fig. 7. Solution states compose partial designs with respect to an inheritance hierarchy of types
and a partial satisfier

The realisation of the design as a typed feature structure and the satisfaction
relation between problems and solutions as an incremental TT-resolution state is shown
in Figure 8. The solution state construct specifically adds intentionality concerning
solutions to a problem specification. The connection of the solution state, SState to
the formal substrate is given as follows:

SState = eSState » PState : Desc : TFSPartialSatisfier )

Summarising, the domain layer construct SState represents the notion of a design
solution. In it, are embedded the symbol substrate concepts of description, the
satisfaction of a description as satisfiers and the trace of intermediate solutions as
partial satisfiers.

3.3 Choice

Problem formulation and generated solutions engender a large space of alternatives.
These alternatives form a solution hierarchy and as designers revise solutions, a
revision history of solutions is recorded. Support for the actions of the designer in
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making choices about solution alternatives and solution revision is necessary. Choice
records commitments and thus the relation amongst functional requirements and
characteristics of a physical structure that satisfy these requirements.

The connections between a problem and its possible solutions (partial or complete)
are encapsulated as choices. Choices represent both the intentional commitments
made by the designer (selection) and the alternative paths of resolution uncovered by
the formalism. The choices made by the designer and the resultant choice points
arising out of formal resolution are recorded as feature nodes in the domain layer. The
FNode records user choices with respect to problem alternatives, incremental
generation and the selection of solution alternatives. The feature node, FNode
captures the relationship between a problem state, PState and an alternative design
that is a partial solution to the problem, SState.

Further, a FNode composes typed feature structures in the underlying formalism.
The user and the formalism participate in a process of incremental generation of
partial solutions of a problem statement. First, in the selection of a FNode from the a
collection of possible solutions. Second, in the specification of the next step of
resolution. The connection between a FNode and a SState is given in the path form as
follows:

FNode = » FNode ¢ SState : FeatureStructure (6)

The FNode enables the user to make choices at a particular point in the problem
formulation and solution generation process.

4 Conclusion

The paper presents an interaction model for supporting mixed-initiative in design
exploration. It identifies the requirements of the domain layer and constructs a
designer’s view of exploration comprising problems, solutions, choices and history
over the symbol level representation of design space exploration. The mapping is
developed through the development of the concepts of: Problem state, Solution state,
Choice and Satisfier space. In each of these constructs, the case for mixed-initiative is
made through a three level exposition, the designer’s view, the symbol system view
and the mapping of the two through the domain layer constructs, PState, SState, and
Choice. Problem states represent design problems. Solution states represent partial
design solutions. Finally, the mapping of the domain layer to an interface construct,
the FNode is demonstrated. Feature Nodes compose problem formulation and solution
generation processes and support the exploration operations.
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Abstract. The paper investigates the co-evolution of models and implemen-
tations of interactive systems within the model-based design paradigm. A view
of implementations as pure results of top-down model refinements is rejected.
On the one hand, models inform or even drive further design and implemen-
tation steps. On the other hand, implementation ideas emerge during the
iterative development process. They can be evaluated and further explored by
models. In particular, selective modeling allows to focus attention on certain
aspects of the interaction.

Higher-Order Processes Specifications (HOPS) describe interactive systems
from different viewpoints and at different levels of granularity. The HOPS tool
is used to suggest techniques for intertwining modeling and implementation
activities. Object-oriented implementations in Java can be assigned to HOPS
models. Their animation results in model-guided prototyping open for both
empirical and analytical evaluation.

Keywords: Model-Based Design, Human-Centered Design, Viewpoints,
Co-Evolution of Representations.

1 Introduction

Human-Centered Design (HCD) is based on the assumption that the development of
interactive systems is rarely achievable without iterations and without an active
participation of users and other stakeholders. An exclusive application of analytic
techniques and design methods is rejected for several reasons. First, it is neither
possible to fully understand existing working practices and to specify all requirements
of the system under development in advance nor is it possible to foresee all effects of
integrating new or modified artifacts into daily practices. Second, the design practice
itself is considered as process of intertwined activities contributing to requirements
analysis, prototyping, conceptual design and implementation. Evaluation steps guide
this process.

This paper explores the co-development of models and implementations within the
Model-Based Design (MBD) paradigm in order to support the ideas of HCD more
effectively. Current model-based approaches mostly rely on the use of task models
and domain models to derive specifications, prototypes or implementations for
interactive devices [1]. The implementation is basically seen as a result of a top-down
refinement. Typical techniques to produce lower-level descriptions from higher-level
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descriptions are tool-supported mappings and transformations. In previous work, we
have shown that current modeling practices tend to be specification-driven [2]. Task
models are geared towards functional specifications or user interface specifications.
As a consequence, they are often considered as complete and consistent descriptions
but may fail to support some of the original objectives of task analysis such as the
reflection of task allocation options or the selective consideration of usability
problems. A co-evolution of implementations and models describing selected aspects
of interactive systems may help to alleviate some of the above mentioned drawbacks
of MBD practices. It may allow for easier integration with other analytic and
empirical HCD techniques.

In this contribution, Higher-Order Processes Specifications (HOPS) are used to
illustrate the idea of co-evolving models and implementations of interactive systems.
HOPS is a universal specification formalism with high-level concepts for describing
interaction from different viewpoints (e.g. [3]). It combines the description of
behavioral and structural aspects of a system in the same notation. Tool support
makes it possible to animate HOPS models and to map them to object-oriented
implementations in Java at arbitrary levels of granularity. This allows a certain
freedom in implementation activities, but also a selected control of implementations
by models. Selective modeling helps to focus attention on specific aspects, for
example on the identification of usability problems or on the exploration of design
options [4].

The paper is organized as follows. Sect. 2 relates this work to existing design
approaches. In Sect. 3, our general view on the co-evolution of models and code is
given. Sect. 4 introduces an example scenario which is used throughout Sect. 5 to
explore techniques for intertwining modeling and implementation activities by using
HOPS. The paper closes with a short summary.

2 Related Work

In her critique on the waterfall model, Pfleeger points out: “Software is not developed
like that; rather it evolves as the problem becomes understood and the alternatives are
evaluated. Thus, software is a creation process, not a manufacturing process. The
waterfall model tells us nothing about the typical back-and-forth activities that lead to
creating a final product” [5]. Parnas and Clements state that “we will never see a
software project that proceeds in the "rational" way...Many of the details only
become known to us as we progress in the implementation. Some of the things that
we learn invalidate our design and we must backtrack. Because we try to minimize
lost work, the resulting design may be one that would not result from a rational design
process” [6]. It is argued (for example in [7]) that requirements, specifications and
implementations are intimately intertwined.

In comparison with other software development approaches, HCD emphasizes the
central role of empirical and analytic evaluation activities in interactive systems
design (Fig. 1a). A combination of different evaluation techniques throughout the
design process is recommended to assess the three aspects of technology use: functio-
nality, usability and the users’ experience of the interaction. The notion of task is at
the heart of most of them in order to test systems or to reflect design options.
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Examples are Cognitive Walkthrough [8] or think-aloud techniques. Although HCD
practices have been refined over the years, the question of how to feed back results of
evaluation steps into design in an effective way still remains.

Model-based design approaches also consider knowledge about user tasks as
essential for developing interactive systems but otherwise rather rely on “classical”
software engineering thinking. The Cameleon Reference Framework [9] describes the
most popular method to exploit task models (Fig. 1b). Task and domain models serve
as starting point for deriving final user interfaces via several levels of abstraction.
Typical techniques are tool-supported mappings and transformations. MBD supports
model reuse across different platforms and programming languages. It also supports a
consistent development of interfaces which have to work in different contexts, e.g. in
distributed environments. However, the use of task models is biased towards
functional and user interface specifications (e.g. [10]).

/Contextl \ (/Ccntextl \

a) Prototypingand b)
Envisionment Requirements Task& Concepts |( ------ -)| Task & Concepts
\ / L= I
| Abstract Ul |(- R —)| Abstract Ul |
Evaluation ¢ ’?‘ * ”E\
| Concrete Ul |( S -)| cancrete Ul ‘
Implementation Conceptual Design ‘ Final Ul }( Skt -){ Final Ul ‘
AN

¢ Reification ZE\ Abstraction  <C---2 Translation

Fig. 1. a) Modified Star Life Cycle [11], b) Cameleon Reference Framework [9]

In the context of this paper, we are mainly concerned with improved techniques to
co-evolve models and implementations in order to support more effective cycles of
evaluation and design activities within the model-based paradigm.

3 Co-evolution of Models and Implementations

Task-based approaches in HCI have been criticized because of their narrow view on
human activity. Alternative approaches as they are discussed e.g. in [12] put more
emphasis on the interplay between actors and artifacts. It is assumed that available
resources (external artifacts but also internal ones like plans) determine the actor’s
behaviors in actual situations. People experience their environment as activity spaces
and change them according to their goals. The deeper their understanding of the
environment the more fine-tuned their interventions.

If we apply this view on the model-based development process itself the overly
dominant role of task models is questioned. Furthermore, the understanding of models
as selective descriptions of phenomena from certain points of view is more empha-
sized. Task models describe how to act in the world to achieve a certain goal. Artifact
models describe domain objects in terms of attributes and actions serving different
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purposes in different contexts. Device models, in particular, may describe possible
usage scenarios of interactive devices in terms of visible information and enabled
action sequences (dialogs). A prototype represents concrete human-computer inter-
actions. It is represented by code in a programming language and is experienced in a
different way than abstract models. Every representation can be considered as an
artifact which evokes certain responses. Developers are responsible for a reasonable
combination of representations to get a balanced view on the design problem.

As common in HCD approaches, design activities can happen in any order and are
“glued together” by evaluation steps. The use of representations depends on the
objectives of the actual step. For example, in order to explore task allocation options,
models of tasks, artifacts and roles can be used as resources to develop appropriate
device models. A formal specification can be evaluated by a corresponding prototype.
Models can be used or firstly developed for the assessment of emerging implemen-
tations. Changes to these models then feed back into later design steps.

In this paper, we suggest selective mappings of models and code which make it
possible to link the animation of models and the execution of prototypes. Such
model-guided prototyping supports an application of analytic and empirical
techniques to evaluate specific aspects of the system under design.

4 Example Scenario

Mastermind is a code breaking logic game for two players that is probably well
known to most of the readers. Fig. 2 gives a glimpse on the problem to design an
interactive version of this game. In the center of the figure, a task model is sketched
out. It is annotated by the roles of the players. Numbered circles indicate relevant task
domain concepts (code, guess, marking) and their reification in the depicted game
versions. In our design scenario, the interactive version may be required to support
different allocations of tasks. For example, both players are humans or the computer
plays the role of the code maker. Throughout the rest of the paper, the example
scenario is used to explore the above mentioned ideas in a concrete setting.

>

Code Breaker
Guess Code |>> | Eval. Guess = =

Fig. 2. Views on playing Mastermind
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5 Co-evolution of Models and Code with HOPS

HOPS (Higher-Order Processes Specifications) is a formal specification formalism
with tool support to describe interactive systems. For reasons of brevity, a short and
informal introduction to the formalism is given only. A more detailed explanation is
to be found e.g. in [2,3]. In the context of HOPS, systems are considered as compo-
sitions of interacting sub-systems. They are specified by processes. The structure of a
process is determined by components, operations and sub-processes. Operations refer
to the smallest units of behavior that are of interest in the actual modeling context.
The behavior of a process is defined by a set of sequences of operations. Sub-
processes refer to partial behavior of a process and can be specified by partial
equations and the use of temporal and structural operators. They can be applied for
several purposes, for example for describing certain states of components or for
creating structures such as hierarchies. Components as instances of previously defined
processes serve to model sub-systems. Processes without components are called basic
processes. Their operations are defined by names only. Processes with components
are called higher-order processes. They can define new atomic behavioral units at a
higher level of abstraction by “melting” sequences of components’ operations. A
higher-order process can use its sub-processes and higher level operations to partially
control the otherwise autonomous behavior of its components.

5.1 Basic Processes in HOPS

Fig. 3 shows in the bottom right section an example of a basic process to describe a
peg space. Three operations are defined to model that a space can get a peg, the peg
can be removed and the state of the space can be declared as fixed (lines 4-6). This view
on a peg space may be appropriate in the context of the mastermind game. In HOPS,

A HOPS - Animator o [ =] 3 |
Fie
W S

1 _JﬂﬂdhgﬂL{CE\
® )
J
-
1
Space PROCESS Space
| 2 VAR st:string,
GPERATIONS btk
N remaverey_| 4 removeBeg IS st.set(""),

getPeg(s:string) IS st.set(s),
Focedistring) fixed(s:string),

SUB PROCESSES
Space IS Empty XOR Filled,
Empty IS getPeg(?) :; (Filled [] fixed(st)¥),

Filled IS removePeg ; Empty,
END PROCESS

Fig. 3. Definition of process Space and animation run of a process instance
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partial equations (lines 9-11) define temporal constraints on operation sequences by
using temporal operators as known, for example, from CCT [1].

Temporal operators in HOPS: sequence #n n-fold iteration
(1 alternative [...] option
Il concurrency [> disabling
*/+  iteration [> interruption

The HOPS tool offers interactive model animation. At each step of an animation
run, the user can choose to execute one of the actual enabled HOPS operations. In
Fig. 3, enabled operations are presented and can be activated in two ways (marked
with red arrows): within the actual animation tree in the top of the figure and within
the visualization of the process instances the HOPS model consists of. Each path of
the animation tree represents the prefix of a valid operation sequence of the model.
The user can “jump” between nodes of the tree to explore specified behavior.

5.2 Higher-Order Processes

Higher-order processes in HOPS contain components that are themselves process
instances. Hence, HOPS models can be considered as hierarchical structures of
process instances (also called component trees)'. Higher-order processes not only
allow to describe the coordination between the components but also to conflate
sequences of components’ operations into new atomic behavioral units (operations).
This helps to increase the level of abstraction in a description. Often, a higher-order
process focuses on some behavioral aspects of its components only. Those lower-
level operations which are not known to and controlled by the higher-order process
are still observable units of behavior and can be executed during model animations.
They only obey the constraints already specified in components. In other words, the
behavior of a higher-order process P is defined by a set of sequences of operations
which are either defined by P itself or which are to be found in behavior descriptions
of components but not controlled by P.

An example is given in Fig. 4. Process Guess_code consists of three components:
sl and s2 are instances of Space and behave like sub-process Empty (see Sect. 5.1); p
is an instance of Pegs which models colored pegs that can be taken arbitrary often.

PROCESS Pegs

OPS

take(s: string),
SUB PROCESSES

Pegs IS (take("yellow") [] take("red"))*,
END PROCESS

Process Guess_code serves as a task description of making a guess in the context of
the mastermind game. In this case, two code pegs are to be placed. Two higher level
operations are defined: setPeg takes a peg of a certain color and places it either at sl or
s2 (lines 7-8). Operation fixed declares the guess as completed. It conflates sequence
sl.fixed(cl) ; s2.fixed(c2) into a new unit (lines 9-10). The higher-order process focuses
on the placing of pegs only. The control of operation removePeg remains in the Space
components. This is also to be seen in the component tree in Fig. 4. The button

! Component sharing results in directed acyclic structures though.
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representing removePeg is enabled in the components’ nodes. At the depicted stage of
the animation, the guess could be finished because both spaces are filled and so

operation fixed(“yellow”, ”yellow”) is enabled or the peg could be removed from space
sl or s2 (sl.removePeg/ s2.removePeg).

B HOPS - Animator 3 =101 x|
Fie
@ & d
Fixed{"yellow”, “yelow™)
$2{0) removePeg
=
Pegs PROCESS Guess_code
—F & BASIC COMPS
mfmo"s p: Pegs,
sl: Empty>>Space,
s2: Empty>>Space,
PSS
Space ] setPeg(sp:Comp, c:string) IS
Guass oo - p.take(c) ; sp.getPeg(c),
i = CPERATIONS fixed(cl:string,c2:string) IS
R _r“ ﬂl sl.fixed(el) ; s2.fixed(c2),
fixed{string, string) | m - SUB PROCESSES
Guess_code
IS (Fill({sl)* ||| Fill(s2)*) ; GetCode,
Fill(sp:Comp) IS setPeq(sp,?col),
GetCode Is fixed(?cl,?c2)+,

i END PROCESS

Fig. 4. A higher-order process with three components and screenshot of animation run
(setPeg(s2,’yellow” ),setPeg(sl, ’red”),s1.removePeg,setPeg(sl, "yellow”)) with the component
tree in bottom left section.

The HOPS notation makes it possible to describe a system from different
viewpoints and to integrate them by using higher-order processes. It supports both
bottom-up as well as top-down thinking. On the one hand, the behavior of a process is
determined by its components. On the other hand, it has partial control over them and
can define new behavioral units. Partly redundant models can be used to enable
description of emerging constraints and of distributed control. In the example, process
Guess_code reflects a task perspective. It is said that the goal (to guess the code) can
be achieved by sequences such as (setPeg(..),..,setPeg(..).fixed(..)). The components in
this model describe the domain in terms of artifacts. Although they are related to the
task, they still reflect a wider range of possible actions (e.g. removePeg, see Fig. 4). In
this way it is possible to describe a more liberal task-oriented behavior.

5.3 Mappings between Models and Implementations

The HOPS tool enables an automated mapping of HOPS process instances to Java
objects. Additionally, Java method calls can be assigned to HOPS operations in
process definitions. If an operation is executed during model animation the
corresponding Java method calls are executed as well.
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PROCESS Pegs_row
JPanel RoundButton

oPs
initimode:string, n:int) s l[\ ﬁ!
1S objld fCallinew,[this],["hcii2011.PegsRow” mode,n]}, H
quit, L. PegsRow PegSpace

detCode IS code fCall(getCode, this] [ 1), : e A

. . . size i
setCode(c: int) IS void fCall(setCode, [this] [c]), - oiCo% oo [ MouseListener
disable IS voidfCall(disable,{iS][]), ---remm-reor , -.3|setCode setColor

enable IS voidfCall(enable thisl[1), - - :::nall: mouseClicked

SUB PROCESSES
Fegs_row 15 Guess XOR Eval,
Guess IS init("play” 4) ; RestBeh,

END PROCESS

Fig. 5. HOPS process describing some actions on rows of code pegs or key pegs

Fig. 5 and 6 illustrate how this means can be exploited for selective modeling and
control of an example implementation of peg rows as it is needed for creating
interactive mastermind boards. Parts of HOPS process Pegs_row are shown on the
left side of Fig. 5. The class diagram on the right side sketches out the structure of the
Java implementation. Dotted arrows indicate mappings from HOPS operations to Java
methods. As to be seen, the HOPS model considers overall behavior of peg rows such
as their enabling and disabling but ignores details such as the setting of single pegs.

T
Fie
!lu' =
2= |
(2) (4) pegs{0].datCode
pegel0].ensble
pege{0].setCode(?)
Pegs row ‘H
CPERATIONS
Pegsj““ | [T o [ o [N o
=] & (AL £ £ I.—-:I
OPERATIONS _ pegs — ) '~--'O'-- ' ... _. .
o — (3) (4)

(2)

Fig. 6. The animation of process Pegs_row (embedded in a test process) selectively controls the
assigned Java implementation (bottom right)

Fig. 6 shows the HOPS animator and a sequence of screenshots of the assigned peg
row prototype. The execution of HOPS operation inif( “play”) creates a row of code
pegs (1). The effect of HOPS operation setCode(3541) on the prototype is marked by
(3). However, users can also interact with the implementation in ways which are not
considered by the HOPS model. They can set single pegs (2) and remove pegs (4).
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Process Pegs_row is a device model. It could already be used to rethink the
behavior of the implementation depicted in Fig. 2 where pegs can be placed arbitrarily
on the board. The next section shows how this device model is combined with models
of tasks and actors in order to reflect design options for supporting different task
allocations of the example system (as required in Sect. 4).

5.4 Co-development of Representations in the Example Scenario

The focus of the example co-development is on the exploration of system behavior
that supports specific allocations of tasks. In the example, the computer as well as
users can play both the role of code breakers and of code makers. A sharing of tasks is
also possible but not considered here for the sake of simplicity.

Break Code

CB: Compute EM: Human
PROCESS Break_code  /f task Cress Code | Eval Guess |
BASIC COMPS
g: Guess==Pegs_row, M device
e: Eval==Pegs_row
T Row(g,g), generateCode | setPegs | | finish |
cm: Human==&ctor, il actor
cb: Computer==Actor,
oPs PROCESS Actor
setPegs(actorComp, c:Comp) IS c.enable; actor. setPegs, OPs
finish(actor.Comp, c:Comp) 1S actor.finish; c.disable, set_F'egs.
generateCoda(cComp) IS ch.generateCode; c.disable ; c.setCode(?), finish,
generateEval{cComp) |5 cm.generateEval ; c.disable; c.setCode(?), generateCode,
init IS r.init: g.disable; e.disable, generateEval,
quit IS r.quit, SUB PROCESSES
SUB PROCESSES Actor ISHuman XOR Computer,
Break_code IS init; GuessCode; EvalGuess ; quit, Human IS (setPeqgs [ finishf,
GuessCode IS (setPegsich,g); finishich,g) ) [ generateCode(q), Computer IS (generateCode
EvalGuess |12 (setPegs(cm,);finishicm,g) ) [ generateEvalie), [ generateEval)®,
ENDPROCESS END PROCESS
generateCode(1234) setPegs{cm, e) finish(cm, )
[T slpix|  CEE— A=) [T 2i0ix]
o [ ] S
) ..I_J' ~— 80
m @000 5,

Fig. 7. Task model Break_code as a composition of device models and actor models (top part)
partly controls the behavior of the assigned implementation (bottom part)

Fig. 7 shows a refined part of the task model in Fig. 2. In addition, task Break_code
is described as interaction of HOPS components modeling the device and two actors.
In the figure, the code maker is a user and the system acts as code breaker. The Actor
process reveals task-related differences in the behavior of users and the system. In
particular, users explicitly complete a guess or evaluation (operation finish). The task
process mainly describes strategies to enable and disable peg rows dependent on the
actual function allocation. The bottom part of Fig. 7 shows an animation run in which
the computer guesses the code and then the user can place key pegs to evaluate the
guess. This model-guided prototyping allows reasoning over selective conceptual
models but also the experience of interacting with the “real” implementation.
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6 Summary

The paper has demonstrated how the HOPS formalism and corresponding tool support
can be applied to a co-evolution of code and models representing different viewpoints
of an interactive system. Design processes are seen as guided by different design
representations rather than controlled, for example, by task models. The modeling of
selected aspects of interaction and model-guided prototyping enable a deeper
integration of analytic and empirical evaluation steps into design activities. This
should be investigated in further research. The presented work can be seen as
continuation of previous work on refining model-based design practices [2, 3].
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Abstract. This paper introduces a pattern-based method for transformation of user
interfaces of interactive applications to diverse contexts of use. The method is
demonstrated with the help of various examples taken from existing software
solutions. The related pattern transformation rules are derived from the samples
and in turn expressed in a pattern format, the so-called transformation patterns.

Keywords: HCI patterns, user interface, pattern-based context transformation,
transformation patterns, interactive systems, PLML.

1 Introduction

In the past electronic appliances and devices, e.g. telecommunication devices, usually
were comprised of proprietary hardware. Nowadays such products are increasingly
implemented on a software basis, e.g. as embedded applications, web clients or Apps.
These types of interactive software systems steadily become more important.

As in most application domains users can choose from a vast variety of competing
products usability and user interface aspects become substantial. But user interface
development in particular absorbs a significant portion of the total development effort
[15]. Emerging platforms, such as smart phones, other mobile devices, and new web
technologies are the driving forces for even higher UI complexity.

Due to these facts we focus our research on options for automation in the UI
development process. Here a major aspect is pattern- and model-based Ul modeling
and UI code generation. Within this paper we would like to share the findings of our
ongoing work on transforming user interfaces to diverse contexts of use.

2 Related Work

Patterns and pattern languages have a growing impact on the disciplines of HCI and
web engineering. Christopher Alexander introduced patterns for solving problems in
architecture and urban planning. He defined a pattern as a three-part rule which
expresses a relation between a certain context, a problem, and a solution [1]. In the
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1990s patterns were adopted by software engineers and software architects for
promoting the reuse of high-quality design solutions [8]. For over a decade now
patterns and pattern languages have also entered the fields of HCI, usability
engineering [12], user experience [18] and organizational workflow [9].

Over the years various HCI pattern catalogues have been developed and published
providing valuable and reusable design knowledge. Examples are Jenifer Tidwell’s
Designing Interfaces, Patterns for Effective Interaction Design [17], Martijn van
Welie’s Patterns in Interaction Design [19], Todd Coram’s and Jim Lee’s A Pattern
Language for User Interface Design [3], or the community-driven UX and UI pattern
library Quince operated by Infragistics [10].

However, most of the available pattern collections lack an appropriate
organizational structure in order to facilitate pattern selection and ensure the overall
coverage of domain dependent and independent modeling and design problems.
Manageability aspects of various existing Ul pattern catalogues are discussed and
compared in [4]. In [13] a structured approach both for designing hierarchically
organized HCI pattern languages and controlling the selection of the really needed
patterns during the software development process is introduced.

Another significant shortcoming in the area of patterns is that the various authors
usually describe their patterns in different and inconsistent styles. This makes it hard
or even impossible to search, select and reference patterns across pattern collections.
In a workshop which has been held during the CHI 2003 conference the participants
aimed for unification of pattern descriptions and guidance for the authors. Hence the
Pattern Language Markup Language (PLML) has been constituted. The current
version PLML vl.1 stipulates that the documentation of a certain pattern should
consist of the following elements: a pattern identifier, name, alias, illustration,
descriptions of the respective problem, context and solution, forces, synopsis,
diagram, evidence, confidence, literature, implementation, related patterns, pattern
links, and management information [7].

The use of patterns can support software engineering activities in all phases of the
software development life-cycle. A comprehensive process for user interface
engineering using patterns is e.g. introduced in [16].

In [11] it is demonstrated that HCI patterns can be used to migrate existing user
interfaces of web applications across platforms considering the screen size of the
respective user devices and the complexity of the data architecture. Two different
approaches can be used for this type of migration: redesign and reengineering. While
redesign is a simplified procedure for migrating directly from one to another
platform-specific user interface, reengineering consists of an intermediate step of
creating an abstract platform-independent UI model. In a case study redesign with
navigation patterns is illustrated.

The current state-of-the-art in the growing field of HCI patterns and pattern-based
software development approaches is documented in [2].

3 Pattern-Based Context Transformation

In [5] we introduced a pattern- and model-based framework for partially automated
generation of Ul code. One of its key components is a pattern repository containing
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the pattern definitions according to PLML v1.1 [7]. The patterns are hierarchically
organized according to their respective levels of abstraction as outlined in [13]. On a
top level view, the related taxonomy distinguishes patterns for navigation, content
presentation and user interaction issues. The framework supports its users designing
an abstract user interface model which serves as the basis for transformation into
context-specific semi-abstract UI models. Finally the code of the target user interface
is automatically generated from these semi-abstract models.

The UI model construction and transformation processes are based on diverse
models, including task model, user model, device model, environment model, and
data architecture model.

User
Tasks

Device User

Capabilities User Characteristics
Interface

Data Environment
Architecture Characteristics

Fig. 1. User interface influence factors

The task model commonly incorporates the user activities, their types, hierarchical
structure and temporal relationships. Preferably task models are represented as
Concur Task Trees (CTT) [15]. In the user model we hold information about the
user’s preferences, expertise, possible disabilities and grade of distraction, for
instance when the user is in charge of driving a car while interacting with a mobile
device, e.g. a phone or navigation system. The device model holds data about input
and output capabilities, screen size and resolution, bandwidth, storage capacity,
processor power, and available widget sets. If not explicitly modeled, we use some of
these values to determine the device’s media capabilities, such as text, graphics,
sounds, and audio and video streaming. The environment model may indicate possible
problems due to light irradiation, noise, or pollutant. Especially for web applications
the data architecture model contains information about the complexity of the relevant
content to be provided to the user [6], [11]. From these models one can construct
various contexts of use during design time.

The starting point of the pattern-based UI model transformation process is a set of
individual HCI patterns. Table 1 provides an overview of the patterns we had in focus
during our analysis work even though the list is not depletive. For lack of space it is
not possible to provide here the full-blown pattern definitions according to PLML
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Table 1. Alphabetical list of HCI patterns used for Transformations

ID  HCI Pattern Name Brief Description

01  Accordion Stack panels vertically or horizontally and open up one
panel at the time while collapsing the other panels [19]

02  Alphabetical Index Index contains links to pages providing details of the
indexed terms

03  Bread Crumbs Hierarchical navigation path from top level to current
page making each step clickable [19]

04  Center Stage Put the most important part into the largest subsection
of the page and cluster secondary content around it [17]

05 Collapsible Panels Create panels that can be opened or closed
independently of each other [19]

06  Contextual Horizontal Menu A horizontal menu displayed temporarily depending on
a certain context

07  Contextual Vertical Menu A vertical menu displayed temporarily depending on a
certain context

08 Directory Navigation Grouping links for items of the second hierarchy level
under headings of the first level [19]

09 Drop-down Menu A list of items appears when invoking the menu and
one of the displayed items can be selected

10 Fly-out Menu Combination of horizontal menu with sub-menu flying
out while hovering over the main menu-item [19]

11 Portal Site One overall home-page leading to several sub-sites [19]

12 Keyword Search Offer a simple search capability to the user for locating
required content by specifying keywords

13 List Builder Present the total list and provide editing functionality
next to it [19]

14 List View Show a simple list of items

15 Most Relevant First Put the most important information in the first place of
a container element, e.g. a list of items

16 One-Window Drilldown Show each page within a single window and as a user
drills down replace the window contents completely
with the new page [17]

17  Permanent Horizontal Menu An always visible single-row menu bar providing a
consistent set of links leading to key sections

18  Permanent Vertical Menu An always visible vertical menu providing a consistent
navigation tool across all pages

19  Repeated Menu Repeat the main navigation on the bottom of the page
in order top minimize scrolling effort [19]

20 Tab Menu Put groups of content onto separate panels which can
be accessed via tabs

21  Teaser Menu Show a partial menu with a capability to expand to the
full-blown menu, e.g. using a “show more” link [19]

22 Tiled Sections Define separate sections of content and lay them all out
on the page together [17]

23 Top Link Provide a link to the top of the page at locations in the
main content [19]

24 Two-Panel Selector Put two panels side by side — one displaying a set of
selectable items and the other showing the details [17]

25 Wizard Lead the user through the interface step by step, doing

tasks in a prescribed order [17]
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v1.1, but the pattern names and a brief description. For these patterns we have defined
reasonable transformation directives for specific contexts of use. These rules in turn
can themselves be regarded as type of transformation or mapping patterns. They
consist of descriptions of a problem, i.e. the transformation problem, a context, i.e. the
modeled contexts of use, and a solution, i.e. the transformation directive. Thus we
have a unified method to describe both, the underlying HCI patterns and the
transformation rules.

The pattern-based Ul model transformation is depicted with the help of the
following examples taken from the analysis of existing software solutions. Here it is
intended to provide user interfaces of an individual application for different devices,
i.e. desktop PC and smart phone with a limited screen size.

Figure 2 shows in its upper part the desktop PC version of the world-wide-web
homepage of the German public TV station ARD [20]. For instance, the main
navigation of the web page is implemented according to the ‘“Permanent Horizontal
Menu” pattern (pattern ID 17 in table 1) and consists of 12 menu entries. For the
small device version of the UI this pattern is initially transformed to the same pattern,
but the resulting horizontal menu bar is truncated to only one single menu item
“Navigation” as shown within the left screenshot in the lower area of figure 2. When
clicking on this menu item a new screen is opened up according to the “One Window
Drilldown” pattern (ID 16), showing the original full amount of menu options, but
now according to the “Permanent Vertical Menu” pattern (ID 18).

Desktop
PC
Version

Mobile
Version

Fig. 2. Desktop PC and Mobile Version of the ARD Internet Homepage

There exist different types of pattern-based transformations. At first there is the
option to use the same pattern in the source as well as in the target user interface, i.e.
the sameness on the abstract pattern-level. A second possibility is to apply the same
patterns, but to vary in extensiveness, e.g. to include more or less items in a menu bar
or to incorporate much or sparse content into a screen. The third option is to
completely reorganize the structure and replace patterns by one or multiple different
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ones. Basically multiple transformation patterns for a specific pattern and a specific
context may coexist, i.e. that there are transformation alternatives.

On basis this circumstance it is possible to derive a first transformation pattern
definition as presented in table 2. Again, for lack of space, we merely included the
transformation pattern attributes ID, problem, context, solution and illustration.

Table 2. Definition of Transformation Pattern #1

Attribute Description

1D T-001

Problem How to transform a “Permanent Horizontal Menu” pattern
(ID 17) under the given context?

Context e Source: desktop PC user interface

e Display size: 15 in. or bigger
e  Display resolution: 1024x768 or better
e Target: smartphone device Ul
e Display size: 35x41 mm or alike
e Display resolution: 176x208 px or alike
Solution 1. Apply a “Permanent Horizontal Menu” pattern (ID 17),
but drastically reduce the amount of items, e.g. only one
item named “navigation”
2. Apply a “One-Window Drilldown” patter (ID 16) in
order to open up a new screen
3. Apply a “Permanent Vertical Menu” pattern (ID 18)
including the original list of items.
Illustration Please refer to figure 2.

The pattern-based transformation is not limited to navigation patterns, but can also
be applied for content presentation and interaction patterns. Figure 3 shows in its
upper part the main page of the internet email service of t-online.de, an online service
of the German telecommunications carrier Deutsche Telekom AG [21]. This page is
implemented according to the “Portal Site” pattern (ID 11). Amongst others it
contains a ‘“Two-panel Selector” pattern (ID 24) as indicated by the two ellipses in the
screenshot. The left part allows for selecting an individual type of email messages,
while the other provides a list of emails of the chosen type.

The fundamental email type selection function is transformed to a “List View”
pattern (ID 14) implemented as entry page for the mobile UL. When clicking on one
of the displayed list items a subsequent page is opened up according to the “One-
Window Drilldown” pattern (ID 16) showing the realization of a “List Builder”
pattern (ID 13) providing the list of respective emails. The particular list entries are
arranged as multi-line items so that the most relevant information can be displayed on
a small device. In summary the “Two-panel Selector” pattern of the large screen is
replaced by several different patterns within the mobile UL

The related transformation pattern definition reads as shown in table 3.
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Desktop
PC
Version

Mobile
Version

Fig. 3. Desktop PC and Mobile Version of the Email Service t-online.de

Table 3. Definition of Transformation Pattern #2

Attribute Description

1D T-002

Problem How to transform a “Two-Panel Selector” pattern (ID 24)
under the given context?

Context Transformation from desktop PC to smartphone UI as
contemplated in pattern T-001

Solution 1. Apply a “List View” pattern (ID 14) incorporating the

list of selectable items of the overview panel.
2. Apply a “One-Window Drilldown” patter (ID 16) in
order to open up a new screen
3. Apply a “List Builder” pattern (ID 13) for showing the
respective details.
Illustration Please refer to figure 3.

Another example is the German weather service wetter.de [22] where users can
request weather forecast information for individual regions or cities. Both the PC and
the mobile version identically request the related user input by respectively applying
the “Keyword Search” pattern (ID 12). Figure 4 illustrates on its right hand side the
search results for the city of Augsburg (Germany) in the desktop PC manner.

On the left side it is shown the respective output as it appears on the mobile device.
For demonstration purposes the entire virtual mobile page is displayed while the black
rectangle indicates the visible part on the physical screen. The user has the option to
scroll up and down in order to see the whole stuff.

On the desktop PC page the content is provided in a “Tab Menu” pattern (ID 20)
style for different weather forecast periods. Each panel is organized according to the
“Tiled Sections” pattern (ID 22). The columns of the 3-day forecast tab contain the
relevant information for today, tomorrow and the day after tomorrow. In the upper
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i Mobile
Version

Desktop
PC
Version

Fig. 4. Desktop PC and Mobile Version of the Weather Service wetter.de

rows of the matrix you see icons and temperature values for morning, noon and
evening. The lower rows provide additional daily details about sunshine duration and
precipitation.

Within the mobile version the different tabs have no equivalent because solely a
forecast period of three days is available. The column headings of the “Tiled
Sections” pattern are represented according to the “Permanent Horizontal Menu”
pattern (ID 17). Though the horizontal menu disappears when scrolling down, it is
located on each of the result pages and therefore is a permanent menu. The rows for
morning, noon and evening values are translated into a type of “List View” pattern
(ID 14) appearance. A selection of the daily detail measures are also displayed on the
basis of the “List View” pattern.

Based on this actual situation the following three transformation patterns can be
defined.

Table 4. Definition of Transformation Pattern #3

Attribute Description

1D T-003

Problem How to transform a “Keyword Search” pattern (ID 12) under
the given context?

Context Transformation as contemplated in pattern T-001

Solution Just apply a “Keyword Search” pattern (ID 12)

Illustration -

In a similar manner it is also possible to transform specific user interfaces for other
contexts of use, e.g. to create different Ul for novice and expert users. Another idea is
to adapt Uls for visually handicapped (not blind) people where the Ul works in
general similar to a Ul for small screen sizes, but the elements and artifacts are
displayed on a large screen in a magnified manner.
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Table 5. Definition of Transformation Pattern #4

Attribute Description

ID T-004

Problem How to transform a “Tab Menu” pattern (ID 20) under the
given context?

Context Transformation from desktop PC to smartphone UI as
contemplated in pattern T-001

Solution Pick the most important tabbed panel and apply a “One-
Window Drilldown” pattern (ID 16) for arranging the related
content onto the resulting new page. Let all other tabbed
panels unconsidered.

Illustration Please refer to figure 4

Table 6. Definition of Transformation Pattern #5

Attribute Description

ID T-005

Problem How to transform a “Tiled Sections” pattern (ID 22) under the
given context?

Context Transformation from desktop PC to smartphone UI as
contemplated in pattern T-001

Solution 1. Apply a “Permanent Horizontal Menu” pattern (ID 17)

and use the column headings of the “Tiled Section”
pattern as menu items.

2. Apply a “List View” pattern (ID 14) and incorporate the
content pieces from the tiled sections. If applicable,
define groups of contents and apply “List View” patterns
for each of the groups.

Illustration Please refer to figure 4

4 Conclusion

In this paper we have described a pattern-based method to transform user interfaces of
interactive systems to diverse contexts of use. The main focus of our current work lies
on modeling necessary relationships between the various patterns and defining a
comprehensive set of transformation patterns, i.e. the rules required for pattern-driven
transformation of existing abstract and semi-abstract UI models to concrete context-
related target user interfaces. In a subsequent step we will put our emphasis on
automation issues of the transformation process.
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Abstract. Design errors can suppose a unaffordable load for the production
costs. Allowing product designers to de ne behavioral patterns that describe the
interaction of future users of the system can reduce the number of design errors.
These patterns can be used to simulate how users respond to stimuli of products
detecting problems at early stages of product development. Choreography
systems to simulate the interaction among devices and services defined using
commercially available workflow engines have been used in previous work (as
the European project VAALID). However, the complexity of human behavior
models requires much more expressive workflow languages for their definition.

In this work, a highly expressive Workflow engine is presented. This system
solves the problem of expressiveness in the representation of the interaction of
human behavior models in the VAALID project.

1 Introduction

Currently, the hard competency among enterprises requires that the designed products
ts perfectly with the customers needs. In this way, the design errors suppose large cost
overruns. For that, the early detection of problems in the product creation cycle of life
can suppose significant economical savings to companies. This problem worsens
when the products target special needs persons like people with age-related
impairments or people with disabilities. This is be-cause those users have additional
constraints and usually the designers are not well aware of their implications and don't
take them in full consideration during the creation of prototypes [2]. In those cases,
accessibility and usability, as well as the seven principles of the Universal Design [9]
or Design for All are crucial concepts, but still not fully incorporated in the
mainstream industry, being one of the main reasons for this the lack of tools to
support the designers to adopt these methods [2]. The development of simulation
techniques and tools to help the designers to create and evaluate new systems and
objects has been a hot topic in the last years because simulating the interaction
between users and products during the design phase allows to detect conceptual errors
in early stages of the development process.

In order to simulate the interaction among the system components in design phase
it is necessary to describe the components execution flow in a formal way. This is
commonly done by using workflow technology [11]. Workflow technology allows the
specification and simulation of processes by non programming experts. Nevertheless,
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© Springer-Verlag Berlin Heidelberg 2011



Process Choreography for Human Interaction Computer-Aided Simulation 215

although the workflows can describe processes flow, they are not able to simulate
interaction among different processes. Workflows are designed to be orchestrated.
The orchestration assumes that the flow is managed by a central component that
decides the next step in the process. In an interaction among processes the flow is
decided in a distributed way. In this case, the next step is decided by the combination
of the flows of the interacting components. That kind of execution of processes is
usually known as process choreography [12]. Choreography assumes that the
processes are able to exchange data to execute processes in a distributed way.

In this paper a scalable, customizable and update-able computer-aided sup-porting
tool for a Human Interaction simulation environment is presented. This tool is based
on choreography and orchestration principles. This solution is intended to be used by
Interaction Designers and Usability Engineers at de-sign stages. This tool was
developed in the framework of VAALID european project [1] and eMotiva Spanish
government funded project [8].

2 Human Interaction Modeling Problems

The specification of a product design is usually approached by means of an
exhaustive syntactical description of the states and the change rules that defines the
device inherent behavior. This initial specification will allow product designers to
share the product characteristics with the developers. Any error detected in this
specification at later stages of the product lifecycle will have a direct impact in the
form of an increase of development time and resources. This is because, the detected
errors will force the redesign of the product and posteriorly return to start, again, the
development process. In this way, the earlier the specification errors are detected, the
lower impact to the final product costs they have.

The simulation of the initial specifications will allow to illustrate the behavior of
the final product in defined contexts. This allows detecting design errors in early
stages. The interaction modeling among simple devices has been approached in
previous works through the use of Process Choreography techniques [6]. In this paper
a system that is able to simulate the interaction of formally defined devices (using
jPDL Workflow Language [3]) is presented. This framework al-lows detecting
interaction problems that could affect the system execution at design time. This idea
can be extended to human interaction modeling task in order to allow defining human
behavior models that enable simulation systems to evaluate the accessibility of
specific products by specific human groups. For example, this system will be able to
validate a device designed to be used by people with special disabilities before the
creation of the physical prototype. In this way, it will be possible to de ne general
human interaction behavior models that represent different target groups and
posteriorly use those models to validate products in design phases.

Nevertheless, the human behavior modeling is a more complex task than simulate
the execution of devices. In most cases workflow languages have a very limited
expressivity that can not describe the complex patterns that are usually found in
human behavior [5]. To ensure that the system have enough capability to represent
complex human behavior pattern it is needed to use high expressive and executable
workflow languages. According to Workflow Patterns initiative [10], jPDL has a
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limited expressivity. Then, to enable the use of process choreography tool presented
in [6] it was needed to improve the Workflow orchestrator in order to allow it to
execute more expressive Workflows.

3 Timed Parallel Automaton for Human Interaction Simulation

In this paper, an improved Process Choreography tool using a very expressive
Workflow Engine that allows professionals to simulate human interaction in
presented. This tool will enable professionals to test the conceptual products in order
to limit errors in design phase.

3.1 Timed Parallel Automaton for Human Behavior Modeling

To model human behavior relevant high expressive frameworks have been studied.
One of the most expressive frameworks that have traditionally being used for process
simulation are Petri Nets [7]. Although this framework is very expressive, their
interpretation and execution is also complex. Other approaches based on automata
theory are simpler. In addition, based on VAALID project experience, automata based
design are more friendly for experts than Petri Nets approach.

For that reason an automata based Workflow Engine was developed for human
behavior modeling. The selected approach was TPA (Timed Parallel Automaton) [4].
TPA satisfy the control flow workflow patterns ensuring a good expressivity. Also,
TPA is able to de ne time based patterns that are widely used in human behavior
models. The TPA formal defnition is presented as follows:

Definition 1. A Timed Parallel Automaton(TPA) [4] is a tuple A ={C, P N,
Q, T, o, %, v, qo, F} where:

C is a finite set of clocks,

P is a finite set of actions,

N is a finite set of nodes where n C P x CT¥ne N,

Q is a finite set of states where ¢ C NtVq € Q,

T is a finite set of time labels that can be generated by the Clock set C,

& is a finite set of actions results, called indicators,

Y CTudTuT x &t U{\} is the finite input alphabet,

v: NT x YT = N7 is the node transition function,

§:Q x X" — Q is the state transition function,

qo € Q is the initial state,

F C N s the set of final states.

The node concept represents an atomic action in the problem. A node is composed
by an action and a set of clocks which are used to model the time. The clocks are reset
when the node is reached. A state is composed by a set of nodes. The state concept
defines the set of nodes that are active in a given moment. Only one state can be
active at any given time.
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The double transition function allows the expression of complex workflow
patterns. The first function represents complex transitions from multiple nodes to
multiple nodes. On the other hand, the second function, reduces the complexity
grouping the nodes in states. The formal definition of de TPA behavior is:

Definition 2. let q.q' € Q; n.n' € N*;a* € ¥*; § is the set of symbols that
can be generated by n where S € X and:

-‘-['q.uk} =g Ay(n, uk} =n'
Then a TPA devivation is defined as follows:
8(q.a"7) = 8(¢'. ) Av(n.a"F) = v(n'. F)

where:
nCqCAn' Cq¢ N a* e 8*

Fig. 1. TPA Example

Intuitively, the transition between states (q, q') occurs when a set of active nodes
(n) generates a set of symbols (S) and there is a derivation when both functions and
that connects the state q with the state q' and the set of nodes n with the set of nodes n'
(respectively) with a set of symbols that are a subset of S. To finalize the transition,
all of the active nodes in the set n are inactivated, and all of the inactive nodes of set
n' are activated.

In a TPA, the Node transition concept represents the activation and inactivation of
nodes in order to perform the execution of workflows. Moreover, the state transition
concept is very important to the workflow representation because it offers a global
view of the active nodes at any given time. Fig. 1 shows ex-ample of TPA. In the
example, the arcs drawn with a continuous line are both state and node transitions.
The arcs drawn with a discontinuous line are only node transitions. In the example,
the a transition is available only when node 3 is active (state (3)). The b transition is
available only when node 4 is active (state (4)). Finally, the c transition is available
only when both nodes 3 and 4 are active (state (3,4)). This pattern is impossible to
represent with only the information of the nodes. The state information helps to de ne
TPA transitions of this kind. Therefore, state (3,4) indicates that the only transition
available is the c transition.
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The transition from node 1 to itself is also involved in the transition from state

(1) to itself and state (1,2) to itself. In the case of state (1,2), if h transition res, only
node 1 must be reactivated. If only state information is used, both nodes, 1 and 2 will
be reactivated wrongly and therefore node transition information is also needed.

TPA are as expressive as safe Petri Nets keeping the complexity at Regular
languages level [4]. This combines a high expressivity with a easily executable
framework.

3.2 TPA Engine for TPA Execution in the VAALID Choreographer

In order to Execute TPA based automatons a module called TPAEngine was created.
TPA Engine is a software tool that allows the execution of activities described as
TPAs. TPA Engine is connected to VAALID choreographer and is able to make
native calls to services registered in the choreographer. This enables the Orchestration
system to simulate more complex processes to represent human behavior. In fig. 2 the
architecture of TPAEngine is presented.

s 2

Fig. 2. TPA Engine Architecture

The TPA Engine is composed by the following modules:

¢ Clock Manager: The Clock Manager is the module that allows TPA Nodes to
instantiate new clocks in the system. The Clock Manager has a clock repository
where they are stored. When a clock elapses the clock manager notify the owner
node and is deleted from the repository.

e Instance Manager: The Instance Manager is the on-execution time In-stance
repository. This module stores and manages the workflow instances that are
registered in the system while they are alive.

e Activity Manager: The activity Manager is in charge of processing the node
assigned actions. This module is called by the nodes when they are reached. In
that moment the activity manager acts as a broker with the choreographer. Using
this system, the nodes can be assigned to services simulating user actions.
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e  Context Manager: The Context Manager is a data repository where the internal
data of on execution instances are stored. This module allows workflows to
perform memory based actions associated to previous actions' results

e  Operation Engine: The operation Engine is the module in charge of compiling
just-in-time the transition operations to be performed in the TPA. This module
select the transitable derivations depending on the current status of the TPA
instance and the transition condition based on boolean expressions.

¢ Core Engine: The core engine is in charge of the coordination of all the modules
allowing the communication among the modules. It's also in charge of the
instantiation of TPA templates, Node Clocks, resume the paused in-stances,
select the transitions to be executed and coordinate the activity manager calls

The TPA Engine is connected to VAALID platform to allow the simulation of
human behavior. In Fig. 3 is shown the VAALID application that can be used by
design experts. Using this tool they can describe processes to simulate the interaction
by using choreography technics among services, devices and human behavior models.

A

= _

Fig. 3. VAALID Tool

4 Conclusions

In this paper, an enhanced framework for human behavior interaction simulation
based on orchestration and choreography techniques is presented.

The use of those techniques has been tested in the simulation interaction among
services and devices. The improvement proposed in this work allows the
incorporation of very expressive process descriptions that can be used to incorporate
human behavior models.

The use of human behavior models will allow design experts to simulate their
products before the creation of prototypes. This makes them able to detect errors in
early stages of the products lifecycle.
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Abstract. Future interaction will be embedded into smart environments offer-
ing the user to choose and to combine a heterogeneous set of interaction devices
and modalities based on his preferences realizing an ubiquitous and multimodal
access. We propose a model-based runtime environment (the MINT Frame-
work) that describes multimodal interaction by interactors and multimodal
mappings. The interactors are modeled by using state machines and describe
user interface elements for various modalities. Mappings combine these interac-
tors with interaction devices and support the definition of multimodal relations.
We prove our implementation by modeling a multimodal navigation supporting
pointing and hand gestures. We additionally present the flexibility of our
approach that supports modeling of common interaction paradigms such as
drag-and-drop as well.

1 Introduction

Future interaction will be embedded into smart environments offering the user to
choose and to combine a heterogeneous set of interaction devices and modalities
based on his preferences realizing an ubiquitous and multimodal access.

Such a flexible multimodal interaction requires user interface dialogues that are
adaptive regarding the utilized modalities and their alteration. But current multimodal
interfaces are often implemented for a predefined interaction hardware setup. Like for
instance for the common mouse and keyboard setup of a computer, for a controller of
a game console that supports gesture detection, or for the control wheel with speech
feedback for navigating through the menus of a cockpit control in cars.

To tackle the complexity of designing and implementing multimodal interfaces, re-
cent research has been focused on three main aspects. First, by model-driven user
interface development (MDDUI) that describes a process for the tool-driven design of
multi-platform interfaces though several models. MDDUI projects, such as [1]
demonstrated basic multimodal applications. Second, executable models have been
introduced into MDDUI [2, 3]. They enable to adapt the interaction modalities to the
actual context of a user in a smart environment. Finally, the characteristics of different
modalities and their relations have been investigated in depth [4] and platforms have
been developed that support building multimodal interfaces out of components [5, 6].
To our knowledge these approaches of the first two categories support the design of

J.A. Jacko (Ed.): Human-Computer Interaction, Part I, HCII 2011, LNCS 6761, pp. 221 2011.
© Springer-Verlag Berlin Heidelberg 2011
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multimodal interfaces to a limited extent only. They enable modeling and adaptation
between equivalent modalities and do not address multimodal fusion. The approaches
in the third category are focusing on multimodal fusion between several modalities
but restrict their findings to a particular use case for a fixed setup of modalities (like a
cockpit for instance) or on command and control-interfaces.

In this paper we present our approach on modeling user interface dialogues with
connected executable interactors. Each interactor consists of a set of declarative mod-
els that describe both, the structure as well as the behavior. Interactors are connected
to form dialogues to support different multimodal hardware setups by multimodal
mappings.

2 Related Work

Our work is based on the idea of combining earlier works about multimodal interaction
and model-driven development of user interfaces to enable a developer to assemble
multimodal interfaces based on pre-modeled interactors. Model-driven development has
resulted in several connected design models that have been summed up by the Camelon
Reference Framework [7] and in user interface languages such as USIXML [8]. But
MDDUI has been applied to develop interfaces for pre-defined platforms only such as
for example for XHTML+Voice browsers [1] or game consoles. Multimodal systems
have been addressed by these approaches only to a very limited extend [1] and without
addressing building interfaces out of complementary modes. Different to these ap-
proaches our interactor-based interfaces can be flexibly extended to new modes and
media just by adding new interactors and mappings to a running system. Our approach
is inspired by the findings of the iCARE platform [6] that supports building multimodal
interaction out of components that are connected based on the CARE properties. These
properties describe the relations between different modes, such as their complementary,
redundant or equivalent combination.

Further on, we considered earlier work that we have implemented in the MASP
platform [2] to support executing interfaces based on the designed models without the
need for a further implementation phase. Different to the MASP that currently sup-
ports modeling equivalent multimodal relations only and is bound to the Eclipse
Modeling Framework, we rely on state machines. State machines have been widely
used in Case-Tools and are already standardized as part of UML and the W3C multi-
modal framework and therefore reduce the entry barrier for developers.

Finally, different to earlier work that applied state machines for the actual design of
the interface dialogues, we use them to describe interactors. The interactor abstraction
is mature [9] and has been for instance recently used to specify HTML and Java [10].
By using interactors, the interface design can be done in the same manner as it is
actually done by UI builders to compose interfaces based on a toolkit.

3 Approach

Figure 1 illustrates the basic conceptual components of our approach as well as the
relations between the models that we use to generate multimodal interfaces. Our ap-
proach supports the general MDDUI process that starts with a task analysis- and
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design to separate user from system tasks. An abstract user interface (AUI) model is
used to specify the (modality-independent) interface elements that need to be realized
for every interaction setup. The specific aspects of each concrete modality are cap-
tured by a concrete user interface (CUI) model. Additionally, and different to other
approaches like CAMELEON][7] and USIXML[8], we describe the capabilities of the
interaction resources (devices and modalities) in declarative models as well and target
our approach to the design of multimodal interfaces that can be adapted to different
modalities at system runtime. Further on we define mappings in a separate model and
use them to glue all the models together at runtime [2].

Each design model is referring to interactors to describe an interface. Interactors
are pre-defined components that describe the behavior of each model’s atomic
elements. We are using self-executable, reactive software agents to encapsulate inter-
actors and specify their behavior by state machines. In the task model design for
example, the developer assembles application and interaction task interactors that
consist of an own lifecycle at runtime (initiated, executing, stopped, inactive, and
done) like described earlier for instance in [11].

At design time, state machines (which are specified as declarative models) com-
plement the user interface markup language with a behavior specification, which is
currently missing in actual approaches like e.g. USIXML [8]. State machines are a
well-known and a straight-forward way of describing and running reactive systems.
They have been applied in several case tools that can generate source code from UML
state charts' and will be standardized by the W3C to support speech-application de-
sign soon”.

In the following sections we describe how multimodal applications can be de-
signed and implemented with our Multimodal Interaction (MINT) Framework® and

' OMG Unified Modeling Language (OMG UML), Superstructure Version 2.2". http:/www.
omg.org/spec/UML/2.2/Superstructure/PDF/, last accessed 20/12/2010

2 State Chart XML (SCXML): W3C Working Draft 16 December 2010 http://www.w3.org/
TR/scxml/, last accessed 20/12/2010

? The MINT platform is available as open source at http://www.multi-access.de, last accessed
20/12/10
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subsequently enhanced to support different multimodal setups. As a running example
we focus on a multimodal dialogue navigation prototype. To proof our approach we
applied several common interaction patterns to evaluate if they can be implemented
with our approach. One of them, the drag-and-drop paradigm, will be presented in the
end of this paper. The MINT framework does not require starting with a particular
model. Thus, we start our example by modeling a concrete (graphical) interface and
add the AUI layer for integrating further modalities thereafter.

3.1 Modeling Navigation for Graphical Interfaces

Modeling a graphical interface requires the composition of screens by selecting ap-
propriate interactors like buttons, combo-boxes or menus for instance, which we call
Concrete Interaction Objects (CIO). Our basic interactor for graphical concrete inter-
face elements is depicted by the state machine in figure 2a.

CUI:CIO:gfx hide AULAIO
# a) hidden J<——{ disabled | / b)
i initialized 5 suspend
hide disable - organize

CUI:CIO:presenting->isHighlighte(y organize presenting J

[cio=find(up||down|| organized

position

focused next||prev||parent

displayed i ;cio.highli -
left||right);cio.highlight defocusing
unhighiight Mghiant  (unhighlighting
T— . present aio=find(next||prev||
present highlighted upl|down||left]|right parent) / aio.focus

Fig. 2. a) Graphical CIO state machine. b) AIO state machine.

We support inheritance for interactor design and therefore the CIO interactor
serves as the basis for all other, more specific interactors of a graphical interface. The
basic life-cycle consists of a positioning, presentation, hidden and disabled phase. In
the positioning phase, each CIO interactor calculates its absolute screen coordinates
by identifying its neighbors that can be reached by interface navigation. During the
presentation phase the interactor is part of the active user interface (UI) and reacts on
navigation events. The user can therefore navigate to the interactor that gets then
“highlighted”.

IR:IN:Mouse IR:IN:Mouse IR:IN:Wheel

IR:IN:Pointey IR:IN:Buttory

[move]  [stop] [press] [release]

[ LeftButton | [ RightButton |

Fig. 3. The class diagram and state chart of a mouse
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After the first CIO interactor has been highlighted, up, down, left, and right events
can be sent to an interactor that is highlighted to navigate to the one. Each of those
events “unhighlight” the receiving interactor, let it search the event’s target interactor
to that a “highlight” event will be sent.

For navigation several modalities can be considered as appropriate. The most basic
one is a mouse that we design as a composed interaction resource (IR), which consists
of a set of more basic interactors: a wheel, two buttons and a pointing interactor like
shown in fig. 3. The behavior part of the mouse could be defined straight-forward by
two state machines characterizing the pointer and a button. The pointer could be in the
states “moving” or “stopped”. While the pointer is in the “moving” state it communi-
cates its x and y coordinates. The pointer is considered to be stopped if there is
no movement for a particular time span. In the same manner, a mouse button can
be described by a state machine to communicate its’ two states: “pressed” and
“released”.

3.2 Mapping Specification for UI Element Highlighting while Pointing

Like depicted in fig. 1 we use mappings as the glue to combine the AUI, CUI and
interaction resource specifications. The mappings rely on the features of the state
machines that can receive and process events and have an observable state. Thus, each
mapping can observe state changes and send events.

Fig. 4a shows the principal mapping we are using to change the highlighted
graphical UI elements based on the actual pointing position. A mapping consists of
Boxes with rounded and sharp edges. The former one define reactions on state
changes of an interactor, the latter ones define system function calls or events. The
mapping of figure 4a observes the state of the Pointer IR and gets triggered as soon as
the pointer enters the state “stopped”. The “C” specifies a complementary mapping,
which requires all inputs of the C to be resolved for the mapping to start. The second
mapping “assigns” (A) the observation of a moving pointer to an event that ensures
that no CIO is highlighted during pointer movements.

x,y=Pointer.stopped

[ cio=CULfindCIO(x,y)

cio.unhighlighted
(Aol cotummignignt |

cio.highlight

a)

Fig. 4. a) Basic pointer mappings. b) CUI with AUI synchronization

Therefore, as soon as the pointer has been stopped and coordinates of the stopped
pointer could be retrieved, the findCIO function is called to check if there has been a
CIO positioned at these coordinates and if it is currently not highlighted. The com-
plementary mapping only executes if all three conditions can be evaluated and in our
example fires a “highlight” event to the corresponding CIO.
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3.3 Connecting Further Modalities

To add further, no-graphical media like sound or modes like gestures to control the
interface we require the AUI model to keep them synchronized. Figure 2b depicts the
basic abstract interactor object (AIO) that serves as a base for all other abstract inter-
actors. Whereas it is quite similar to the basic CIO of figure 2a its semantics are dif-
ferent and independent of any modes or modalities. Thus, the AIO state machine
processes the ordering of elements for a basic navigation. It supports browsing
through all elements using “previous”, “next” and “parent” commands (in contrast to
the graphical-oriented navigation that supports directions like “up”/’down” based on
their calculated coordinates). Further on, the highlighting feature of the CIO becomes
a “focus” in the AIO describing that the actual interactor is in the focus of the user.
Now, both interactors can be synchronized using the two bi-directional mappings of
fig. 4b.

Now that we are having the navigation synchronized between the graphical CIO
and the AIO we have two options to connect further modes and media. First, we can
attach them to the AUI interactors so that we can benefit from the already existing
synchronizations between AUI and CUI Second, we could attach them to another
CUI and add further synchronizations between the new CUI model and the AUI The
mappings shown by fig. 5a add gesture-based navigation and sound media and im-
plement the former case and connect directly to the AUI They require a gesture con-
trol interactor that supports two modes: When using two hands, like depicted in fig.
5b, the distance between the hands is measured and interpreted as “narrowing” or
“widening”. With only one hand detected, the interactor distinguishes two postures:
one for issuing “next” and another one for issuing a “previous” command.

a) Tu<0,3s 7,055 D)

aio=AlO.focused

Fig. 5. a) Mappings to connect sound media and a gesture-driven control to the interface.
b) Zoom gesture for widening and narrowing the user’s focus.

The first mapping of fig. 5a waits for the next posture to appear while an interactor
is in the state “focused”. If this is the case the mapping gets executed and sends to
events: A “next” event to the AIO (aio) that is in the focus of the user and a “click”
event to a sound interactor that can generate a “click” sound. Both events are speci-
fied as redundant (R), which requires both by processed successfully. Alternatively
they could be marked as equivalent (E), which requires only at least one of them (at
least the aio.next event) to be processed successfully.

After both events have been fired the mapping waits (T) for half a second to re-
initiate itself. Thus, if the user remains his hand in the “next” posture, the mapping
gets fired every half second. The second mapping of fig. 5a to widen the focus to the
parent interactor works in the same manner but does not require a timeout. A
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threshold inside the gesture interactor defines at which sensitivity the “widening”
event is fired (this depends on the camera resolution and the users ability to keep the
distance between their hands stable).

3.4 Mappings to Specify Interaction Paradigms

Our approach of describing interactions of composed interactors based on state ma-
chines and mappings turned out to be very flexible. Not only multimodal relations can
be addressed by the mappings but also interaction paradigms like a “double-click” or
“drag-and-drop” as well. Figure 6 depicts a mapping that specifies the drag-and-drop
functionality for elements (AIChoiceElement) of an abstract list (AIChoice) on the
AUI model level that is bound to the left button of a mouse. The AlSingleChoice
interactor (figure 7a) introduces a parallel super state to the presenting state of the
AIO interactor. Additionally to the capability of gaining the user’s focus, this super
state describes the ability of a list to receive list elements that are dropped to the list.

Like shown in figure 7b, the dragging feature is not part of the list interactor but
implemented by the interactor that describes an individual list element’s behavior.
There, we introduce a parallel super state as well that adds the capability of an ele-
ment do be chosen and dragged. An element can only be chosen, if it is in the user’s
focus and it takes care, that all other list elements get “unchosen” if they are part of a
single choice l