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Preface

The idea of creating a multidisciplinary network of scientists working on time
and time perception was entertained in 2007, was formulated as a proposal in
2008, and was realized in 2009, when funded by the European COST (European
Cooperation in Science and Technology; www.cost.eu) agency under the title
“TD0904: Time In MEntaL activitY: theoretical, behavioral, bioimaging, and
clinical perspectives (TIMELY)” (www.timely-cost.eu). TIMELY just completed
its first year of existence bringing together over 150 junior and senior scientists
from 20 different countries.

This volume is the product of the first meeting of the TIMELY network that
took place in Athens, Greece, during October 7–8, 2010. This 2-day interna-
tional workshop on the“Multidisciplinary Aspects of Time and Time Perception”
brought together scientists from different disciplines to present their work on time
and its percept with the ultimate goal of setting the stage for communication
among the different laboratories and foster future collaborations.

The reader of this volume will get a taste of some of the major research areas
of time perception, different views on temporal experiences, different method-
ologies used for measuring one’s time percept, and the interaction/relationship
of time with other cognitive processes. The collection of papers in this volume
covers topics under the four main themes of TIMELY: (Note that papers in this
volume fall under two or more of the themes below, thus no theme categorization
is adopted.)

A. Conceptual analysis and measurement of time: Currently, there is no common
code of communication as to the different aspects of time perception. A
debatable definition also leads to problematic measurement methodologies.
Reaching an agreement regarding the conceptual analysis of time will also
lead to more efficient and accurate measures of the human and animal time
perception.

B. Exploring factors associated with time perception variability: High variability
in time perception has been reported within and between individuals. This
variability represents a barrier in understanding time perception. Thus, a
close examination of various cognitive/biological processes in relation to time
is needed.

C. Extending time research to ecologically valid stimuli and real-world appli-
cations : The majority of time perception research has focused on simple
stimuli, necessitating the use of more informationally rich stimuli (e.g., mu-
sic, action) for advancing time perception research and, thus, extending the
results to real-world applications.
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D. Uncovering the neural correlates of time perception: Advances in neuroimag-
ing allow observation of the brain-in-action. It is necessary to identify the
techniques appropriate for studying time perception in both animals and hu-
mans and for examining time distortions in specific neurological/psychiatric
conditions and other impairments.

The TIMELY network and the volume you are now holding was funded and
supported by COST and the people working for the ISCH (Individuals, Societies,
Cultures, and Health) domain. I would like to thank Anna Esposito for initiating
contact with publishers and Alfred Hofmann for giving us the opportunity to
publish this volume with Springer. I am grateful to the co-editors of this volume
(Anna Esposito, Maria Giagkou, Fred Cummins, and Georgios Papadelis) for
their patience and detailed work with all the author contributions. I also thank
all the authors that contributed to this volume and all the members of the
TD0904 International Scientific Committee who provided insight and helpful
recommendations as to the improvement of the papers that are now printed
in this volume. Additionally, I am thankful to the School of Architecture for
hosting the TIMELY meeting in Athens and G. Papadelis, F. Cummins, and
M. Giagkou for assisting me with all the organizational details. My special thanks
goes to Thanos Fouloulis for the technical support and his willingness to realize
all my visions (TIMELY website, live broadcasting of talks, video recording etc.)
and my students for always being there (Eliza Bakou, Konstantina Margiotoudi,
Stamatis Paraskevas, and Ifigenia Pasiou). Finally, a warm thank you goes to
all the members of TIMELY that were willing to support this network and that
responded to all my calls with excitement and encouragement.

July 2011 Argiro Vatakis
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Mémoire et de la Communication,
CNRS, France

Sylvie Droit-Volet CNRS, UMR 6024, France
Anna Eisler Stockholm University, Sweden



VIII Organization

Hannes Eisler Stockholm University, Sweden
Mark Elliott National University of Ireland, Ireland
Anna Esposito Second University of Naples and IIASS,

International Institute for Advanced
Scientific Studies, Italy

Vyvyan Evans University of Bangor, UK
Christine Falter University of Oxford, UK
Maria Giagkou Institute for Language and Speech Processing,

Research Centers “Athena”, Greece
Anne Giersch INSERM U666, University Hospital of

Strasbourg, France
Joseph Glicksohn The Leslie and Susan Gonda Multidisciplinary

Brain Research Center, Bar-Ilan University,
Israel

Simon Grondin Université Laval, Canada
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Elżbieta Szelag Polish Academy of Sciences, Poland
Niels Taatgen University of Groningen, The Netherlands
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Further Steps in the Science of Temporal Consciousness? 

Valtteri Arstila 

Department of Behavioral Sciences and Philosophy, 
University of Turku, Finland 

valtteri.arstila@utu.fi 

Abstract. Temporal consciousness, the field that focuses on how time figures in 
our conscious states, is essentially interdisciplinary and has received attention 
from philosophers and psychologists alike. Nevertheless, there has been little 
cross-talk between these two disciplines. In this paper, I argue that the reason 
for this resides in crucially different interests: whereas philosophers have been 
preoccupied by phenomenology, psychologists have approached the field by 
downplaying the phenomenology and emphasizing their subjects' performance 
in various experiments. Despite this difference, existing research already 
suggests that there are fruitful grounds for interdisciplinary collaboration, 
should philosophers and psychologists aspire for it.  

Keywords: Temporal consciousness, Husserl, James, Phenomenology. 

1   Introduction 

Our conscious states, in so far as they are brought about by neural processes, do not 
occur instantly. Furthermore, our experiences and perceptions themselves are not 
always only of instant events in the world. Quite contrary, sometimes the crucial 
features of stimuli that we perceive are temporal in nature. Examples of these include 
perceived temporal order, pace, and duration.  

Investigation of our awareness of the previous temporal phenomena belongs to the 
field of temporal consciousness (I am following Barry Dainton's [1] terminology 
here), which is sometimes also called time consciousness. It can be defined as a field 
that focuses on how time and temporal properties figure both in consciousness and as 
contents of conscious states. This is a rather broad characterization, yet such is needed 
to address the multifaceted and interrelated issues in temporal consciousness.1 

Although the topic is interdisciplinary in nature, interaction between philosophers 
and psychologists of temporal consciousness has remained scarce. This is somewhat 
surprising, given the state of affairs in similar issues. In consciousness studies, for 
example, philosophers make explicit use of many empirical research results and 
theories, and scientists have begun addressing the questions philosophers have posed 
                                                           
1  Indeed, researchers from many different disciplines have tackled the topic and the field 

appears to be at the center of the interdisciplinary TD0904 (TIMELY) COST Action 
(www.timely-cost.eu). 
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to them. In the topics of self, agency, and ownership, such interdisciplinary discussion 
is even more prominent, and this applies also to discussions related to social 
cognition. Regardless of these encouraging examples of cross-disciplinary influence, 
it is yet to occur in the topic of temporal consciousness (with late Francisco Varela's 
research [2,3] being a notable exception). 

The overarching objective of this paper is to take steps toward bridging the gap 
between philosophers and psychologists of temporal consciousness. I will begin by 
explicating what I take to be the central reason why philosophers have not paid much 
attention to empirical research on temporal consciousness. Given that my background 
is in philosophy, I will not speculate on the reasons why scientists have not found the 
philosophy of temporal consciousness significant for their studies. It is nevertheless 
worth reminding oneself that one obvious reason for the lack of cross-talk between 
philosophy and psychology is that the research questions in one of the disciplines are 
not often relevant in the other. Instead of elaborating on the issue of crucially different 
research questions in the two disciplines, I will end this article by providing a brief 
discussion on the detailed topics where a common theme already exists. I hope that 
these few examples will illustrate why engaging in interdisciplinary discussion would 
in some cases be useful. 

2   Two Approaches to Temporal Consciousness 

Prima facie it appears that the issues in temporal consciousness can be approached in 
two different ways. On the one hand, one can ask what the relationship is between the 
temporal properties of a stimulus and our experiences and judgments about it. For 
example, how asynchronous do two stimuli need to be for us to perceive them as 
asynchronous? How do we estimate that certain duration time has passed? Given that 
these questions need to be approached through subjects' performance in various 
experiments, I call this a performance-based approach. 

On the other hand, the issue of temporal properties as experienced can also be 
raised without any reference to the external world and the properties of stimuli. In this 
case the questions that one aims to address are whether we really experience 
phenomena with temporal properties and, if we do, then what is the nature of 
consciousness and conscious states that makes it possible? This approach can be 
called a phenomenology-based approach, as here the emphasis is on the question of 
whether temporal properties figure in contents of experiences in the same way as 
colors, tastes, and sounds do. That is, can we really experience temporal properties 
such as simultaneity, temporal order, and duration? 

Although nothing prevents one from investigating the issues in temporal 
consciousness by combining both approaches (and in fact Paul Fraisse [4] and William 
James [5] did so), they can also be investigated independently. More importantly,  
as will be discussed below, it appears that this has happened and in accordance with 
the distinction between the disciplines: psychologists have focused on the 
performance-based approach and philosophers have adopted the phenomenology-based 
approach (with very little regard to the psychological mechanisms underlying the 
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phenomenology).2 As each line of research can be conducted without the other, cross-
talk between these disciplines has been lacking. 

Philosophers' preference for the phenomenology-based approach is understandable— 
after all, the other approach would require experimentation, which is not their forte! 
As a result, in their own research on the field of time consciousness, philosophers 
have instead focused on two interrelated questions concerning phenomenology.3 The 
first one is whether we really experience temporal properties such as simultaneity, 
temporal order, and duration. Thomas Reid famously argued that this does not 
happen. He writes: 
 

It may be here observed, that, if we speak strictly and philosophically, no 
kind of succession can be an object either of the senses, or of consciousness; 
because the operations of both are confined to the present point of time, and 
there can be no succession in a point of time; and on that account the motion 
of a body, which is a successive change of place, could not be observed by 
the senses alone without the aid of memory. [6, p.235] 

 
Reid argues thus that our consciousness, and the things we can be conscious of, are 
confined to momentary points in time—neither of them have any temporal width. Our 
experiences are static, motion-free snapshots that do not have any duration. 
Accordingly, Reid claims that we do not really experience succession, change, 
persistence, melody, or any other temporally extended phenomena. This also includes 
motion, which for Reid is merely a matter of succeeding snapshots. In fact, for Reid 
the stream of consciousness is mere continuous stream of momentary states of 
consciousness. 

Although Reid's view of consciousness provides us with the succession of 
experiences, whether they are related to, say, visual stimuli or tones, it does not 
provide us with experiences of succession or melody. Our phenomenology suggests 
however that we can experience also succession and melodies.4 Hence, those 
philosophers who draw their intuitions from such phenomenology (which includes 

                                                           
2  It should be noted that the claim how philosophers prefer the phenomenology-based 

approach over the performance-based approach concerns only on how philosophers approach 
the topic of temporal consciousness. Accordingly, it makes no claims as regards to how 
philosophers approach the study of time. Indeed, on this latter topic conceptually-oriented 
and even logic-oriented approaches are commonly used, while there is little use for the 
phenomenology-based approach. 

3  Although it is safe to say that the topics philosophers have engaged with belong to this 
approach, no philosopher has been as explicit about the importance of temporal 
consciousness as Edmund Husserl, who is one of the most influential philosophers on 
temporal consciousness. He writes that "[the key themes in the phenomenology of time 
consciousness are] extremely important matters, perhaps the most important in the whole of 
phenomenology" [7, p.346]. That is, those philosophers who aim to understand our 
experiences better should give proper attention to issues such as how temporal phenomena 
can be experienced in the first place when considered from the point of view of a subject. 

4
  Here we are reminded by Husserl's remark that the "duration of sensation and the sensation 

of duration are two very different things. And this equally true of succession. The succession 
of sensations and the sensation of succession are not the same." [7, p.12]. 
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almost everyone) have disagreed with Reid's view. Thus, they maintain that our 
awareness and/or its contents are not confined to durationless moments. For example, 
William James writes in his much cited passage that 
 

the practically cognized present is no knife-edge, but a saddle-back, with a 
certain breadth of its own on which we sit perched, and from which we look 
in two directions into time. ... we seem to feel the interval of time as a whole, 
with its two ends embedded in it. [5, p.609-610] 

 
In the light of our phenomenology, James suggests that we need to distinguish two 
notions of 'present'. On the one hand, there is the strict mathematical notion that is 
durationless, and on the other hand, there is the "cognized present" that possesses a 
brief duration. Since this latter notion refers to the phenomenon that is not really 
present in the mathematical sense but comprises a short temporal width, James calls it 
"specious present" (others have sometimes called it "subjective now″). Because our 
subjectively experienced present has a short temporal width, we can experience 
change, persistence, and other temporal phenomena.  

It is important to note that accepting the idea that subjectively experienced now is 
not a durationless moment does not yet provide a proper explanation for the specious 
present nor for the experiences that this notion is supposed to help us explain. 
Consider the experience of succession for instance: those who disagree with Reid and 
endorse some notion of specious present maintain that our experiences can really have 
succession as their content. Accordingly, they argue that in one episode of 
experiencing or awareness, we can experience one stimulus succeeding the other 
because in such episodes both stimuli are somehow present (and thus their temporal 
relation itself can be experienced). But this sounds paradoxical: if we have one 
episode of an experience, and this is what we experience as now, then how can our 
experiences related to two stimuli not be experienced as simultaneous (and yet they 
cannot be, because otherwise we could not experience one succeeding the other)? 

We are therefore led to the second question that the philosophers of temporal 
consciousness focus on: assuming that we do have temporally extended experiences 
(such as experiences of succession, melody, and persistence), then what must 
consciousness be like to provide us with them? Given that most philosophers do 
disagree with Reid, the debate over the philosophical issues in temporal 
consciousness has mainly centered on the best way to resolve the paradox resulting 
from specious present.5 

It should be noted that one aspect of this debate is the apparently seamless flow of 
our consciousness, which James called the stream of consciousness. This is, of course, 
apparent in the sense that this is how the stream appears to us; the phenomenology of 
how one conscious state transforms to another. Its neural or metaphysical background 

                                                           
5
  Essentially, two different views have been proposed to resolve this paradox. The first one is 

the Extensionalist view that is often related to James's theory. According to this alternative, it 
is the episodes of experiencing that are temporally extended. The alternative is Husserl's 
Retentionalist view, where the episodes of experiencing are momentary but their contents are 
temporally spread.  
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does not need to be seamless. The stream of consciousness implies the passage of 
time because specious present describes what is experienced as now, whereas the 
stream of consciousness describes how these states, specious presents, follow each 
other. One specious present concerns the contents of our consciousness in one 
subjective now, whereas the stream of consciousness concerns the phenomenology of 
how one specious present changes to another. Philosophers, especially those in the 
Husserlian tradition, refer to this by the term 'temporality'—the continual background 
awareness of passing time.6 

Despite the fact that the performance-based approach requires experimentation, 
and is thus not something that philosophers do themselves, one might think that 
results achieved through it would be useful in philosophers' endeavors. Yet, a brief 
look at the philosophical papers shows that empirical results are rarely (if ever) cited 
in them. In fact, it appears as if they silently agree with Husserl, who wrote:  
 

It might also make an interesting investigation to ascertain how the time that 
is posited as objective in an episode of time-consciousness is related to actual 
objective time, whether the estimations of temporal intervals correspond to 
the objectively real temporal intervals or how they deviate from them. But 
these are not tasks for phenomenology. [7, p.4] 

 
The above may at first appear surprising but on closer inspection Husserl's 
indifference to the performance-based approach is actually quite understandable. As 
discussed above, the disagreement with Reid's view, and the resulting paradox, are at 
the crux of philosophical debates. This is significant for the topic at hand because 
most of the research done by psychologists is compatible both with Reid's and with 
his opponents' view. Accordingly, this research does not touch on the issues in which 
philosophers are interested in and, hence, the lack of philosophers' interest in the 
performance-based approach to temporal consciousness. 

To see this more clearly, consider the temporal order tasks (where one of the two 
stimuli appears first). Arguably, to account for our performance in them does not 
require us to address the issue of whether we really experience succession or not. For 
example, what happens in the cases of succession could be explained with the help of 
memory: when the second stimulus is perceived, we still have a lingering memory of 
the stimulus that preceded it. Another possible way to account for the performance in 
temporal order tasks is simply by reference to some automatic, unconscious 
mechanisms.7 Yet another possibility is that the performance mirrors our experiences 
of succession. In the first two cases, we would have succeeding experiences, whereas 

                                                           
6  Two key issues concerning temporality can be used to separate the philosophical theories of 

time consciousness. The first one asks how much continuity there really is between two 
episodes of experiencing. The second one is: what establishes the continuity? Is it memory, 
contents of experience, self? What this means in practice is that philosophers tend to combine 
the issues at hand with the broader context of consciousness (and in many cases self-
awareness too). Accordingly, the question they want to address is the general question of 
what the conditions for conscious experiences are.  

7  Much like the visual guidance of our actions is done by unconscious, dorsal processing and 
not by the conscious experiences that we base our reports on.  
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only in the latter case would we have an experience of succession.8 The first two are 
thus compatible with Reid's view whereas the latter is compatible with his opponent's 
views. In so far as we only know the performance in these tasks, little is revealed 
about the possible mechanisms underlying them and nothing is revealed about the 
nature of conscious states.  

This conclusion is supported also by the fact that psychologists themselves write 
about temporal order judgments instead of experiences, despite early remarks by 
Fraisse, who emphasized the phenomenology related to them.9 Obviously this does not 
mean that psychologists deny the possibility that these judgments are accompanied or 
even based on related phenomenology. Instead, it only suggests that psychologist 
consider phenomenology unhelpful in their pursuit of understanding the mechanisms 
underlying the role of timing in human behavior. Nonetheless, it is exactly because of 
such a noncommittal approach to the phenomenology that psychological results have 
only a little direct bearing on the matters that philosophers are interested in. 

A similar consideration holds for duration perception. Fittingly, psychologists 
emphasize that we do not experience durations. (It has been argued, for example, that 
there is no sense organ for time perception in a sense there are sensory organs, say, 
for vision and hearing.) The fact that we do not experience durations per se does not 
however mean that we could not have some accompanied phenomenology. 
Correspondingly, although philosophers agree with psychologists on the experiences 
of durations themselves, many of them argue that we can experience something 
related: persistence—that something has lasted, been present, for some time. In fact, 
the phenomenology of persistence is one of the reasons to postulate the notion of 
specious present (see for example [1,9]). 

Here again appears the gap between performance-based and phenomenology-based 
approaches to temporal consciousness: Given that psychologists explicitly deny the 
existence of the experienced durations, they pay no attention to the possibility of 
related phenomenology and write about duration estimation (rather than duration 
perception), thus emphasizing the cognitive side contra phenomenology. Hence, their 
research is largely restricted to the performance-based approach. From the 
philosophers' side, on the other hand, it is not obvious how the experience of 
persistence relates to the duration of stimuli—even though it appears likely that one 
cannot have a feeling of persistence without some way of tracking the passage of 
time. Thus, for philosophers, it appears likely that merely focusing on performance 
for example in duration estimation, duration generalization, and temporal bisection 
tasks does not provide new insights into this phenomenology because it does not 
address the issue of what causes the feeling of persistence. 

In short, I have been arguing the following. Philosophical investigations are by 
their nature mostly limited to the phenomenology-based approach to temporal 

                                                           
8
  Here is a useful analogy to think about: Based on the footprints on the beach one can infer 

that someone has walked there, but one only sees the footprints not the person who made 
them. Likewise here, maybe we can infer that two stimuli were presented in succession based 
on two separate experiences and with the help of some unconscious processes (or memory), 
or maybe we can indeed experience the succession itself and our performance is based on 
them. It could be either case, but if we look only the results in the task and never ask the 
questions concerning the phenomenology, we do not know which case it is. 

9  Needless to say, there are also exceptions [e.g., 8].  
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consciousness. More importantly, however, the research done on the performance-
based approach is such that it largely has no (direct) relevance to the issues 
philosophers are interested in. For example, the mechanisms for something can be 
researched without taking a stand whether the research results indicate that the 
temporal properties are experienced or that they are simply judgments that the 
subjects make. Thus, there is little need or interest from philosophers' side regarding 
the performance-based approach. 

Both performance-based and phenomenology-based approaches are viable options 
for psychologists, unlike for philosophers. Yet they tend to emphasize the performance 
at the expense of phenomenology. From psychologists’ point of view, it does not 
appear to matter much whether the results mirror the experienced phenomenon or mere 
judgments.10 Of course the latter are based on experiences too (except possibly in the 
forced choice tasks—think of blindsight) but not on the way that something is really a 
content of an experience instead of being merely inferred from the contents of 
experiences. The above does not mean, obviously, that psychologists could not also 
incorporate the phenomenology-based approach in their research.  

3   Bridging the Disciplines 

Although philosophers and psychologists have kept the performance-based and 
phenomenology-based approaches to temporal consciousness largely separate, there 
are issues where these two disciplines have much to offer to each other. For instance, 
there is no reason why properly planned experiments that put emphasis on 
phenomenology in addition to performance should not benefit both philosophers' and 
psychologists' endeavors. One could, for example, incorporate subjective confidence 
ratings in experiments and their analysis―as is done nowadays in some experiments 
concerning consciousness (see for example [10,11]). Instead of elaborating on this 
option, in this section I want briefly to mention more specific topics that have a 
bearing on philosophers' interests and in which some empirical research has been 
done. These serve as examples where collaboration between the disciplines is most 
likely to bring about advancements in both. 

To begin with, philosophers' discussion on specious present means in practice that 
they are interested in issues that could shed light on the nature of specious present. 
For example, empirical issues that philosophers find interesting in relation to the 
notion of specious present are those that either motivate the endorsement of the 
specious present itself (perception of succession, change, etc.) or particular features of 
it (such as the notions of persistence for retended content and temporal orienting for 
protention in Husserlian tradition). 

Another take on this matter concerns the minimal duration of experiences; if some 
notion of specious present is empirically sound, then each episode of sensing has 
some (kind of) temporal extension. Accordingly, it is reasonable to ask how long this 
temporal extension is (what the duration of one episode of experiencing is) and 

                                                           
10

  This should not be taken as a criticism against the way research is done (and in fact, the 
author himself has been involved in few studies of this kind), but merely as an indication that 
psychologists’ interest in the issues of temporal consciousness does not reside on the related 
phenomenology.  
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whether its duration is fixed. James, for example, thought that specious present could 
last up to twelve seconds, whereas more recently Dainton has argued that it lasts 
around half a second. Both of these questions, at least prima facie, are close to, 
although not identical, with Robert Efron's [12,13] research on the minimal duration 
of perception, whereby he explicitly separated the duration of stimulus, processing 
epoch, and conscious perception. Furthermore, he argued that the minimal duration of 
experience differs for visual and auditory sensory systems, which in turn suggests that 
the duration of specious present is not fixed. This, in turn, fits nicely with some 
philosophical theories of time consciousness but not necessarily with others. 

Empirical investigations have a bearing on the issues concerning temporality too. 
One obvious example of this is the quantification of experiences and mental 
processes. Is our conscious perception discrete as is sometimes argued or is it 
continuous [14]? Or maybe merely some mechanisms leading to perceptions function 
in a discrete manner [15]? That is, some discontinuity in our stream of consciousness 
could happen either in the level of how one specious present follows the other or in 
the contents of succeeding specious presents. Whether there is some discontinuity or 
not, it is obvious that the experiments that psychologists have conducted and the 
theories they have subsequently put forward (especially concerning the notion of 
psychological moment [16]) appear to have a close connection with the philosophers' 
debate on how much continuity there is in the stream of consciousness. 

Imagine, for example, that we find that our conscious episodes are in fact discrete. 
Although philosophers can still maintain that this is not how it appears to us―our 
phenomenology is a continuous stream―this would mean that philosophers only need 
to explain the appearance of continuity. On the other hand, if there are no grounds to 
argue for discontinuity, then philosophers need not only to explain the appearance of 
continuity but also to do it in such a way that the underlying process itself could be 
continuous. Currently, very few philosophical theories incorporate such continuity. 

Another, previously mentioned, issue concerning temporality where empirical 
research could have a direct impact is the question concerning the interrelation 
between the experienced passage of time and performance in the duration tasks. Can 
they vary independently of each other or is one's judgment on the passed duration 
dependent on the experience of the passage of time? 

One can also begin bridging the gap between philosophy and the psychology of 
temporal consciousness by pondering what philosophers can offer psychologists. 
Despite my modest knowledge of psychology, I think that here too are grounds for 
possible cross-talk. The most obvious contribution that philosophers can make to 
psychological undertakings derives from their interest in the phenomenology of 
temporal consciousness. 

For instance, phenomenologically-oriented philosophers have put forward some 
notions that psychologists have later (often independently of philosophers) begun 
researching themselves. One example of this that relates to specious present comes 
from Husserl, who appeared to regard retention as separate from mere (visual) 
persistence. Here, Max Coltheart's [17] notion of informal persistence, formulated 70 
years after Husserl, is rather similar.  

Another example of the inspiration that phenomenology of temporal consciousness 
can bring about concerns the Husserlian notion of temporality: the idea of a 
continuous stream of consciousness and the general emphasis on the temporal 
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structure of consciousness have been successfully used in developing new methods of 
fMRI analysis, which in turn has resulted in new perspectives on schizophrenia [18]. 

It may be worth adding that most philosophers focusing on temporal consciousness 
link their discussion to the broader context. Thus, Husserl (and other 
phenomenologists) as well as Dainton [19], for example, link the discussion on 
temporality to the discussion on the notion of (pre-reflective) self-consciousness. 
Julian Kiverstein [20], in turn, approaches these issues from the perspective of 
embodiment. As regards specious present, Rick Grush's [21] trajectory estimation 
model puts emphasis on spatiotemporal illusions such as flash-lag effect and 
representational momentum. This opens up new frameworks on how to approach 
temporal consciousness in general and hence philosophers working with abstract 
theories can also suggest frameworks that might be useful to explain certain empirical 
results within more psychologically-oriented theories. Philosophers have used, for 
instance, results in the timing of experiences in short timescales to propose a view 
where the experienced time can differ from the time of representing and then 
contextualized this research in temporal illusions on a broader framework of 
consciousness studies [22,23]. More recently, Shin'ya Nishida and Alan Johnston [24] 
postulated a time-marker view that makes explicit use of this framework that was first 
put forward merely as a theoretical possibility. 

4   Summary 

Temporal consciousness, the field that focuses on how time figures in our conscious 
states, has been a keen interest of both philosophers and psychologists. Although one 
could assume that these two disciplines have had some influence on each other while 
tackling related issues, such cross-talk has yet to occur. The objective of this paper 
was to begin amending this situation.  

One possible reason why philosophers and psychologist have had so little 
interaction on these matters is that their approaches are so far apart that they have 
little relevance to each other. It was argued that this is indeed how things currently 
stand, as philosophers focus on phenomenology and psychologists on subjects' 
performance in various experiments.  

Another, equally valid, reason is that cross-talk between disciplines is difficult, if 
not even impossible, when researchers in one discipline do not know what researchers 
in the other disciplines work with. Hopefully, this latter reason has lost some of its 
force with the explication above on where philosophers' interests lie in the topic of 
temporal consciousness, because some of the research that has been done suggests 
that there are fruitful grounds for interdisciplinary collaboration for those 
philosophers and psychologists who wish for it. 
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Abstract. Does the status of certain temporal experiences as illusory
depend on one’s conception of time? Our concept of time in part deter-
mines our concept of what we hold to be real and unreal; what we hold
to be real and unreal partially determines what we hold to be illusory;
thus, our concept of time in part determines what we hold to be illusory.

This paper argues that this dependency of illusions on the concept of
time is applicable to illusions of time. Two possible temporal illusions
given the evidence are examined, simultaneity and the experience of the
past; it is argued that the evidence points at temporal illusions depending
on which conception of time is true.

Keywords: illusions, temporal illusions, theories of perception, philos-
ophy of time, simultaneity, experiencing the past, temporal order

1 Introduction

The evidence seems overwhelming that we experience illusions, e.g., the Müller-
Lyer illusion (e.g., McCauley & Henrich 2006), the waterfall illusion and the
rubber hand illusion (MacKnik & Martinez-Conde 2010, p.102). However we
interpret the appearances in these cases, we have to hold that something is not
as it seems. Not being as it seems, I assume, is what it is for our experience of
something to be an illusory experience or perception.

Yet, although there may be an illusory experience, there is still the question
of what it is that is illusory. Answering that may seem trivial: if we are moti-
vated to posit an illusion at all, what motivates us should be that there is some
discrepancy between appearances and reality. By judging that some object I see
does not have the shape or colour it seems to have, then I also judge that the
shape or colour is illusory.

I think that this is right: once we establish that there is a difference between
what appears to be the case and what is the case, how we establish that requires
our recognition of what is different. Thus, looking at what seems to be a yellow
apple, in the very act of establishing that the yellow is not the actual colour of
the apple, we also establish at least one thing that is illusory here, the yellowness
of the apple.
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However, one’s conception of time is relevant to establishing just this illusory
status. Given we have different conceptions of time, there is this question: can we
assume that certain perceptual or experiential illusions are the illusions that we
take them to be? I argue that we should not assume this: because our thinking
about time alters how we think about what is real and unreal, then it also alters
what exactly it is that we can say is illusory, even where we are forced into
thinking that something must be illusory. I do this by considering a category of
illusion relevant to one’s conception of time, that is, temporal illusions.

This paper proceeds through the following discussions:

(a) The difference between an experience and a perception, and why it is im-
portant in discussing temporal illusions. The issue here is that, if we wish to
be consistent with views from philosophers of time, we ought to talk about
a more general class of illusions, experiential illusions, as opposed to just
perceptual illusions.

(b) The conditions under which an experience is a perceptual or experiential
illusion. It is asserted that, although we may hold that a particular expe-
rience is of certain illusory properties or relations, this does not mean that
this particular experience is of only illusory properties and relations.

(c) A brief description of different temporal features and different concepts of
time.

(d) These sections prepare us finally for an examination of whether or not some
alleged examples of temporal illusions are best understood that way, i.e.,
as temporal illusions. The examples are (i) simultaneity and (ii) memory-
experience. It is argued that, combined with one’s concepts of experience
and perception, the answer depends on one’s concept of time.

2 Time-Experience and Time-Perception

This section considers the relationship between experience, perception and il-
lusion, a relationship which is both important to how we talk about temporal
illusions and is also affected by how we think about time.

Throughout this paper, I attempt to use terms in their most common English
senses. However, some terms have taken on specific meanings in various tradi-
tions. Because the study of time and perception is of interest in a wide variety
of disciplines, there is the risk of terminological confusion in its discussion.

The relationship between two terms, I think, raise particular difficulty in this
discussion. These are experience and perception. As such, I wish to briefly indi-
cate and explain how these are used.

’Experience’ in philosophy seems to be used in a number of slightly different,
but not necessarily incompatible, ways, e.g., experience is:

– the subjective aspect or properties of conscious perception (most typically
sensory perception), also sometimes referred to as the phenomenal character
or properties of consciousness, the ’what it is like’ to see, hear, touch, taste,
etc. When we see, we experience visual sensations (e.g., Chalmers 2004,
p.618).
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– an intrinsic (and, to some, questionable) effect common to perceptions and/or
hallucinations which ’happen to a subject [...they] must happen within the
subject [...their] intrinsic natures are independent of anything that happens
outside the subject’ (e.g., Snowden 1990, p.123).

– a representation of things in the world, even in cases where there’s nothing
there (such as in illusion or hallucination), e.g., I have an experience as of
a red squirrel; my experience visually represents a red squirrel (e.g., Lycan,
1996, p.82).

– inclusive of conscious episodes that are not easily considered sensory in the
temporal, empirical or mundane sense, e.g., mystical and religious experi-
ences (e.g., Yandell 1999, pp.213-232).

I use experience here with these various descriptions in mind. However, I
also need to extend its use in order to talk about temporal experience – and of
temporal illusion. This comes from issues with (a) referring to the perception of
time and (b) the need to talk about experience and illusion that is not just
of present things.

It is generally agreed by all sides in the philosophy of time that what we
seem to perceive seems to be present: when seeing a bouncing ball, the ball
appears to be bouncing now (for discussion, see, e.g., Callender 2008). I could
be hallucinating or under an illusion, and not seeing the bouncing ball at all
(thus, I only seem to see it); or I could be having a particularly overwhelming
and vivid memory, as is sometimes alleged of trauma victims, and the bouncing
ball is actually in the past (thus, it only seems to be present). But still, the sides
agree, if I seem to see it, hear it, feel it, and so on, it seems to be present.1

If this is so, then the perception of time can only refer to one understanding of
time as it appears: time that appears to be present. Time-perception is present-
perception. We cannot, in this view, perceive time that is past or future. Now,
there may be no issue here with perceiving the future – this is not something I as-
sume here needs to be explained. But with the past, there is a more difficult issue.
For whatever we mean by the awareness of the past, as we might say of remem-
bering particular episodes in one’s life, this assumption in the metaphysics of time
means that such past remembering cannot even seem to be a kind of perception.

This has the following effect on talk about temporal illusion: if the temporal
illusion is a perceptual illusion, it can only be an illusion of something which
seems present, e.g., something appears to be present but it is not.

Yet, as will be discussed, temporal experience and illusion do not seem to
be only of present things. Discussions about temporal illusion include duration,
temporal order, and the past. If philosophers of time are right about perception,
can we refer to such temporal illusions? We seem to have two options:

– Either we have perceptions of temporal features other than those which
belong to (apparently) present things. Or:

– Illusions need not be perceptual illusions.

1 Instead, the disagreement concerns what is required for something to seem present
(e.g., Callender, ibid, and later in this paper.)
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Some argue that, in order to make sense of our perception, we ought to agree
that we perceive temporal features such as duration and temporal order (e.g., Ho-
erl 2009; Power 2011).2 Dainton considers a notion of compound presentism, in
which reality is constrained to a subset of all times. In that case, given we iden-
tify the present with the real, we might then say this subset of times, which is a
duration, is the present; thus, we have a somewhat presentist concept of a present
with duration (2001, p.95). Also, given B-theory, in which the present is analogous
to ’here’, any arbitrary duration can be ascribed presentness, just as any spatial
extent can be ascribed ’here’-ness. But with A-theory, I cannot see how this can
work: the fundamental distinctions between moments in time are supposed to be
the positions in the A-series, a series in which there is only one present; but if there
is only one present, how can several moments be distinguished in this A-series as
present? Pending a clear answer on this, I leave it aside. However, such claims
are not so easily found with discussions about the past. Putting aside reasons
from analytical philosophers of time, there are no obvious claims in the philo-
sophical literature that we genuinely see past summers when remembering our
childhood, or hear past notes when listening to a tune. In fact, one finds quite
the reverse, e.g., Husserl claims that our awareness of past notes is nothing like
hearing a continuing echo of such a note; this motivates his particular analysis
of time-consciousness (e.g., Husserl, 1991, p.33).

Yet, there is talk about the phenomenology of remembering, of things appear-
ing in memory. And it has been argued that what appears in memory is, or at
least includes, past things (not present things). For example, Husserl writes:

I now remember vividly the terrain of a military exercise. I have the
color of the sky, the varying tints of the green of the meadows [...] These
colors are past colors; namely, colors of objects that I am remember-
ing but that certainly do not stand before me as objects that are now
present along with all their determinations. Are there (I am now remem-
bering) other colors in the memory phenomenon? No, the colors that are
experienced there are ascribed to the past [...]

In actual perception, the sensed colors are taken as belonging to the
same temporal position as the perceived colors. The situation is analogous
in the case of memory. The memorial appearance together with its body of
sensuous contents (which themselves fall into the appearance) is taken to
be the re-presentation of the earlier perceptual appearance; consequently,
the sensed color, just like the remembered color, is taken as having been.

(Husserl 2005, Appendix XVI, pp.243-244)
And, as we will see, at least one author quoted here discusses the necessary

illusion of memory. In order to respect that way of thinking, I suggest the following:
2 This assumes that, given any number of moments in time, if any moment is present,

only one moment can be present, while all other moments must be either past or
future. As such, only a single moment in any duration can be present; no duration
in its entirety can be present. An anonymous reviewer suggests that there may be
formulations of tense compatible with presentism and the A-theory that allow the
present to have a duration.
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Consider the use of experience above. Experience seems to correspond to
appearances, to occasions in which something is apparent; there is phenomenal
character when we have an experience. However, although what we experience
might be present, it does not necessarily require that what we experience appears
to be present. With this in mind, I use experience here for conscious episodes
where something is apparent but does not (necessarily) appear to be present.
And thus we can extend illusion to such cases as well: although it is not present,
as something is apparent here, this appearance may be mistaken; thus, we may
even have illusory experiences of things that are not present.

For this reason, I sometimes distinguish between (i) what we experience and (ii)
what we seem to experience. An anonymous referee holds that this distinction is
unfounded. However, when considering the previous understanding of experience,
I think it is important to allow the possibility of a separation between appearances
and actual experience; it allows us to have illusions of non-present events, e.g.,
memory-illusions. If there are to be temporal illusions, and this illusion involves
experience rather than just perception, one still needs to distinguish appearances
and reality here. What I do experience is what is actually the case; what I seem
to experience need not be. This is analogous to what I perceive and what I seem
to perceive, except without the commitment to an appearance of presentness.

This, however, leads to one final issue in my use of ’experience’: if x is what
we experience, this does not necessarily mean that x is real. That is, we might
experience something unreal. Again, we could have an illusion here, due to the
discrepancy in appearances, for we may in these cases seem to experience some-
thing real. This is relevant to both positing something as an illusion generally,
as will be discussed in the next section (where illusions of the imagination are
discussed) and with temporal illusions in particular, as will be discussed under
memory-illusions.3

To summarise: my use here of ’experience’ can be thought of as referring to the
larger or more general set of conscious episodes than those described as percep-
tions. In doing so, I still distinguish the appearance of what we experience from
what we experience itself, and thus allow for experiential illusions; but, in order
to allow that certain experiences can appear and may even be of unreal things, I
also include the possibility here that we experience unreal things. I believe these
distinctions are necessary to discuss temporal experience and temporal illusions.4

3 My own intuition here is that we can only experience real things, e.g., Power 2009,
and thus any apparent experience of things that are actually unreal is an illusory
experience (see, later, concerning memory). However, this is currently only an un-
developed intuition so I will not argue for it here (the issue comes up again later,
when discussing experiencing in imagination).

4 One might still want to hold that perception extends to all such cases of what I consider
here to be experience; thus, one insists that we have perceptions of the past perhaps,
we even see, hear, etc. things in the past or we have perceptions of unreal things;
indeed, Husserl seems to talk this way when discussing time-consciousness (although
he also has difficulties, e.g., Husserl 1991, §16). Due to the debate about time from
which this discussion comes, I will not follow such usage but hopefully my terminology
is clear enough to translate into these other terms should they be preferred.
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3 Illusion

The relation between there being a distinction between appearance and reality
does not necessarily lead to there being an illusion. Initially, there are two ways
there one might think that there is such a difference:

(a) Something (x) appears to have some real property or relation but x does not
have that property or relation.

(b) x does not appear to have some real property or relation but x does have
that property or relation.

I take it that cases of (a) are acceptable as illusions: if we seem to see a red
squirrel, but it is not a red squirrel, then we are under some kind of illusion; if
the moon looks to be tangled amongst the branches of the trees, but it is not
tangled there, then we are under some kind of illusion.

However, not all cases of (b) are necessarily illusions. It may be that there is
no appearance of anything related to the relevant properties or relations. It may
simply not be apparent to me in any way at all that x has such properties or
relations, e.g., looking at the red squirrel, it many not appear that it is more red
than another red squirrel two copses over (although it is); nor may it appear that
it is smaller than a grey squirrel I saw this morning (although it is). I can even
fail to experience properties or relations that the object has intrinsically or even
requires, and yet not be under an illusion, e.g., while looking at the squirrel, I can
fail to experience the weight of the squirrel, yet this is not an illusory experience
of its weight; similarly, if I feel the the squirrel on my shoulder, but do so in a dark
room, I do not see it; but this does not mean that I am under a visual illusion.
That something does not seem to be red because we do not see it at all because
we have our eyes closed or are in a dark room – this is not an illusion.

So, to make cases of (b) illusions, we need for the object to seem to lack a
property – and not just that we do not seem to experience the object having it.
The question of whether or not something can be illusory by seeming to lack a
property which it actually has is relevant to questions about temporal illusions
because, in some cases, one might want to say of our temporal experience that
we seem to experience unreal things. That is, some of what we at least seem to
(temporally) experience lacks reality. If it is, in fact, real, then I think that our
experience will be illusory (as will be discussed).

3.1 Illusion in Imagination

Are there any cases of (b) which are not just the failure to detect something? In
some cases, we might hold that something we experience appears as if it lacks
properties or relations that it actually possesses. A significantly relevant exam-
ple for this paper is if something appears to exist separate to our experiences or
thought. Following Nudds, call this property an NR-property, a ’naive realism’-
property; it is so-called because of what is said to be the naive theory of per-
ception, naive realism: the position that we directly or immediately experience
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mind-independent (and external and public) things (Nudds 2009; see later for
more discussion on this position and one important alternative).

The possession of an NR-property is possessed by the vast number of the things
that we seem to experience, e.g., the distant mountains, our clothes, a red squir-
rel. However, some of what we experience seems to lack the NR-property. We
can easily imagine something which in no way appears to us to be real separate
to such imagining, e.g., the imaginary mansion made of solid gold does not in-
volve a gold mansion that is in some way exists beyond imagination. However,
evidence suggests that the imaginary or mind-dependent appearance of what we
experience may, in some cases, disagree with what we are actually experiencing.

In the Perky Effect, subjects were placed in front of a screen and asked to
imagine seeing something, e.g., a banana. The subjects then believed that they
were only imagining seeing a banana on the screen, not that they actually saw
something on the screen, i.e., whatever it was they were experiencing, it was not
something independent of them out in the world.

However, the evidence suggests otherwise. While subjects imagined seeing the
banana, a projection of a banana was displayed on the screen, the illuminated
strength of which was higher than the visual threshold (MacPherson (forthcom-
ing)). When asked to describe what they were imagining, and not seeing, subjects’
descriptions were of this projection, often to their surprise, e.g., when an upright
half-peeled banana was projected, many subjects stated that, although they orig-
inally intended imagining an un-peeled banana on its side, they found themselves
imagining one half-peeled and upright. Yet, it did not seem to them that were
really seeing anything; it still seemed to them that were just imagining the half-
peeled banana. That is, although it seemed that way to them, these features of
what they were imagining were not, in fact, mind-dependent; they were dependent
on an actual projection on the screen (Perky 1910, MacPherson (forthcoming)).5

There is an issue with this analysis that might raise concern. The analysis of
the experience of imagining assumes that, when we are imagining seeing some-
thing, we seem to experience something unreal (the imagined banana). But is it
right that when we imagine, or indeed have any other sort of experience, that
what we experience ever seems to be unreal?

If some philosophers are right in their analysis of appearances, then yes: we
should hold that we, at least, seem to experience unreal or merely imaginary
things. Sartre holds that to think otherwise is to fall for the illusion of imma-
nence, the error that what appears in imagining must be a surrogate or stand-in
image rather than the imagined thing. The mistake is that we ’depicted con-
sciousness as a place peopled with small imitations and these imitations were
the images.’ (Sartre 1986, p.5) But instead, ’in the mental image we are in the
presence of a horse. Only, that horse has, at the same time, a kind of nothing-
ness.[...] One should not suppose that ’the mental image is a horse in miniature
[...it is] the horse itself that appears to consciousness.’ (ibid, p.83). This is not

5 Given naive realism(see below), at least, where subjects directly experience (indeed
see) the image on the screen; otherwise, what they experience is not so obviously
mind-independent.
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to say that what we experience is the imagined thing (that is a different issue)
only that it seems that way – and that is all that we seem to experience.

But what we seem to experience also seems to not be real, present or spatially
related to us: whatever we imagine seems in the imagining to be unreal, or
absent (or spatially unrelated to us, at least, e.g., McGinn 2004, p.29). That
is, an imagined unicorn does not seem to be real; the imagined Eiffel tower
does not seem present or near us. But they are in some way apparent to us; we
seem to have some kind of experience of them. Discussing the sensible qualities
of imagining, Sartre writes that ’these qualities are perfectly externalized but
imaginary’ (e.g., Sartre 1986, p.87).

Given these are correct descriptions of what imagining is like, then we may still
have cases where we are under an experiential illusion: as with the Perky effect,
with the projection on the screen, if what we experience in our imagining is real
and present e.g., if we are actually seeing it, then that it seems only to be imagined
is the illusion. Again, this is relevant to discussion about temporal illusions.

3.2 Illusions Could Have Alternative Interpretations

The next issue is this: we need to pick out what in particular is illusory in
an experience. In the case of temporal illusions, it is the temporal features, the
temporal properties and relations, that are illusory. Similar focus is applied when
we talk about illusory colours or spatial illusions: something that we experience
does not have the colours, hues, spatial distance, size, shape, etc. that it seems
to have – and whatever that is, that is what makes it a colour or spatial illusion.

However, it is just as important to highlight the other side of saying something
is illusory: if something apparent but not actually the case is not a particular
property or relation, then neither is it an example of illusions of that property
or relation. If I seem to see a red squirrel, but in fact I see a red statue of a
squirrel, I may be under an illusion of there being a squirrel but I am not under
the illusion of seeing the colour red (given this evidence, anyhow).

This can be true even of different members of the same class of properties,
e.g., different kinds of spatial properties may be illusory while others are not.
Sitting in a Bed and Breakfast in some tourist resort, I seem to see a giant castle
off in the distance, but it turns out to be a house-sized castle just down the road.
The size is illusory – it’s not as big as it seems – and the distance is illusory –
it’s rather nearer than it appears. However, it would be a mistake to think that,
just because I am under an illusion of size and distance, then I am also under
an illusion of spatial properties generally, e.g., however distant it is, it is indeed
castle-shaped; the apparently gigantic (but actually cat-flap sized) portcullis is
indeed to my left, the pennant is to my right; pending other reasons to think so,
these spatial features are how they seem.

As will be discussed, in the philosophy of time, and indeed normal conversa-
tion, ’time’ or ’temporal’ can refer to many different temporal features. It is not
necessarily the case that illusions of some such temporal features are illusions of
others. As such, just because some kinds of temporal experiences may be illusory,
this does not mean that all kinds of temporal experience are or can be illusory.
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It is also relevant here that, although one may have a case where there is
definitely an illusion, what it is that is illusory needs to be made clear, e.g., that
it is an illusion of colour rather than one of space, or space rather than colour.
But I also think this is part of the issue: we hold an experience to be illusory not
from what is apparent in the experience itself. One believes there are illusions
because of beliefs we have otherwise, beliefs we hold to override whatever we seem
to experience. (Someone who believes in magic does not believe a disappearing
assistant is actually an illusory disappearance).

That we draw on beliefs outside the experience itself leads to the following
possibility: different subjects may give different interpretations of an illusion;
each may assert that different members of the same range of apparent properties
and relations are illusory or real. This is because each may have different beliefs
when presented with the illusion itself.6

Consider one of the most commonly discussed visual illusions, the Müller-Lyer
illusion.7 One demonstrates that there is an illusion here by showing that, when
it comes to measuring the apparently differently extended lines, they then seem
to be the same length. The question is: what properties are illusory here?

The usual, possibly universal, interpretation is that the lines are the same
length and the difference in lengths is illusory. However, here are two other ways
one might interpret the illusion:

– The lines are different lengths. The equal lengths demonstrated afterwards
are illusory.

– There is no illusion of length at all: the lines before measurement are different
lengths and the lines during measurement are the same length.

So why not advance these alternative interpretations for the Müller-Lyer illusion?
One assumes that the first is not considered because the experiment is set up so
that the length of the lines are as equal as discernibly possible; we should not be
able to tell any actual difference (though no doubt there is some in most examples,
at least on the microscopic scale). I assume that the second is not popular because
we assume that the lines persist unchanged throughout the measuring.

These seem to be reasonable assumptions. But it should be noted that they are
not given in the perception of the lines themselves. They come from assumptions
held by the observers.

This leads to a final point on illusion generally, a point which is relevant to
the discussion of temporal illusions. Whichever interpretation one might give of
the Müller-Lyer illusion, one is committed to the general charge that there is
some kind of perceptual illusion here: either (i) the appearance of a difference in
the lines’ lengths, (ii) the appearance of equality in the lines’ lengths or (iii) the
persistence of the same length in the lines. Yet, even though there is always a

6 That one can interpret an illusion in different ways is discussed in classical Indian
epistemological, in particular concerning the standard example known as ’the snake-
rope’ illusion (see Mohanty 2000).

7 Depictions of this illusion are common. From the references here, see, e.g. MacPher-
son (forthcoming).
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perceptual illusion here, however we interpret it, establishing that one feature is
illusory seems based on an assumption that others are not illusory, e.g., having it
that the earlier lengths are merely apparent, one assumes later lengths are real.

Something similar may apply to temporal illusions: to establish that one tem-
poral feature is illusory, we need to assume that other temporal features are real.

3.3 Two Theories of Perception and Experience

Finally, before moving on to talk specifically about time, we need to briefly
introduce two different theories of perception and experience in the philosophy
of mind.

Consider the following broad theories of perception:8

– Naive realism:9 (Most of) what we (directly) perceive is what it seems to
be: something out in the world beyond our bodies or brains (naive or direct
realism, e.g., Nudds 2009).

– Indirect realism: What we (directly) perceive is internal to us, e.g., to our
brains or our minds. However, we do indirectly perceive the outside world,
usually through the outside world causing what we perceive internally (e.g.,
Lowe 1981).

These two theories are not the only theories of perception. But they are
introduced here because the particular distinction between them is relevant to
8 Some philosophers describe experiences as follows: Our experiences are representa-

tions (internal to our bodies, brains or minds). There is not necessarily any object
that we experience, despite how it appears (thus, unlike indirect realism, nothing
through which we experience what we seem to experience). There are only represen-
tations of such objects (Lycan 1996; Crane 2006). Similarly, illusions are sometimes
discussed as cases where perceptions (and experiences generally) misrepresent or are
inaccurate representations of things in the world; alternatively, illusory perceptions
are one class of non-veridical perceptions; the content represented in the perception
does not match how things are in the world. This way of speaking may have its mer-
its but it often seems to be another way of saying that what we appear to perceive
is different to how things actually are. For example, Batty writes:

We can think of the representational content of an experience as the way
the world appears to a perceiver when she has that experience. If the world
is that way –if the representational content matches world, we might say –
then the experience is accurate or veridical. Otherwise – if the content doesn’t
match the world – it is inaccurate or non-veridical.

(Batty, 2011, p.164) It might be that perceptions can misrepresent or be inaccurate
or non-veridical without reference to appearances at all. However, even if one might
call such a state a perception I cannot see how one can call such a case an illusion
if either nothing is apparent to us or the appearances are irrelevant. As such, I will
keep the description of illusion in terms of appearances and reality.

9 ’Naive realism’ is sometimes identified with ’direct realism’, in contrast to ’indirect
realism’. However, I want to use the term naive here to highlight its claim that
we perceive something outside of us in the world as being the naive claim in the
discussion on perception (this does not necessarily make it false).
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this paper. Taking a side on this concerns what commitments one has toward
illusory perception and experience in its turn, this affects one’s commitment to
temporal illusions.

The common accusation leveled at indirect realists from naive realists is that
indirect realism requires a fundamental discrepancy between, at least in some
cases, appearances and reality. For we do seem to experience, and to directly
experience, the properties of external things (e.g. Hacker 1987). Indeed, some
philosophers argue that even when we attempt to introspect the properties of
our perceptions themselves, we still only seem to be aware of external entities
(see Nudds 2009 for discussion) – entities which, for the indirect realist, can only
be indirectly experienced. As this is not how it seems, this position requires a
discrepancy between appearances and reality, i.e., they make our experience or
perception illusory.

The accusation of commitment to illusion may be right; but, in the position’s
defence, it is also motivated by cases of illusion or hallucination. A general charge
against naive realism is that it cannot deal with illusion and hallucination. Even
if one is committed to some kind of illusion with indirect realism, one is lead
there away from naive realism because naive realism cannot account for illu-
sions and hallucinations. This has lead to further theories of perception such as
representationalism (Lycan 1996) and disjunctivism (e.g., Smith 2010).

This debate is important for considerations about temporal illusions. As will
be discussed, such a commitment by indirect realists to something fundamen-
tally illusory is relevant to claiming that some illusions are specifically temporal
illusions.

4 Time

We can talk about time as independent of other things, e.g., as time without
changing or persisting entities. This kind of time is not the focus of interest here;
it is not clear that such a time could enter into our experience (e.g., Shoemaker
1991); arguing that it can is a further step than what is required for this discus-
sion (though see Dainton 2003 for some interesting thoughts). Instead, the time
of concern here is the time that structures entities in the world, the time that
determines how they exist or are related to one another (or, at least, might seem
to do so).

4.1 Temporal Features

The entities we encounter in the world, including those that we both do and seem
to experience, can be said to have different (what I will call) temporal features :
temporal properties and relations. Such temporal features include (but may not
be exhausted by):

(i) Simultaneity, as in ’A is simultaneous with B’.
(ii) Pastness, presentness, futurity (and their degrees), as in ’A is past when B

is present’; ’A is more past than B’; ’B is in the far future, A is in the near
future.’
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(iii) Temporal order, succession, earlier-than/later-than, as in ’A before B’; ’B
succeeds A’.

(iv) Duration, as in ’A lasts a very long time’; ’B has no duration - it happens
in an instant.’

(v) Change, including movement, e.g., a ball rolls from here to there; a grey
hob heats until it is glowing red.

4.2 Metaphysical Conceptions of Time

By a ’metaphysical’ conception of time, I mean a conception of time as it is
independent of what we believe or how the world appears to us; it is not just
time as we think it or as it seems to us; it is time as it is were there no-one
around to think about it or feel it at all.

There are several conceptions of time like this, many of which are held by
their advocates to be incompatible. Space precludes detailing the reasons for
holding these conceptions in any detail here. However, it is important to give a
brief description of these positions because they make different assertions about:

(a) What is real and unreal in time.
(b) What temporal properties things in time really possess.

Both issues are relevant to illusion in this way: if we seem to experience or
perceive things occurring in time in ways that a particular theory denies can be
the way things are, then it seems right to say that this experience or perception
is illusory.

The four main positions are presentism, eternalism, the A-theory and the
B-theory. They come from two main debates:

1. The reality of times and things (objects, events) at those times.
(a) Presentism: The presentist conception of time is that there is only one

real or existing time; past or future times are not real or do not exist.
Markosian writes:

Presentism is the view that only present objects exist. More
precisely, it is the view that, necessarily, it is always true that
only present objects exist. [...] According to Presentism, if we
were to make an accurate list of all the things that exist i.e., a
list of all the things that our most unrestricted quantifiers range
over there would be not a single non-present object on the list.
Thus, you and the Taj Mahal would be on the list, but neither
Socrates nor any future Martian outposts would be included.

(Markosian, 2010, online)
(b) Eternalism: The Eternalist conception of time is the opposite position

to presentism: all times are as real or existent as each other, whether
they are past, present or future (e.g., Mellor 1998, Le Poidevin 2003).

Presentism is typically considered to be more intuitive than eternalism. Con-
sidering the question ’what is the temporal extent of reality’, Caplan and
Sason write:
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In answer to this question, it is fairly natural to think that reality
is limited to the present and that the past and future are, in some
sense, unreal. This view is known as Presentism. Presentism: Reality
is limited to the present. It is especially tempting to accept Presen-
tism if one already thinks that reality is dynamic. For it is natural
to think, as the future becomes present, it comes to be: it becomes
a part of reality. And conversely, it is natural to think that, as the
present slips into the past, it ceases to be: it ceases to be a part of
reality. Presentism is often contrasted with Eternalism, according to
which reality includes the past and future as well as the present.’

(Caplan and Sason, 2011, p.196)
2. The reality of the past, present and future, and temporal passage (the ’tense’

debate).
(a) The A-theory: The A-theory conception of time is that events are ordered

by the A-series : the series of moments running from the future, through
the present, into the past (the series of ’tenses’; ’A-properties’). Only one
of these moments is present, only one is a week past; only one is a year in
the future, etc. A further claim of A-theory is that events really change
their positions in this series; they really change in being past, present
and future. This concept of a real change in events by their changing
from being in the future, to the present, to the past, is usually what is
referred to in this tradition as temporal passage. A-theorists hold that
the reality of this temporal passage is necessary for the reality of time
(e.g., Schlesinger 1982, Lowe 2003; for extensive discussion, see Smith &
Oaklander 1995, and Markosian, op.cit.).10

(b) The B-theory: The B-theory conception of time is that events are or-
dered by the B-series : the series of events ordered by ’earlier than’ and
simultaneity (’B-relations’). The various moments in the past, present
and future, i.e., moments in the A-series, are indexed to the times of
these events; e.g., ’two weeks past’ just refers to events two weeks earlier
than a particular event; what is ’one year in the future’ refers only to
an event one year after the event. As such, there is no unique present,
or past, or future, i.e., no unique A-series. And there is no real temporal
passage of events through the A-series (e.g., Mellor 1998; Le Poidevin
2003).

The four positions are not fully independent of each other. Many A-theorists
are presentists, though there are exceptions (e.g., Lowe, op.cit.). However, eter-
nalism seems almost universally accepted by B-theorists.

4.3 Temporal Illusions given only the Metaphysics

Even without further discussion, the two metaphysical debates here already as-
sert that certain temporal features are illusory. It is not always obvious in the
10 Presentism is often considered to be a dominant version of the A-theory, but there

are also eternalist versions (e.g., Lowe 2003).
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discussion, by saying such features are just illusions, that they mean experiential
or perceptual illusions, i.e., as something apparent which is not actually the case.
So a first question is: do we seem to experience certain temporal properties and
features?

Some in the debates on time do make this claim that our experience seems
to be of various temporal features, indeed that such features are fundamental to
what we experience. As such, they also resist certain conceptions of time because
these conceptions make these features illusory.

Of particular significance is the question of whether or not temporal passage,
conceived here as the change in event’s locations in the A-series, is really such
a change or only seems to be such a change (i.e., is illusory). B-theorists deny
that there can really be such a change – and thus any appearance of it must be
illusory. If it is illusory, it is clearly a case of temporal illusion.

This is an issue A-theorists consider deeply problematic for B-theorists, as
they argue that this passage is fundamental to our general experience. Consider
this statement from Craig:

We do not experience a world of things and events related merely by
the tenseless relations earlier than, simultaneous with, and later than,
but a world of events and things which are past, present, or future.
In fact, the reality of temporal becoming is even more obvious to us
than the existence of the external world. For in the inner life of the
mind we experience a continual change in the contents of consciousness,
even in the absence of any apprehension of an external world, and this
stream of consciousness alone constitutes for us a temporal series of
tensed events. Some of our thoughts are now past, we are aware of our
present mental experience, and we anticipate that we shall think new
thoughts in the future. And there is no arresting of this flux of experience;
there is constant and ineluctable becoming.

(Craig 2001, p.159) (For further discussion, see, e.g., Smart 1955, Schlesinger
1982, Le Poidevin 2003, Lowe 2003, Prosser (forthcoming)).

Also, B-theorists do not hold that there is a unique present; the present,
along with the past, future, and other tenses – these are just properties indexed
to a point on the B-series. Such A-properties are similar to egocentric spatial
locations. Events are as much ’past’, ’present’ or ’future’ as objects are ’here’,
’there’ or spatially present (e.g., Mellor 1998).11 However, A-theorists insist that
our perceptions themselves show that the presentness of perceived objects is not
merely like spatial presence, not merely like ’here’ rather than ’there’; perceived

11 Thus, according to the B-theorist, the appearance of events as being uniquely
present, or indeed past or future, is something that has to be illusory. Such A-
properties are more like the way different objects seem to be different sizes due to
their spatial distance from us, i.e., such A-properties are more like the perspectival
properties of objects than the actual shapes of objects; they are due to our own
temporal location, to our own temporal point of view (e.g., Hoerl 1998, Le Poidevin
2007), rather than anything belonging to the events themselves.
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events seem to be present in a particularly vivid and unique way. And this, for
the B-theorist, must be illusory: there is no so unique present.

As discussed earlier, that what we perceive is present seems acceptable to all
sides of this debate. However, recently some B-theorist philosophers have argued
against a unique present. They have made two claims against it:

(i) There is no need to explain our perception in terms of a unique present, i.e.,
a unique or special ’present’ is not something apparent in our perception;
instead, the appearance of ’presentness’ is just the appearance of something
being perceived (e.g., Mellor 1998; Callender, op.cit.; Le Poidevin 2007).

(ii) We can describe some difficult features of what we seem to perceive better
in B-theory terms than A-theory terms. E.g., if, as all sides agree, whatever
we seem to perceive also seems to be present, then if we seem to perceive
change, this will seem to be present change. And we do seem to perceive
change (this is one current interpretation of the specious present; see Power
2011). However, change is something that happens over more than a single
time; if we seem to perceive it, it will seem present. But this means we
will seem to perceive the duration of the change, i.e., more than one time,
and this duration will seem present to us. This is particularly problematic
for the A-theory for the A-theory requires there only to be one time which
is present. However, some B-theorists argue that it is not so problematic
for the B-theory (e.g., Oaklander in Smith & Oaklander 1995, Hoerl 2009;
Power 2011).12

Given the undermining of the appearance of A-properties in claim ’(i)’, and the
difficulties for A-theory from claim ’(ii)’, these arguments suggest both that the
B-theory need not explain the appearance of certain temporal features in terms
of the A-theory. Thus, for the B-theorist, these are not cases of temporal illusions;
A-properties need not be features, at least, of what we seem to experience, so
their absence in reality is not a difference between appearance and reality.

As such, within the metaphysical debates themselves, there are questions of
whether or not certain experiences involve temporal illusions. These questions
12 This assumes that, given any number of moments in time, if any moment is present,

only one moment can be present, while all other moments must be either past or
future. As such, only a single moment in any duration can be present; no duration
in its entirety can be present. An anonymous reviewer suggests that there may be
formulations of tense compatible with presentism and the A-theory that allow the
present to have a duration. Dainton considers a notion of compound presentism, in
which reality is constrained to a subset of all times. In that case, given we iden-
tify the present with the real, we might then say this subset of times, which is a
duration, is the present; thus, we have a somewhat presentist concept of a present
with duration (2001, p.95). Also, given B-theory, in which the present is analogous
to ’here’, any arbitrary duration can be ascribed presentness, just as any spatial
extent can be ascribed ’here’-ness. But with A-theory, I cannot see how this can
work: the fundamental distinctions between moments in time are supposed to be
the positions in the A-series, a series in which there is only one present; but if there
is only one present, how can several moments be distinguished in this A-series as
present? Pending a clear answer on this, I leave it aside.
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rest on the issue of whether or not certain temporal features are apparent and,
also, if they are, whether or not they must be illusory. Different conceptions
seem to force them to be, as can be seen. However, we might also ask if we are
forced to hold that there are temporal illusions in any case, i.e., independent of
our metaphysical conceptions of time. Let us consider two possible candidates
for temporal illusion, and see if they remain temporal illusions whatever concept
of time we hold.

5 Two Possible Temporal Illusions

I consider here some examples of what might be temporal illusions from evi-
dence of psychological research. The intent here is to consider what it takes for
them to be temporal illusions given one’s theory of perception (and experience
generally) coupled with one’s metaphysical conception of time. This is meant as
an illustration of how such an analysis might go, in the hope that it might serve
as a guide for understanding other alleged temporal illusions (of which there
may be many). For reasons of space, this discussion will also be confined to the
debate about the reality of things in time, i.e., the debate between presentism
and eternalism.

The two examples are these: the perception of simultaneity and memory-
experience.

5.1 Simultaneity

A and B appear to be simultaneous if they seem to happen at the same time.
So, there will be an illusion of simultaneity if two perceived events seem to be
happening at the same time but are not happening at the same time.

Some philosophers and scientists consider it obvious that there is evidence
of illusory simultaneity, e.g., Eagleman 2008 lists it as one example of tempo-
ral illusion.13 The following cases have been presented as examples of illusory
simultaneity:

1. A television picture appears to be a single simultaneous image spread out
over the screen; however, at each moment, only one point of that screen is
being illuminated; thus, the image is composed of successive illuminations
of the screen, not simultaneous illuminations (e.g., Gombrich, cited in Le
Poidevin 2000).
Generally, we (allegedly) experience a similar illusory simultaneity with any
motion blur: the translucent flickering that is seen when seeing a whirring fan
seems to fill a volume about the axis of the fan, i.e., to simultaneously occupy

13 Eagleman’s work includes temporal illusions such as the sense of time dilation, that
events can seem to take more time than they actually do, e.g., under stressful cir-
cumstances such as a car crash or being dropped from a great height (which is a
component of Eagleman’s experiments). Such illusions are illusions of duration, an
interesting topic but one unfortunately not discussed here.
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different regions of that volume. Yet, this is due to a successive occupancy of
the fans’ blades through that volume. Both of these are likely to be related
to the simultaneity threshold of visual perception (e.g., Dainton 2000).

2. As with vision, there is also a simultaneity threshold of auditory perception;
successive sounds can seem to be simultaneous when they occur close enough
to each other (e.g., Deutsch 1987; Dainton 2000).

3. Certain experiences seem to be of cross-modal simultaneity, e.g., bangs
and flashes that are not simultaneous can seem to be simultaneous, as in
when we seem to simultaneously hear and see a film’s out-of-sync, i.e., non-
simultaneous, soundtracks and pictures.

So what does our concept of time have to say about these alleged examples
of illusory simultaneity? This depends on what it is that we actually experi-
ence rather than just what we seem to experience. This involves considering the
answer from the two theories of perception above.

The evidence suggests that there is a temporal illusion of simultaneity if naive
realism is true. Given naive realism, we perceive the two mind-independent
events that we seem to perceive, e.g., the successive positions of the dot on
the television screen, the bang and flash, etc. Such events are not simultaneous,
contrary to their appearances. Whatever apparent simultaneity there is here, it
is not simultaneity between the experienced events themselves.

However, we do not need to assume this given indirect realism. Certainly,
the elements of what we indirectly perceive or what are represented are not
simultaneous. However, this does not mean that what we directly perceive in
perception is not simultaneous. The illusion need not be of simultaneity but
only of what is simultaneous. This is an illusion to which indirect realism is
committed in any case (this is just the accusation levied at this position by the
naive realist). This is because, for indirect realism, we seem to directly perceive
external things but we do not – we only directly perceive internal things; the
externality of what we directly perceive, given indirect realism, is illusory. Yet,
this is not a temporal illusion. It is a further question if what we directly perceive
is simultaneous or not. Thus, for indirect realism, the evidence, although it may
demonstrate some kind of illusion, does not demonstrate temporal illusion.

Recall the possible re-interpretations of the Müller-Lyer illusion and the ex-
ample of the merely apparent giant and distant castle. Certainly, the Castle’s
portcullis is not forty feet high; that is an illusion. But that does not make it an
illusion that it is portcullis-shaped (or to the left of me). Similarly, we ought not
to assume that if, in a particular experience, certain properties or relations that
we seem to experience are illusory then, because these properties are illusory, all
properties and relations that we seem to experience are illusory.

Next, consider the metaphysics.
Given a further assumption about what we can perceive, we may be committed

to the idea that what we directly perceive must be simultaneous. This further
assumption is similar to one discussed but suspended for experience in general.
However, it seems far more plausible with perception. It is that, whatever it is
that we directly perceive (given naive or indirect realism), it must be real.



28 S.E. Power

Given presentism, anything real must be present. It is generally accepted by
A-theorists, including presentists, that whatever is in the present is at the same
time as whatever else is in the present; if it were at a different time, it would be
past or future. If so, then, if all of these different things are at the same time,
then there will be no duration between them. Thus, all of them, being real, will
be simultaneous. Thus, if presentism is true, we cannot only indirectly perceive
simultaneity; the various things that we directly perceive must be simultaneous
themselves. We cannot have an illusion of simultaneity, given presentism; we can
only have an illusion of what is simultaneous.

However, an eternalist cannot assume simultaneity between what they directly
perceive. Thus, they may very well have examples of illusory simultaneity.

In fact, given one motivation for eternalism, eternalists might need to hold
that, in most cases, the appearance of simultaneity is illusory. The theory of
relativity holds that the simultaneity of spatially separated events is relative –
relative to arbitrary and conventional inertial reference frames. Considered from
a different inertial reference frame, the exact same events will not be simul-
taneous. Many eternalists are motivated to be eternalists by this theory (e.g.,
Mellor 1998). Yet, Power argues that, given one accepts such relative simul-
taneity, simultaneity is illusory in nearly all cases of perception, for what we
actually perceive cannot be so relative; as a result, if we do seem to perceive
simultaneity between spatially separated things, this is an illusion (for details of
this argument, see Power 2010a).

This difference between the commitments of presentists and eternalists high-
lights an implication for the relationship between one’s conception of time and
one’s theory of perception. If naive realists need illusions of simultaneity in or-
der that we can directly perceive the external things that we seem to perceive
then, since eternalists can (or perhaps usually must) have illusions of simultane-
ity, they could, perhaps, be naive realists. However, assuming that we can only
directly perceive what is real, then since presentists deny that anything that
we directly perceive can be non-simultaneous, it seems that, as the apparently
perceived external objects are not simultaneous, presentism and naive realism
are incompatible.14

5.2 Experience of the Past

As discussed, most philosophers in the debate about time accept that the ap-
pearance of what we perceive is of it being present; they just deny the importance
of that being so (e.g., A-theorists think this is an additional property to what
14 A related issue concerns the time-lag argument for indirect realism, the argument

that, because there is a delay between external events, which we seem to perceive,
and effects of those events within us, e.g., the stimulation of our retina or neural
activity as a result of light from such external events, then we cannot directly perceive
external things, despite how it appears to us. This might be another example of
a temporal illusion, this time one of presentness, though I think this will depend
again on one’s conception of time. For a recent discussion considering this from the
perspective of the presentist/eternalist debate, see Power 2010b.
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we seem to perceive; B-theorists think it is only the appearance of having a
perception). If this is so, then when talking about experiencing what seems to
be the past, we are talking about experiencing something that does not seem to
be present. As a result, it will not seem to be perceived. We might, however,
have some other kind of experience of the past. What kind, and how we are to
understand it given different conceptions of time, is part of what might it the
case that there are illusory experiences of the past.

The most immediate example of experiencing the past is through memory,
in particular episodic memory. Arguably, with some episodic memories, there is
a phenomenological component – visual, auditory, tactile – to our recollection.
Thus, one might hold that some episodic memories could be illusory. In addition,
that what we experience appears to be past seems to be a condition of such
memory-experience; if what we experience seems to be happening now, or to be
about to happen, whatever else it seems to be, it does not seem to be a kind of
memory.

Given our memories are about the past, and have a phenomenological com-
ponent that seems related to the past, do we have illusions of pastness? Two
reasons to think so will be discussed here: the evidence for false memory and the
idea that memory is like imagination.

There is a great deal of evidence for illusory cases of memory, of false mem-
ories, where subjects fail to distinguish episodes that actually happened from
episodes that they have imagined (e.g., Brainerd & Reyna 2005; Sabbagh 2009).
However, does the evidence establish that such experiences involve an appear-
ance of something past that is not actually past, i.e., a temporal illusion?

According to one model (discussed in Brainerd & Reyna 2005), the evidence
for false memories is due to a failure in what is referred to as source monitor-
ing: the subjects mis-attributed imagining an episode with having actually lived
through it (see also, Lindsay & Johnson 2000). Given just that description, one
might argue for a temporal illusion in this way:

1. What the subject experiences in false memory is what they experience in
imagining.

2. What the subject seems to experience is what is experienced in remembering.
3. What is experienced in imagining is what is present.
4. What is experienced in remembering is what is past.
5. Thus, (from 1 and 3) the subject is experiencing what is present but (from

2 and 4) seems to be experiencing what is past.
6. Thus, the subject is under an illusion of pastness, i.e., a temporal illusion.

However, it is not clear from the evidence for false memory that the subject
misidentifies an act of remembering with an act of imagining. Tests of memory
are carried out after both imagining and the original recollection have occurred
(e.g., Brainerd & Reyna 2005). That is, the subjects are not confusing imagining
now with remembering now ; they are confusing an occasion where they were
imagining before now with an occasion of remembering before now. The illusion
is that a past experience, an imagining, is remembered as having been another
kind of experience, a remembering. The illusion is between two kinds of past
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episodes, not between the past and present. Confusing the memory of one of
these with memory of the other is not an illusory experience of the past.

Another reason to suppose that an apparent experience of the past, e.g., in
memory, is illusory is that what is past is not around us; the past cake is not on
the table beside me. It seems intuitive to hold that we cannot experience what
is not around us. Yet, in memory, this is just what we appear to do. Thus, we
might argue that what we appear to experience – the past, a temporal property
– is different to what we can experience; thus, we have a temporal illusion.

MacKay refers to this kind of experience in memory as illusory, in particular
because of the immediacy of such past events when we recall them:

The illusion of which I speak is the direct awareness of past objects
or events that seem to be involved in the process of memory. It is the
apparent existence of that which has not only ceased to exist, but is
known at the moment of remembering to be non-existent. That we should
seem to be aware of objects which, as we know, are not there to be
perceived, is of the sort that Kant may have had in mind when he spoke
of necessary illusions. This is an illusion that arises in the nature of
the experience.[...] [The illusion is that memory] should seem to be an
acquaintance with the past [...that it] pertains only to the quality or
immediacy of the memory experience. In remembering, it is as if things
past were nevertheless present, or as if there were a consciousness, a
direct awareness, of the presence of remembered events, known to have
occurred in the past. Memory [is a] “presence of things past”, to use
Augustine’s paradoxical phrase.

(MacKay 1945, p.297)
Like Husserl, MacKay thinks memory-experience is like this: we are not aware

of an intermediary present entity, such as an image, which we experience directly
and through which we experience the past event. But does this mean we are
under an illusion if we experience past things? If other philosophers are correct,
then this is not so obvious. For consider the quote earlier from Husserl: all
that seems to be apparent to us in memory-experience are the features of the
remembered past episode – in remembering red things, only past sensations
of red are apparent, not present sensations. However, not only are these past
sensations only what is apparent but, according to Husserl, they also appear to
be past in our memory-experience. Thus, as these events are themselves past,
then this appearance in memory does not disagree with how things are. Thus,
there is no illusion here.

But how can we experience something that also seems past without some
kind of intermediary entity through which we experience them? This is a prob-
lem similar to one already discussed earlier in this paper: the ’appearances’ in
imagined events. Recall that the difficulty there is one wants to say that one is
aware of something, something is apparent, yet one also wants to deny that there
is anything being presented. When I seem to be visually imagining a unicorn,
it does not seem to be presented. But even if I imagine something real like a
donkey far away in the field near my family home, although it seems to be of
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something real, it still does not seem to be present in any way; it seems to be
absent. This absence, this non-presence, whether because it is unreal or because
it just is not around me in any way, is precisely why such an experience seems
to be an act of imagination.

With memory, there is something similar. However, there is a significant dif-
ference: what is remembered always appears to have happened. As such, there
may be the following two options for a basic description of how the past appears
in memory:

1. Past events do not seem to be present, or to be around us, because they do
not seem to be real. They seem to be unreal, as imaginary things seem unreal.
This is possibly part of the motivation for presentism: only the present seems
real; the past and future do not.

2. Past events do not seem to be present, or to be around us, because they seem
to be at another time. They do not seem to be happening now; however, they
do appear to be real – they just appear to be real at another time.

Both of these options makes remembering episodes very like imagining episodes
– the events and things are not happening here and now – and the same question
applies. If, just like we imagine, the appearance of the past is of something that
is absent, how can its being absent make that appearance an illusion?

As stated, one (very plausible, in my view) response is that any appearance
of absence must itself be illusory, e.g., we can never experience something that is
absent. In that case, we do have an illusion here: our memory-experience seems
to be of something absent from this time; but we cannot experience something
absent from this time; thus, we are under an illusion.

However, as with false memory syndrome, even if there is an illusion, there is
still the question about whether or not the illusion is a temporal illusion. The
inability to experience something which is absent applies to imagining in general,
not just remembering; what is imagined also appears to be absent. If just absence
is what makes the experience an illusion, then this is not a temporal illusion.

However, perhaps this is a temporal illusion because there is a special kind
of temporal absence; not only is it mistaken that we seem to experience a non-
present thing but, particularly, in memory it is non-present because it is specif-
ically past. But again: if what we experience is in fact present and here, what
does adding ’temporal’ to its absence do here that makes it that particular kind
of illusion? If some positive answer can be given for this, then we may have here
an illusion of time.

It should be clear from the foregoing discussion that the issue of whether or
not memory illusions are temporal illusions require a decision on whether or not
either of the following is true of experience:

1. What we can experience must be present.
2. In memory, what we seem to experience is past.

Deciding both of these, I think, involves engaging with one’s concept of time.
We can say that there are temporal illusions given either of the following sce-
narios obtain:



32 S.E. Power

1. Presentism and an apparently real past:
(a) What we experience seems past and real (just absent now) when we

remember.
(b) Presentism is true: only what is present is real.

2. Eternalism and an apparently unreal past:
(a) What we experience seems past and unreal (and not just absent now)

when we remember.
(b) Eternalism: anything at any time, including the past, present, or future,

is real.

In these cases, if we experience what appears to be past, we have cases of
temporal illusions. For, given how the past seems in memory: - ’1.’ implies that
we could not be experiencing the past as it seems to be; the past is unreal,
contrary to appearances. - ’2.’ implies that we could not be experiencing the
past as it seems to be; the past is real, contrary to appearances.

Thus, if this is how we think things seem when we remember, then to avoid
temporal illusion we need to engage with the metaphysics of time.

Finally, perhaps there is another way to deal with this issue. This is to re-
sist the interpretation given so far of what memory-experience is like or how it
seems. We deny that this is an experience which seems to be of the past - or
at least directly of the past. Instead, we always seem to experience only present
things. With memory, these present things are like images which stand for past
things. This alternative view may allow one to withdraw from engaging with the
metaphysical debate on time and memory. One assumes that, where something
present is thought to be unreal, its unreality is not related to its temporal prop-
erties. The image seems to be present and it is present. However attractive this
interpretation may seem, one must first establish it; one must show that this is
what our memory-experience is like (again, not how it actually is). This is not a
metaphysical question, perhaps. Although still a philosophical question, it looks
to be one within the domain of phenomenology (for more on the memory-image,
see e.g., Locke 1971, Le Poidevin 2003).

6 Conclusion

In conclusion, to summarise, this paper has:

(a) Briefly considered what it is for something to be a perceptual (or experien-
tial) illusion.

(b) Briefly described different temporal features and different concepts of time.
(c) Argued – and attempted to show through two examples – that whether or

not some evidence could be interpreted as evidence of temporal illusions
partly depends on one’s concept of time.

If the general argument here is right, I suggest that it is because of the following
chain of reason:
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(i) One’s concept of time partially determines one’s concept of what is real.
(ii) One’s concept of what is real partially determines one’s concept of what is

illusory.
(iii) One’s concept of what is illusory partially determines one’s concept of what

is a temporal illusion.

Linked in this chain is a more general conclusion, one which may be significant
to the study of illusion in general: one’s concept of time partially determines
one’s concept of what is illusory. Such conclusions suggest that thinking about
time has interesting consequences for how one interprets experience in general.

Given the concern of this paper, however, the next step is to examine whether
or not other possible temporal illusions can be interpreted differently given dif-
ferent concepts of time. One significant example which could not be examined
in sufficient detail here is the phi phenomenon, in particular colour phi (e.g.,
Kölers 1972, p.171; Dennett 1991, p.115). Dennett uses this example to argue
that temporal order need only be represented in perception, i.e., perceptions
need not have the temporal order that they appear to possess. Where they do
not, as they seem not to in the phi phenomenon, we have an example of temporal
illusion (at least according to the naive realist).

However, before deciding that temporal order is what is illusory here, we might
ask this: perhaps this interpretation of the phi phenomenon is dependent only
on some conceptions of time? And so: could it be interpreted differently given
other conceptions? This is something for future work.
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Abstract. This paper presents a fresh look at A.N. Prior’s Notion of The 
Present (1970), in order to cast light on the article through Prior’s own notes 
from the Bodleian library. This will be done in order to evaluate two critiques 
of Prior’s notion of the present: That is self-contradictory (see [17]), and that it 
is unable to account for change (see [6]). This article will argue that a revisit to 
Prior’s notes will provide clarity at places where confusion gives ground to 
criticism of Prior’s definition as self-contradictory. The notes will also 
underline how radical Prior’s notion of the present is, and that he was aware of 
it. They thus help us to see more clearly what Prior actually meant by saying 
that the present is the real considered in relation to two realms of unreality, 
namely the past and the future. 
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1   The Notion of the Present 

When A.N. Prior is credited for playing a role in bringing metaphysics out from the 
heydays of logical positivism (see [20]), it is in large part due to his development of 
temporal logic that gives pre-eminence to the present together with his commitment to 
temporal realism.  

Prior developed temporal logic as a modal logic with four operators. Two for the 
future: the weak operator F for “it will be the case”, and the strong operator G for “it 
will always be the case”, defined as ⌐F⌐. And two for the past: The weak P for “it has 
been the case”, and the strong H for “it has always been the case”, defined as ⌐P⌐. 
The essential metaphysical commitment behind this logic is the idea that propositions 
have changing truth-value. 

This development of temporal logic, not only sparked the birth of a new kind of 
logic, it also gave new life to metaphysical discussions on the nature of time, between 
those who defend a view of time in which propositions have changing truth-value, 
and those who defends a perspective of time, in which propositions have eternal, or 
static truth-value. The former is typically defended as part of the larger paradigm, 
called presentism, in which the central motivating intuition is the idea of becoming, 
which only seems to be defensible if reality is denied to that which isn’t yet the case, 
or no longer is the case. The latter, called eternalism, is typically defending a larger 
paradigm of time against what is perceived to be problematic, unscientific or even 
contradictory results of presentism. 
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One of the central problems in this debate has been the definition of the present 
given by Prior in The Notion of The Present (1970), which has become the go-to 
article for a definition of presentism, and, for this reason, arguably one of the most 
influential works by Prior on the metaphysics of time. Due to his early death, though, 
in 1969, at the age of 55, it has largely been up to his inheritors to continue the 
defence of presentism. This defence has been taken up by quite a large group of 
philosophers who have produced book-length defences of a tensed view on time, in 
which presentism typically is an essential element (see [15,4,1]). Others could be 
mentioned who treat the metaphysical questions surrounding the notion of the present, 
but the general picture is the same in all of these, and is brought out by Nathan 
Oaklander in his critique of Prior’s presentism when he says that: 
 

Each of the philosophers I shall discuss, William Lane Craig, John Bigelow and 
Robert Ludlow, all avowed presentists acknowledge their debt to Prior, but for one 
reason or another find his particular explication of presentism wanting. Prior’s 
views have recently received critical discussion by other A theorists such as Craig 
Smith and Tooley” [8:76-77].1 
 

The Notion of the Present (1970) was written in 1969 for a conference on time he 
attended in Austria at the launching of The International Society for the Study of 
Time. It was published the year after, but not by Prior himself. The central, and 
controversial part, of the paper is Prior’s view that the concept of the present and the 
concept of the real are the same, with the radical consequence that the past and the 
future should be treated as having the same ontological status as stories and 
imaginations of centaurs and possible worlds. They are just as equally unreal.  

The critique of such a definition of the present, summed up in the name Solipsistic 
Presentism is that it is self-contradictory, and that it cannot account for the central 
intuition behind Presentism, namely the idea of becoming.  

Even though we do not have Prior’s reply to these critiques of his notion, we are 
very fortunate that we, at the Bodleian Library in Oxford, have his notes to The 
Notion of the Present. This is interesting, since we in these can see Prior struggling to 
get the definition right, producing two discernable variations of the definition. It is 
furthermore clear from the notes that Prior was aware of the radical nature of his 
notion of the present. While there is little hope that the notes can settle the 
philosophical dispute surrounding the Priorian notion of the present, (could 
anything?) a revisit to the notes might bring clarity to how he meant his definition of 
the present to be understood. 

2   The Definition of Presentism 

In general, presentism is the view that to exist, or to be real, is to be present. This 
means that a presentist denies reality to the past and the future. While this sounds 
short and lucid, what meaning is there in saying that to exist is to be present when 
being present isn’t explained in relation to some extension that gives a meaning to the 

                                                           
1  Oaklander’s reference here is to [3,13,15-16,18] To these could also be added criticism from 

Bourne (see [1]) who joins the camp of the B theorists concerning the need of truthmakers for 
tensed facts, but none the less finds room for such within a presentist framework. 
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word? The presentist seems to need the past and the future to do that. Just as up and 
down are needed in order to explain what in between is, so the presentist has to relate 
the present to the past and future. But at the same time such relations are controversial 
to say the least. Prior’s definition of the notion of the present looks like an attempt to 
navigate these waters: 
 

they [the present and the real] are one and the same concept, and the present 
simply is the real considered in relation to two particular species of unreality, 
namely the past and the future [12:245]. 

 

Presentism exists in many variants, several of which are critical towards Prior’s 
own version. Several versions of presentism are of course to be expected when one 
joins together two difficult metaphysical issues in a single concept. However the more 
specific reason is the above-mentioned problem. If only the present is real, then what 
does it mean to relate the present to the past and the future? A common assumption is 
that relations between two entities entail the reality of both.  

If it does, then presentism is self-contradictory, when it claims that only the present 
is real, but also related to the unreal past and future. Prior’s definition of the present 
and the real has been criticised by Smith (see [17]) for being just that. 

If the present, on the other hand, isn’t related to the past and the future, then how 
can presentism account for the notion of becoming? David Lewis (see [6]) argues that 
presentism, in virtue of treating other times as abstract constructions is unable to 
account for change. If Lewis’s charge is right, then it is a hard blow to presentism, 
since one of the primary motivations for accepting it is, according to Zimmerman: 

 
The desire to do justice to the feeling that what’s in the past is over and done with, 
and what’s in the future only matters because it will eventually be present [19:212]. 

2.1   Is Prior’s Notion of the Present a Contradiction? 

Smith’s criticism of Prior notion of the present turns on the temporal relations Prior 
talks about between the past/future and the present: 

 
I believe solipsistic presentism is logically self-contradictory. The main founder of 
solipsistic presentism, Prior, tellingly defines it in an implicitly self-contradictory 
way … ‘the present simply is the real considered in relation to two particular 
species of unreality, namely the past and the future.’ If the real stands in relation to 
the unreal, the unreal is real, since only something real can stand in relation to 
something. Unreality can no more stand in relations than it can possess monadic 
properties [17:123]  
 

Smith’s argument assumes that 
 

1) If x is related to y, then both x and y are real 
 

He also assumes a reading of Prior’s definition to the effect that “considered in 
relation” should be understood as affirming a relation between the present and the 
past and the future. If this reading is correct, and given the assumption that the present 
is the real, then it follows that 
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2) If the present stands in relation to the past and the future, then the real is related 
to the unreal 
 

From these Smith concludes that 
 

3) If the real is related to the unreal, the unreal is real. 
 
Smith’s argument is not just directed against Prior’s notion of the present, but also 
other versions of presentism, which follow Prior in claiming that the past and future 
are unreal.2 Whether or not Smith is correct in his reading of Prior is actually solvable 
with the notes we have from the Bodleian archive. He isn’t, and this will be clear 
later, but it doesn’t settle the problem for Prior’s notion of the present. The 
contradiction is namely deducible, not only from relations between the present and the 
past and future, but from quantification over non-present objects. This means that 
whether or not Prior, in his definition, only speaks about a considered relation, a new 
argument could be made if Prior takes this to imply that we in such a considered 
relation between something in the past and future actually quantify over something in 
the past and future. Since the logic of relations typically presupposes quantification 
theory, this is a more serious problem. The core of the matter is not just that a relation 
between x and y commit us to the reality of both x and y, as Smith assumes, and which 
Prior can dodge in talking about a mere consideration. With regard to relations, in 
order for xRy to mean anything we have to bind the variables by an existential or 
universal quantifier. But then, already in speaking about relations as considered 
between the past and the future, Prior assumes that we can quantify over something in 
the past or the future. The issue of quantifying over non-present objects is therefore 
more fundamental than temporal relations between the past and the future. Prior 
actually seems to affirm this in Past, Present and Future, when he with regard to 
tensed fact about past or future individuals says: 

 

One argument in favour of the view that if we are to use individual name-
variables at all, we should let them cover non-existents, is that we often want 
to express relations between what now exists and what does not [11:169]. 

 

If the presentist therefore believes that he in his considerations quantifies over 
something in the past and the future, then a new argument can be mounted against 
him with the conclusion that presentism is contradictory. The B theorist Robin Le 
Poidevin has spelled out an assumption for his criticism of presentism’s quantification 
over non-present objects that can be used in such an argument. I will refer to this as 
Le Poidevin’s principle:   

 

a theory which involves ineliminable quantification over F’s is committed to a 
realist position over F’s [5:38]. 

 
With this assumption or dictum de omni et nullo, the charge against Prior’s self-
contradictory definition of presentism can be outlined in a syllogistic form 

                                                           
2  The charge of solipsism with regard to the present covers a wider range of philosophical 

issues. (See [5], and [4] for a response) 
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4) Any theory that involves ineliminable quantification over non-present 
objects is committed to a realist position over non-present objects 

5) Presentism involves ineliminable quantification over non-present objects 
 

From 4 and 5 it follows that 
 

6) Presentism is committed to a realist position over non-present objects 
 

This conclusion is in clear contradiction with Prior’s definition of presentism, and not 
only Prior’s, but any version of what Smith calls Solipsistic presentism. Furthermore 
we have very good reason to believe that Prior was committed to something like Le 
Poidevin’s principle. It is an underlying principle of Prior’s rejection of tensed facts 
about that, which doesn’t exist. (see 11:137-174]). This is already seen in Time and 
Modality from 1957: 
 

Where x stands for a proper name, it seems to me that the form ‘x exists’ 
must be logically equivalent to, and definable as, ‘There are facts about x’, 
… If there are facts about x, I cannot see what further fact about x would 
consist in its existing [9:31]. 

 

The crucial point is that Prior did not allow ineliminable quantification over non-
present objects. This is also already clear in Time and Modality: 
 

In other words, in the form ‘There will be an x tomorrow which Φ’s, the 
bound variable x has as yet no range of values at all, and its truth-value 
depends, so far as it depends on a range of values, on the range of values 
which the bound variable in ‘There is an x which Φ’s will acquire tomorrow. 
And what it now states is not a fact about any of tomorrow’s objects, though 
if the statement is true there will be an x tomorrow with a fact about it of the 
form ‘x Φ’s’ [9:32]. 

 

This remained a clear core conviction of Prior’s tensed logic, and part of his argument 
in The Notion of The Present, which we will return to later. For now it is enough to 
point out that Prior’s presentism is not guilty of self-contradiction on any reading of 
his definition. A Priorian presentist can still maintain that he isn’t committed to a 
realist position over non-present objects, by avoiding ineliminable quantification over 
non-present objects. In syllogistic form he could maintain 
 

4) Any theory that involves ineliminable quantification over non-present 
objects is committed to a realist position over non-present objects 

7) Presentism is not committed to a realist position over non-present objects 
8) Therefore: Presentism does not involve ineliminable quantification over non-

present objects 
 

It is evident from Prior’s reasoning in The Notion of The Present (1970) that Prior 
affirms 4, 7 and 8. For Prior what will be, and what has been, fall under the same 
category as what could have been, what might have been or for that matter what 
Greek mythmakers have imagined. Accordingly, just as any quantifier that extends 
over modal statements or imagined objects has to be understood as not only picking 
out certain objects, but as also eliminating those entities, so must the quantifiers in 
connection with the temporal operators. This has the consequence of drastically 
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reducing tensed facts about the past and future to facts of a logical kind only. The past 
is, thus, treated by Prior as the now-unpreventable3. It is not treated as a set of facts 
that are somehow a past truth, but rather something that is a present truth: 
 

Moreover, just as a real thought of a centaur, and a thought of a real centaur, 
are both of them just a thought of a centaur, so the present pastness of Dr. 
Whitrow’s lecture, and its past presentness, are both just its pastness. And 
conversely, its pastness is its present pastness, so that although Whitrow’s 
lecture isn’t now present as so isn’t real, isn’t a fact, nevertheless its pastness, 
its having taken place, is a present fact, is a reality, and will be one as long as 
time shall last [12:247] 

 

Prior’s presentism leads him therefore to deny that there are any facts about the past, 
because what was the case, is a prefix, just as what would have been the case, and as 
such entail that whatever it connects to isn’t real.  

Smith is therefore wrong in arguing that Prior’s notion of the present is 
contradictory. He is also wrong though in his wider argument that any theory that 
only affirms reality for the present is in contradiction. The final syllogistic form with 
relation to the dictum de omni et nullo, is to argue that there is an exception to Le 
Poidevin’s principle. It is logically valid to affirm 5, that presentism is involved in 
ineliminable quantification over non-present objects, but also affirms 7, that 
presentism isn’t committed to a realist’s position over non-present objects. This of 
course can only be done by denying principle 4, that any theory, which involves 
ineliminable quantification over non-present objects, is committed to a realist position 
over non-present objects. Thus the final position, the dictum de excepto is 
 

5) Presentism involves ineliminable quantification over non-present objects 
7) Presentism is not committed to a realist position over non-present objects 
9) Therefore: It is not the case that, any theory that involves ineliminable 

quantification over non-present objects is committed to a realist position over 
non-present objects. 

 

5 and 7 characterises the position of a presentist like Craig [4]. The consequence of 
affirming both that the past and the future aren’t real is that one cannot adhere to the 
dictum de omni et nullo, but so much the worse for that principle one could say.  

It is therefore possible for the presentist to give two answers to Smith’s criticism of 
the definition of presentism. First of all it is possible to deny the principle behind 
Smith’s criticism, following the cue of Craig. A reason for doing so is that it isn’t just 
quantification over future and past objects that give us problems with 4. Should we 
also be committed to the existence of non-hobbits, when we affirm that there are no 
hobbits? 

The second answer, which Prior would give, is that he isn’t committed to relations 
between the past, present and future, even though these terms are part of his definition 
of the present. He would seem to affirm that if he was guilty of ineliminable 
quantification over non-present objects, then he would end up in a contradiction, but 
he isn’t since his temporal operators of his tensed logic, in virtue of being a prefix, 
come with no ontological commitments. 
                                                           
3  As in his treatment of Time and Determinism, in [11]. 
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3   Revisiting “The Notion of the Present” 

Two interesting places relate to the present discussion in Prior’s notes to The Notion 
of The Present. The first is directly related to Smith’s criticism and the second shows 
Prior’s awareness of a weakness in his version of presentism.  

It turns out that Prior was struggling with getting his definition just right, and we 
find two alternative phrases in his notes. The first phrasing Prior was attempting was 
 

1. Attempt: “the present simply is the real considered in relation to a particular” [13] 
 

The word included here, which didn’t make it to the final version, is the word “a” 
before “particular”. The second attempt perhaps shows us why Prior first wrote “a 
particular” in the first attempt 
 

2. Attempt: “the present simply is the real considered with a particular kind of 
contrasting unreality in mind, namely the pa” [13] 
 
Prior clearly tried to describe the notion of the present as a consideration of the 
present as the real, a consideration of a particular kind: a kind that involves a 
contrasting between the past and future as unreal, and the present as real. The phrase 
he ended up with dropped the singular term ‘a’ with regard to ‘particular 
consideration,’ leaving it ambiguous whether the relation Prior speaks about between 
the real and the unreal has to do with something merely under consideration, or a 
particular relation between the unreal past and future and the real present. From the 
notes it seems clear that Prior is struggling with defining the present without affirming 
to much about the past and the future. On one hand, he wants to affirm that the 
present and the real are one and the same concept. On the other hand, he also needs 
the past and the future in order to denote what it is that he is claiming to be the same 
concept as the real. This is problematic since if the past and the future are needed in 
order to denote what being present means, then one has to describe in what way the 
past and the future are related to the present. He therefore has to speak about the past 
and the future as being on the ontological level of considerations, while at the same 
time describing how such considerations are relevant in speaking about the relation 
between past, present and future. 

Thus the words considered in relation in Prior’s definition of the present are to be 
understood as just that. The present is the real, simply. The temporal prefixes for past 
and future, which is needed to describe ‘the present’, and give meaning to the concept 
has the ontological status of a consideration, and just as prefixes like could have been 
and is imagined that, according to Prior, do not denote some relation between the real 
and the unreal, neither do temporal prefixes.  

Smith seems to be aware that Prior’s use of the phrase “considered in relation” 
should not be taken literally as involving temporal relations between the real and the 
unreal, and anticipates the reply that Prior merely talks about a thinker’s consideration 
of the present in relation to the past. He doesn’t find this helpful either though, since 
“I cannot consistently consider the unreal to stand in a relation to the real” [17:123]. 
Smith’s charge of inconsistency is off the mark with regard to Prior’s definition 
though. The reason is that since Prior categorizes temporal prefixes together with 
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characters of fiction, the only kind of inconsistency possible is of a logical kind. 
Should we take Smith charge to question the logical validity, as such, of temporal 
logic? 

While Prior’s notion of the present isn’t inconsistent, it is, as Butterfield notices a 
radical position [2]. Firstly, Prior’s lucid definition of presentism, is achieved by 
lumping, not just past and future objects, but any non-present tensed proposition, 
together with Zeus and unicorns. Secondly, clarity seems achieved at the expense of 
intelligibility when Prior defines what reality consists in as “the absence of a 
qualifying prefix” [12:247]. As Craig points out, it is hard to see what the existence of 
my lamp has got to do with the fact that it lacks a prefix [4]. 

It is rather interesting that Prior’s notes to The Notion of The Present show that he 
was aware of how radical this view on tensed facts was. In direct connection to his 
past tensed facts, he immediately began a consideration on the difference between 
tensed and modal facts. In the crossed out section he wrote: 
 

There is, indeed, a great deal more law and regularity about the logical 
behavior of the prefixes “it has been that” and “it will be that” than there is 
about the logical behavior of “it is imagined that” [13]. 

 

After having crossed the section out Prior didn’t return to the topic of how the logical 
behaviour of temporal prefixes differs from other prefixes, and more importantly, 
what he believed we should attach of importance to this with regard to tensed facts. 
Had Prior himself finished up the article for publication, he might have done 
something more about this than what we have before us now. 

4   Presentism and Becoming 

Based upon this analysis of Prior’s notion of the present, and the notes we have at the 
Bodleian library, the question arises whether such a notion, doesn’t lay itself open to 
Lewis’s criticism (see [6:202–204]) that presentism is unable to account for change. 
Lewis rejects presentism’s ability to account for change since it treats other times as 
“false stories” or “abstract representations composed out of the material of the 
present.” And he seems to have a point with regard to versions of presentism that 
treats other temporal prefixes as merely fictional prefixes. If only what is present is 
real, and all quantification over future or past objects are to be eliminable like 
quantification over objects of fiction, then what is it that changes? What is it that can 
be said to endure through time? As Merricks comments on Lewis’s argument, (see 
[7]) such a version of presentism would be a theory of everything as instantaneous. At 
each successive moment a set of statements would be true and say something about 
reality. Others would have prefixes like “it is imagined that”, and still others would 
have a prefix like “it will be the case that”, but the only things that would be real, 
would be facts, are statements without a prefix. It would seem in such a view on time 
that reality is reduced to what is a present tense truth at an instant, with no enduring 
objects. 

Since becoming arguably is the primary intuition behind an A-theory, defining 
presentism in this way would be bordering on self-defeat. 
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A presentist should, in order to avoid Lewis’s charge, minimally affirm that every 
truth about the future and the past are primitively present at each successive instant. 
This is done by presentists who affirm that we can make ineliminable quantification 
over non-present object. If we can’t, then while temporal prefixes might contribute to 
a psychology of temporal reasoning, it appears to accounts just as much for becoming, 
as fictional prefixes ascribes properties to characters of fiction.  

The problem for the Priorian notion of the present arises from its solution to the 
problem of temporal relations. Prior’s notion of the present is able to give an account 
for temporal relations in terms of prefixes under a thinker’s consideration. But by 
drastically reducing the ontological import of these temporal prefixes about the past 
and future, it makes the notion of the present vulnerable to Lewis’s attack. The 
question is: If there are no facts about the past and the future, then how can there be a 
fact about becoming?  

Prior has actually argued against the idea of being brought into being (see [11]) 
and seems satisfied with affirming a notion of starting to be instead. While this seems 
defensible, it is only because it doesn’t require a thicker ontology than what his notion 
of the present allows. But, given this definition, the problem doesn’t only arise with 
regard to becoming, but also with regard to having past. While a presentist easily can 
agree that having past shouldn’t be parsed as stating a property about a none existing 
object, wouldn’t a Priorian presentist need to parse it as not even involving a fact 
about a none existing object, and instead affirm a notion of ceasing to be? 

With this said, it must be kept in mind that Prior doesn’t argue against the notion of 
having past. On the contrary, he says that while the pastness of Dr Whitrow’s lecture 
isn’t a fact, “its having taken place, is a present fact, is a reality, and will be one as 
long as time shall last.” [12:247]   

5   Conclusion 

Prior’s notes to The Notion of The Present gives us valuable insight into the 
reflections he made while working on his speech, which only after his death was 
published. The criticism Prior’s definition of the present as the real has received by 
Smith [17], can be shown to be not only false, but also based upon a misreading of the 
definition, with help from the notes. The notes make it clear that when Prior relates 
the present to the past and the future, it is with an emphasis upon a considered 
relation. The notes also reveal that Prior was aware of how radical his view was, 
when he categorizes temporal prefixes together with fictional prefixes as regard 
ontological import. While a Priorian notion of the present is therefore able to save 
itself from Smith’s charge of contradiction, it isn’t so clear that it can save itself from 
Lewis’s charge of being incapable of accounting for change. It is unclear to me, and 
worth investigating whether other versions of presentism that follow Prior in only 
allowing eliminable quantification over non-present facts are able to avoid Lewis 
argument. One way to avoid both problems as a presentist is to deny that 
quantification over non-present objects entails the existence of non-present objects. 
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Abstract. Time is not definable in terms of other concepts. On the other hand, it 
is generally accepted that Augustine was right in claiming that we as human 
beings have a tacit knowledge of what time is. But how can this tacit knowledge 
be explored and discussed, if time as such cannot be defined? This paper 
suggests that temporal logic, and in particular the hybrid logic corresponding to 
A.N. Prior’s 3rd grade of tense-logical involvement, may be useful as a precise 
conceptual basis of a common language for the formal discussion of time. The 
paper offers a general investigation of this suggestion illuminating the 
conceptual potential and also some of the open questions within the study of 
temporal logic. It is argued that the endeavour of the logic of time can be seen 
as the study of some important manifestations and structures of our tacit 
knowledge of time. 

1   The Conceptual Challenge in the Study of Time  

According to St. Augustine (354-430) time cannot be satisfactorily described using 
just one single definition or explanation. In his own words: “What, then, is time? If no 
one asks me, I know: if I wish to explain it to one that asketh, I know not” [18:1]. 
Time is not definable in terms of other concepts. Every attempt to tell what time is 
will be an accentuation of some aspects of time at the expense of others. Therefore, it 
will not present time in its fullness. It may even be misleading. Time is unique and sui 
generis. On the other hand, this does not mean that precise studies of temporal matters 
and of time as such will be impossible. On the contrary, according to the Augustinian 
insight we all have a tacit knowledge of what time is, even though we cannot define 
time as such. However, if such studies are to lead to a deeper understanding of time it-
self, various disciplines have to be brought together in the hope that their findings 
may form a new synthesis, even though we should not expect any ultimate answer re-
garding the question of the nature of time itself. If such a synthesis is to be formed, a 
certain degree of homogeneity in the conceptual structure will be needed. For 
instance, if we have to design a computer system to handle discussions of time in 
general, it must be possible to state in a rather precise manner what is meant by words 
like ‘during’, ‘since’, ‘until’, ‘past’, ‘future’, ‘before’, ‘after’, ‘what must be’, ‘what 
might be’, ‘what could have been’, etc. The possibility of describing the logical 
relations between such notions is essential, if we want to be able to reason about the 
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temporal aspects of reality. This means that we need a common formal language, 
which is relevant at least for the kind of discussion of time that we have in mind.  

It is important to emphasise that the question concerning a common language for 
the discussion of time is not psychological, but rather conceptual and systematic. 
When looking for such a common language the main question is not how the human 
mind actually works, but rather what notions will be needed in various kinds of 
scientific discourse dealing with the temporal aspects of reality. In particular, this 
question has recently turned out to be very important in computer science (see [6], 
[22], and [23]). The common language we a looking for in this context should not 
only allow for the precise specification of all notions relevant in scientific discussion 
of temporal matters, but it should also make it clear how these various notions are 
conceptually related. Such a common language may be useful within specific sciences 
like psychology and the physical sciences that are dealing with issues related to time. 
And even more important, if such a common language can be established and 
accepted as the common conceptual background, it may significantly support 
interdisciplinary research concerning the temporal aspects of reality. This means that 
there are very good reasons for looking for a common and precise language for the 
formal discussion of time. 

The 20th century has seen a very important development within the philosophical 
study of time. One of the most important contributions to the modern philosophy of 
time was made in the 1950s and 1960s by A.N. Prior (1914-69), who became the 
founder of modern temporal logic. Prior presented his ideas and theories in a number 
of books and papers. He was very much inspired by his studies of the long history of 
science and philosophy. In particular, he found important inspiration in ancient and 
medieval thought. In fact, Prior considered several logical systems. We shall suggest 
the use of the conceptually richest temporal logic suggested by him. This may 
facilitate the practical use of temporal ideas and formal relations in all relevant ways. 
In a sense the endeavour of such a logical language of time makes it possible to study 
important manifestations and structures of our tacit knowledge of what time is. The 
system in question, which was originally invented by Prior, belongs to the family of 
systems which has later been characterised as so-called hybrid logic (see [3]). A 
logical system belonging to this family includes a special class of propositions (in the 
present case the so-called instant-propositions). Recently, hybrid logic has been 
demonstrated to be very useful within various kinds of computer science (see [3]). 

2   The Two Classical Languages on Time 

In his famous paper ‘The Unreality of Time’ [7] the philosopher John Ellis 
McTaggart (1866-1925) suggested a distinction between the so-called A- and B-
series, which in fact corresponds to a distinction between the following two sets of 
fundamental concepts concerning the temporal aspects of reality: 
 

A-concepts: past, present, future 
B-concepts: before, after, ‘simultaneous with’ 
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The A-concepts are well suited for describing the flow of time, since the future will 
become present and the present time will become past, i.e., flow into past. The 
B-concepts seem especially apt for describing the permanent and temporal order of 
events. Clearly, the two kinds of temporal notions can give rise to two different 
approaches to time.   
 Firstly, there is the dynamical approach (the A-theory) according to which the 
essential notions are past, present and future. In this view, time is seen “from the 
inside”. Secondly, there is the static view of time (the B-theory) according which time 
is understood as a set of instants (or durations) ordered by the before-after relation. 
Here time is seen “from the outside”. It may be said to be a God’s eye perspective  
on time. 

There is an ontological difference between the two theories. According to the A-
theory the tenses are real whereas the B-theorists consider them to be secondary and 
unreal. According to the A-theory the ‘Now’ is real and objective, whereas the B-
theories consider the Now to be purely subjective.  
 Formally, the A-language is tense-logical, i.e., it includes operators, P, F, and , 
which can be used to form new propositions. If q is a proposition, Pq, Fq and q stand 
for the propositions “it has been the case that q”, “it will be the case that q”, and “it is 
possible that q”, respectively. It is assumed that the truth-values of the propositions in 
question can vary from time to time. Using these three operators we may define the 
dual operators: H ≡def ~P~ (“it has always been that …”), G ≡def ~F~ (“it will always 

be that …”), and  ≡def ~~ (“it is necessary that …”). In addition, it is possible to 
introduce temporal units, e.g. days, using P(n) for “it has been the case n days ago 
that …”, and F(n) for “it will be the case in n days that …”.  The basic formalisms of 
temporal logic have been discussed in details in [18].  
 Formally, the B-language is based on the idea that time is a set of instants with an 
ordering relation, i.e. (TIME,≤). In addition, there is a truth-function, T. If t stands for 
an instant of time, and q stands for a proposition, then T(t,q) stands for “q is true at t”. 
In working with the B-language one major question will be how the basic structure 
(TIME,≤) should be described. In particular, there is a focus on the properties of the 
relation, ≤. 

The debate between the two theories has received a fresh impetus due to Prior’s 
formal analysis of the problem. (See [18: 216 ff]). It turns out that in addition to the 
A- and the B-theories it would in fact be possible to define a position between the two 
theories according to which the B-notions are just as fundamental that the A-notions. 
On this view the A-notions cannot be defined in terms of the B-notions or vice versa, 
but the two sets of notions have to be treated on a par. (See [15: 117 ff].) Calling the 
traditional B-theory the first grade of tense-logical involvement, Prior has termed this 
intermediate position the second grade of the tense-logical involvement. However, it 
does not seem that anybody since Prior’s first analysis has wanted to defend this 
second grade.  

It should be mentioned that in Prior’s analysis there are in fact two different 
versions of the classical A-theory. This distinction has to do with the modal operator. 
In what Prior has called the 3rd grade of the tense-logical involvement there is a 
primitive notion of temporal possibility (or necessity), i.e. the operator,  (as well as 
its dual operator, ). In the so-called 4th grade of the tense-logical involvement this 
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modal operator is defined in terms of the tense-logical operators, P and F. Obviously, 
the latter theory is simpler from a systematic point of view. On the other hand, it is 
also evident that a lot of the expressive power is lost, if we drop a primitive modal 
operator. Among other things, it would be very difficult to express the idea of a true 
future (as opposed to ‘the possible future’ and ‘the necessary future’) without the use 
of a primitive modal operator.  

3   The Importance of the Dynamic Aspects of Reality  

The most common theory dealing with the relation between the A- and B-language is 
the B-theory according to which the B-notions are more fundamental that the A-
notions. Following this theory the A-notions have to be defined in terms of the B-
notions. The tense operators, P and F, may be defined in the following way: 

  
(1) T(t,Fq) ≡def  ∃t1 : t<t1 ∧ T(t1,q) 

(2) T(t,Pq) ≡def  ∃t1 : t1<t ∧ T(t1,q) 
 

According to the B-theory tense-logical statements will have to be evaluated as the B-
logical expressions, which occur when these definitions (1-2) are used. If for instance 
the structure (TIME, ≤) is supposed to be linear, then tense-logical theorems like the 
following may easily be proved to be valid at all times in the structure: 
 

(3) FFp ⊃ Fp 
(4) FPp  ⊃ (Pp ∨ p ∨ Fp) 
(5) PFp  ⊃ (Pp ∨ p ∨ Fp) 

 
However, it should be emphasized that on the B-logical account such theorems are 
only abbreviations of complex properties regarding the structure (TIME, ≤).  
 Prior pointed out that there are obvious weaknesses of the B-logical approach. The 
most important problem is that this theory does not include any idea of ‘Now’. From a 
B-logical point of view, the present time can only be represented as an arbitrary 
instant. This is of course quite acceptable, if we take the view which Albert Einstein 
expressed in a letter to Michele Besso: “There is no irreversibility in the basic laws of 
physics. You have to accept the idea that subjective time with its emphasis on the now 
has no objective meaning.” [12: 203] If the ‘Now’ and consequently also the other A-
concepts are purely subjective, all we have to bother with when dealing with the 
temporal aspects of the objective world are the B-concepts. Viewed in this way reality 
is just a four-dimensional co-ordinate system, and time is nothing but clock-readings 
and dates. However, according to Prior even Einstein was a bit uncertain regarding 
the status of the ‘Now’. He referred to the fact that Einstein once “explained that the 
experience of the Now means something special for men, something different from 
the past and the future, but that this important difference does not and cannot occur 
within physics.” [15: 136-7] Prior found that this observation is very important. In his 
opinion, the distinction between the tenses is essential for the understanding of reality. 
For this reason Prior argued that it would be misleading to base the description of 
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reality on “a language in which the difference between being, having been, and being 
about to be becomes inexpressible.” [16: 323] 
 In Prior’s opinion it would be mistaken to assume that the ‘Now’ and the tenses 
can be derived from the logic of earlier and later. For this reason he rejected the B-
theory, and instead he argued in favour of the A-theory. Prior insisted that ‘the Now’ 
is real, and consequently that the distinction between the tenses is real (see [4: 47]). 
His main idea regarding the importance of temporal logic was philosophical. He 
wanted first of all to emphasize that we have to focus on the role of the tenses if we 
want to grasp the reality of the passage of time. 

Prior pointed out: “Time is not an object, but whatever is real exists and acts in 
time.” [4: 45] In his view, time is not just a structured set of instants, and  “this 
earlier-later calculus is only a convenient but indirect way of expressing truths that are 
not really about ‘events’ but about things, and about what these things are doing, have 
done and will do.” [4: 45] 

The distinction between past, present, and future is in fact essential for the proper 
understanding of Prior’s philosophy and logic. His central ontological tenet was that 
the distinction between past, present, and future is essential for a correct 
understanding of the objective world. In his own words: “So far, then, as I have 
anything that you could call a philosophical creed, its first article is this: I believe in 
the reality of the distinction between past, present, and future. I believe that what we 
see as a progress of events is a progress of events, a coming to pass of one thing after 
another, and not just a timeless tapestry with everything stuck there for good  
and all.” [4: 47]  

Prior criticized the common approach to logic according to which only unchanging 
(eternal) truths are studied: “Certainly there are unchanging truths, but there are 
changing truths also, and it is a pity if logic ignores these, and leaves it to 
existentialists and contemporary informal ‘dialecticians’ to study the more ‘dynamic’ 
aspects of reality. There are clear, hard structures for formal logicians to discover in 
the world of change and temporal succession. There are practical gains to be had from 
this study too, for example in the representation of time-delay in computer circuits, 
but the greatest gain that a logic of tenses brings is the accurate philosophical 
description of the reality of the passage of time.” [4: 46] In this way, Prior maintained 
that the changes in the world should be analyzed in terms of tense-logical notions.  

To some extent, Prior conceived his work as a continuation of Peirce’s philosophy 
and logic. In fact Prior sometimes even called himself a Peircean. Prior clearly found 
some inspiration in the following statement made by Peirce in 1903: “Time has 
usually been considered by logicians to be what is called ‘extra-logical’ matter. I 
have never shared this opinion. But I have thought that logic had not yet reached the 
state of development at which the introduction of temporal modifications of its forms 
would not result in great confusion; and I am much of that way of thinking yet.”  [10: 
4.523] 

Prior wanted to take up this Peircean challenge and to carry out the task by 
integrating tenses in logic. He argued that we should in fact accept “tense distinctions 
as a proper subject of logical reflection” and that we should accept that “what is true 
at one time is in many cases false at another time, and vice versa” [13: 104]. 
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4   The Origin of the Idea of Branching Time 

Prior’s main argument in favour of the A-theory was based on his strong belief in 
indeterminism. He wrote: “... I do not see how indeterminism can be expressed in a 
tenseless language at all. For indeterminism asserts a certain difference between the 
future and the past…, which is not at all the same thing as a difference between the 
earlier and the later.” [21]  
 In addition to the fundamental creed regarding the role of the tenses in a proper 
understanding of reality, Prior held that freedom of choice is something very 
important and essential in the real world. He expressed his belief in real freedom in 
the following way: “One of the big differences between the past and the future is that 
once something has become past, it is, as it were, out of our reach - once a thing has 
happened, nothing we can do can make it not to have happened. But the future is to 
some extent, even though it is only to a very small extent, something we can make for 
ourselves. And this is a distinction which a tenseless logic is unable to express.” [4: 
48] For this reason Prior argued in favour of a fundamental asymmetry between past 
and future. The idea of alternative pasts may be conceivable as seen from a 
epistemological point of view, but he found that from an ontological point of view the 
idea of alternative pasts should not be accepted. 
 Prior obviously knew that similar thoughts had earlier been defended by 
continental philosophers, among whom Henri Bergson (1859-1941) would be one of 
the clearest examples. In his book from 1889 Essai sur les données immédiates de la 
conscience Bergson had argued that the space-like before-after-calculus (i.e. what was 
later called the B-approach) was insufficient and misleading as the basis of a proper 
understanding of time. Bergson denied that time can be adequately represented by 
space. In this way we can only deal with “time flown” and not with “time flowing”, 
[1: 221]. In fact, he also – like Prior – pointed to the importance of the notion of 
freedom. He wrote: “Freedom is … a fact, and among the facts which we observe 
there is none clearer. All the difficulties of the problem … arise from the desire to 
endow duration with the same attributes as extensity, to interpret a succession by a 
simultaneity, and to express the idea of freedom in a language into which it is 
obviously untranslatable”, [1: 221]. In his discussion of time he even suggested 
something, which came rather close to what was later called branching time. Bergson 
suggested to following illustration:  
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This figure was mainly meant as an illustration of the process of deliberation. The 
idea is that the deliberating person in question has traversed a series, MO, of 
conscious states. At the state O he finds the two directions, OX and OY, equally open 
for him. - However, Bergson argued that this geometrical representation of the 
process of coming to a decision is deceptive: “This figure does not show me the deed 
in the doing but the deed already done. Do not ask me then whether the self, having 
traversed the path MO and decided in favour X, could or could not choose Y: I should 
answer that the question is meaningless, because there is no line MO, no point O, no 
path OX, no direction OY. To ask such a question is to admit the possibility of 
adequately representing time by space and a succession by a simultaneity.” [1:180] 
 According to Bergson the idea of human freedom is in fact indefinable. He argued 
that “we can analyse a thing but not a process; we can break up extensity, but not 
duration” [1: 219]. 

 Although Prior knew this philosophical tradition, and also admitted that his own 
views on time to some extent were similar, he did not find contributions like 
Bergson’s to be particularly useful to him. He had a strong belief in the value of 
formal logic, and in his opinion explanations like those suggested by Bergson were 
far too unclear. On the other hand, he also emphasized that logic has to do with real 
life. He wanted a logic that would take full advantage of formal methods, but which 
would also be sensitive to the reality of human experience. In an unpublished paper, 
he described this view: “Perhaps you could call my logic a mixture of Frege and 
Kolakowski. - I want to join the formal rigorism of the one with the vitalism of the 
other. Perhaps you regard this as a bastard mixture - a mesalliance. - I think it is a 
higher synthesis. And I think it important that people who care for rigorism and 
formalism should not leave the basic flux and flow of things in the hands of 
existentialists and Bergsonians and others who love darkness rather than light, but we 
should enter this realm of life and time, not to destroy it, but to master it with our 
techniques.” [17] 
 Prior’s book, Time and Modality, from 1957 was the first longer presentation of 
his tense logical approach to the understanding of reality. Prior demonstrated in the 
book that the development of tense-logic is very important if we want to establish a 
deeper understanding of the temporal aspects of reality, i.e. if we want a clear 
representation of temporal realism.  One of the first readers to react on Prior’s book 
was Saul Kripke who was only 17 years old when he wrote to Prior. In his letter 
Kripke suggested the following: “… in an indetermined system, we perhaps should 
not regard time as a linear series, as you have done. Given the present moment, there 
are several possibilities for what the next moment may be like -- and for each possible 
next moment, there are several possibilities for the next moment after that. Thus the 
situation takes the form, not of a linear sequence, but of a “tree”...”[21] 

In this way Saul Kripke argued that the modal logic S4 corresponds to a branching 
time system. This presentation of branching time as a logical system is the first ever, 
and this approach is certainly very different from the ideas included in Bergson’s 
model of the process of deliberation.  

The importance of Kripke’s approach was clearly recognised by Prior, who in his 
book Past, Present and Future [14] discussed what he called “Kripke’s branching 
time matrix for S4” [14: 27]. However, it should be noted that in such a model, it may 
in some cases be true that F(n)p ∧ F(n)~p. In consequence, ~(F(n)p ∧ F(n)~p) will 
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not be a theorem in the system. This would certainly be intuitively acceptable, if F(n) 
were understood as ‘possibly, it will be the case in n time units’. But if we want a 
logic for F(n) conceived as ‘it will be the case in n time units’ as opposed to 
‘possibly, it will be the case in n time units’, we have to look for a further elaboration 
of the tense-logical system and its representation in the branching time model. Much 
of the recent work on branching time models has been focused on a satisfactory 
representation of the future operator in terms of branching time (see [2,19, 20]). 

Indeterminism is a very important tenet in Prior’s philosophical logic. The idea is 
that there is a fundamental asymmetry between the past and the future. The point is 
that P(n)p ∨ P(n)~p is true in all possible cases (i.e. it is a theorem), whereas the same 
does not hold for F(n)p ∨ F(n)~p. Prior’s reason for denying that the latter disjunction 
is a theorem, is that if the proposition p depends on the free choice of some agent, 
then neither F(n)p nor F(n)~p should regarded as true now. In Prior’s opinion, there is 
no truth about which future decision the agent will make (until the agent has actually 
made his or her decision). However, regarding the past exactly one of the 
propositions, P(n)p and P(n)~p, is true, since only one of the propositions, p and ~p, 
corresponds with how things were n time units ago. According to Prior, 
indeterminism is the basis of the asymmetry between past and future expressed here. 
It should be mentioned that this logical representation of indeterminism depends on 
the choice of tense-logical system. The above representation is based on the logical 
system, which Prior himself preferred, i.e. the so-called Peircean system. However, 
Prior also considered the so-called Ockhamistic system, in which indeterminism 
would correspond to the rejection of the disjunction F(n)p ∨ F(n)~p as a theorem, 
whereas F(n)p ∨ F(n)~p will be accepted as an Ockhamistic theorem. More about the 
distinctions between the Peircean and the Ockhamistic systems can be found in [14: 
113 ff, 6: 211 ff].   

It is an important issue within the discussion of temporal logic whether or not it is 
possible to create a tense-logical system according to which it makes sense to claim 
that statements about the contingent future can be true now. It has been argued in [19] 
that this is in fact possible to establish such a logical system. 

5   Instants and the Notion of Branching Time 

In his later writings Prior significantly contributed to the further development of the 
notion of branching time. One basic question regarding the branching time diagram 
has to do with the status of the points in the model. What is an instant? In [14: 187 ff] 
he suggested a logic of world-states, and he later developed this idea further [15]. His 
claim was that an instant in a branching time structure is in fact a world-proposition 
i.e. intuitively, an infinite conjunction of all propositions in a maximal and consistent 
subset of the set of all well-formed formulae formulated in terms of the logical 
language we are dealing with. In this way instant propositions are descriptions of 
possible states of the world, which are as complete as they can be given in the 
language we have chosen. Following Prior’s idea in [15: 128 ff] the set of instant 
propositions can be characterized by the following three axioms, where a stands for 
an arbitrary instant proposition, and where p stands for an arbitrary proposition 
(whether instant proposition or not): 
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(I1) a 
(I2) ∃a: a  
(I3) (a ⊃ p) ∨ (a ⊃ ~p) 

 
According to (I1) any instant proposition represents a possible world-state, and (I2) is 
the claim that there is an instant proposition describing the present state of the world. 
The last condition, (I3), is the claim that any instant proposition will be total in the 
sense that for any other proposition, p, the instant proposition either necessarily 
implies p or it necessarily implies the negation, ~p. It should be noted that any 
proposition in the logical language can be substituted for p. In consequence, a also 
implies which instant propositions have been, will be, could have been etc. In terms of 
the branching time system, this means that the whole structure of the branching time 
system follows from any single instant proposition. That is, the system has the nice 
and interesting property that the system as a whole is fully reflected – and in a sense 
even contained – in any basic part or element of the system i.e. in any instant. This 
insight might be conceived as a support of Prior’s understanding of branching time as 
a conceptual structure consistent with his presentism. In short, according to Prior’s 
theory the whole structure of time follows logically from the present, i.e., the instant 
proposition that is true now. 
 Formally, we may define what it means for a proposition, p, to be true for an 
instant proposition (or world proposition), a, in this way: 
 
 (I4) T(a,p) ≡def (a ⊃ p) 
 
Prior has demonstrated that given a basic tense-logical system this definition of T(a,p) 
will have all the properties which a classical B-theorist would like for “truth at an 
instant”. For instance, he demonstrated that given (I1-3) and the definition (I4) along 
with some basic assumptions concerning the logic of the P-,F-, and -operators, the 
equivalences (1-2) become provable theorems. In this way, everything in the B-theory 
can interpreted as properties of the instant propositions. This also means that the 
traditional B-theoretical criticism of the A-theory turns out to be empty since the A-
theory conceived as a hybrid logic is supposed to include all instant propositions. The 
A-theoretical criticism of the B-theory for ignoring the importance of the ‘Now’ and 
the asymmetry of time, on the other hand, still stands.    

In Prior’s opinion time is not an object, but rather a construction. He wrote: “What 
is time? Time is a logical construction. What looks like propositions about time are 
generalized tensed propositions about other things” [17]. Although time, on this view, 
is a construction, it is certainly not an arbitrary construction. The point is that our idea 
of time is an abstract generalization of a number of observations from everyday life 
concerning what it means to act now on the basis of what is known about the past and 
the future possibilities.  

One very basic assumption in Prior’s worldview has to do with the notion of free 
choice. This should probably be understood as closely related to his ideas of ethics 
and responsibility. In general, Prior tried to establish a conceptual framework 
integrating fundamental notions of logic, ethics and time. In terms of branching time 
notions, it becomes obvious that we may not only ask which future developments are 
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 possible and which are necessary, but we may also want to investigate which of the 
possible futures we should choose and how this choice can be backed up by various 
kinds of ethical reasoning. (See [15: 65 ff].) 

6   Temporal Logic and the Discussion of Time 

Given a logical calculus corresponding to Prior’s 3rd grade of the tense-logical 
involvement a variety of temporal ideas and notions can be expressed in a very 
precise manner. If we assume the tense-logical assumptions corresponding to linear 
time, including the theorems (3-5), to hold for the fragment of the logic in which the 
modal operator does not occur, then it will be possible to demonstrate that each 
instant proposition, a, actually defines a linear set of instant propositions: 

 
TRL(a) = {b| T(a, Pb ∨ b ∨ Fb)} 

 
The linear and maximally ordered sets in the branching time system are normally 
called chronicles in branching time theory. On the assumptions just mentioned it turns 
out that there is a chronicle, TRL(a), through a for each instant, a, in the system. The 
TRL-function corresponds to what has been called “the thin red line” ([2], [19]). In 
this system we obtain instead of (1): 

 
(6) T(a,Fq) ≡  ∃b∈TRL(a) : a<b ∧ T(b,q) 

 
TRL(a) represents not only the past but also the true future relative to a. If such a 
function can be defined, it will be possible to make distinctions between “necessarily, 
it is going to be”, “possibly, it is going to be”, and “it is going to be”. Graphically, this 
may be illustrated in a branching time system in which the TRL-function is indicated 
using arrows on the selected chronicles as it is shown in this example: 

 

In the above figure it is evident that TRL(n) = c1 and that TRL(a)=c3. 
 
In this framework it will also be possible to discuss whether all chronicles in the 

branching time system can be presented on the form TRL(a) for some instant 
proposition, a. An even more abstract question regarding the structure of time would 
be the question of connectedness: Will any two chronicles have a common past? Or 
could there be chronicles, which are totally disconnected? It should be mentioned that 
the question of temporal connectedness cannot even be formulated as an open 
question if we choose Prior’s 4th grade instead of the 3rd grade. 
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 There are many other topics regarding time, which may be discussed on the basis 
of a framework, based on a hybrid logic corresponding to Prior’s 3rd grade. One may, 
for instance, discuss the representation of durations. Assuming that the instant 
propositions are conceived as durationless, any duration may be represented as a pair 
of instant propositions,  i.e. (a,b) or alternatively as a proposition like Pa ∧ Fb. Here a 
is the description of the beginning, and b the end of the duration in question. 
Alternatively, one may make use of the temporal unit which can be built into the tense 
operators, i.e., P(n) and F(n).  
 Having a logical calculus corresponding to Prior’s 3rd grade available makes it 
possible not only to talk about what has happened, what is happening and what is 
going to happen. The calculus also allows us to reason about what can happen or what 
could have happened, if things had gone differently in the past. 
 However, the potential of Prior’s temporal logic as a common language for the 
discussion of time has not been fully explored. One of the aspects of Prior’s logic, 
which needs more investigation, has to do with his idea of a tensed ontology. How can 
we account for past and future objects given that only the present exists? (See [5]). 
 One problem, which has been considered very often, has to do with the relation 
between tense logic and relativistic physics. In fact, this problem was already 
discussed in the correspondence between Kripke and Prior in 1958. In the 
correspondence Kripke pointed out that the emphasis on the present (the ‘Now’) is 
rather problematic if we assume a scientific discourse taking relativistic physics into 
serious account. Prior was certainly aware of the challenge from special relativity. 
However, he also argued that it is in fact possible to maintain the tense-logical 
position without contradicting the results of relativistic physics. He later elaborated 
his view (see [14: 197 ff]). Recently, several authors have been interested in the 
theory of the so-called branching space-time, which has been established under 
inspiration from various ideas in physics. Here Belnap (2005), Müller ([8], [9]), and 
Placek [11] have contributed significantly. 

Although there are several open questions regarding the use of temporal logic as a 
conceptual foundation for the construction of a common language for the discussion 
of time, it is also evident that temporal logic in many cases has been demonstrated to 
be a very precise and useful tool for the description of the dynamic aspects of reality. 
On this background, it seems very reasonable to continue and to strengthen the 
research in the potential of Prior’s hybrid tense logic (or a further elaboration of it) as 
a conceptual basis, a common ground, for the discussion of time whenever there is a 
need for a precise and formal language in order to clarify the various ideas concerning 
time. 
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Abstract. Perceptual synchrony has received attention as result of physiological 
studies of neural responses to visual stimuli. The terms synchrony and 
synchronization are used to refer to stimulus activity, the psychological-systems 
response to that activity and perception although the latter is not necessarily the 
same as the systems response. The concern of this paper is the integrity of the 
idea of perceptual synchrony. The problem with perceptual synchrony is that on 
close analysis it is a non sequiter and on this basis it is insufficient to explain 
the conditions under which events will be seen as simultaneous. Instead, the 
perceptual groupings generally ascribed to perceptual synchrony are better 
explained in terms of the intervals of time over which stimulus events integrate. 
Considering the agenda of studies that aim to examine the timing of perceptual 
grouping, the argument I put forward here recommends interpretation in terms 
of temporal integration rather than synchronization.  

Keywords: Temporal Binding, Perceptual Synchrony, Synchronized Stimulus 
Activity, Neuro-phenomenological Equivalence, Epiphenomenality, Goodman’s 
New Problem of Induction, Temporal Integration. 

1   Prolegomenon 

Our perceptions in space and time consist of organizations of one sort or another: In 
vision, we encounter a visual field composed of definable subregions, which we 
resolve as objects or items to the extent to which we deploy visual attention to their 
locations (that movement to my left is Drosophila, not a mosquito). In audition, we 
experience montages of sound that integrate to form coherent auditory scenes, the 
chiming of church bells on a background of morning traffic, the slightly asynchronous 
ascent of alto and soprano at the beginning of the first movement of Pergolesi’s Stabat 
Mater. These organizations imply unification, in other words the demarcation of a 
group of stimuli, or of a group of stimulus elements that go together to form a 
coherent whole according to laws established by the Gestalt psychologists. And, as a 
general rule, Gestalten arise in spite of variations in featural configuration, the spatial 
separation, or even the sensory modality required for coding their separate elements. 
It has been claimed that grouping in space, while determined by the spatial 
configuration of the grouped elements, is also closely linked to the dynamics of the 
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systems responsible for coding those elements. It is thus by means of the interaction 
of processes in time that the integration or binding of information is achieved [1-3].  

This opinion has received support from neurophysiological studies employing 
grouping stimuli. While now controversial as regards the precise physiological 
mechanisms concerned [4,5], these studies claim that the presence of simple feature 
contrasts (defined by luminance, orientation, hue and spatial frequency) within the 
receptive fields of visual-cortical neurons results in some responding neurons forming 
an ensemble defined by a common firing rate. This firing rate is usually in excess of 
20 Hz with the participating neurons firing in almost perfect synchrony with zero or 
close to zero phase lag [6-9]. These findings are suggestive of synchrony as the 
neuronal operating characteristic of relevance for feature-feature binding. 

In this paper, I will address one major issue in human experimental psychology in 
its attempts to evaluate the binding by synchrony hypothesis. Experimental 
psychologists have attempted to resolve two potential problems with the physiological 
accounts, these being their ability to resolve what I refer to as the neuro-
phenomenological equivalence and epiphenomenality problems. After introducing 
both problems, I will briefly review the design of experimental paradigms that aim to 
throw light on these matters and, in particular, I will discuss a common reliance upon 
perceptual report of whether stimulus events were synchronous or not. Following this, 
I will outline a logical argument akin in structure to Goodman’s New Problem of 
Induction which shows that the idea of perceptual synchrony is a non sequitur: the 
term is not sufficient to describe the psychological response to event structure in time. 
Accordingly, I will argue that a number of experimental approaches in psychology 
have based paradigm design on a misunderstanding of the logic of their independent 
variable. Having outlined this argument, I conclude by discussing the logical 
alternative, which is to consider the time over which events integrate, rather than their 
precise synchronization as of significance in seeking a psychological corroboration of 
the physiological binding hypothesis. 

2   Perceptual Synchrony, Neuro-phenomenological Equivalence and 
Epiphenomenality 

As with the majority of neurophysiological studies, psychological studies of the effects 
of perceptual synchrony using temporally correlated stimuli and with human subjects 
are mainly confined to the integration of visual features. These studies have aimed to 
address two shortcomings inherent to neurophysiological procedures. The first 
concerns the problem of establishing which, if any, direct equivalences might be made 
between synchronization at the level of neuronal operation and subjective experiences 
of what – in terms of one’s experience – appears to go together with what (the neuro-
phenomenological equivalence problem). Although laboratory animals can be trained 
to perform grouping tasks whilst awake, their responses often remain insufficient to be 
able to clearly decide what it is that they experience (we assume, perhaps correctly, 
that they organize their experiential worlds as we organize ours but we don’t actually 
know this for certain). A second shortcoming concerns simulations of grouping. These 
suggest sustained oscillatory synchronization (i.e., synchronization beyond more than 
one cycle) to be unnecessary for visual features to be grouped into wholes [10]. In [10], 
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simulations are presented which show low-level binding operations such as perceptual 
framing and boundary completion are achieved as a consequence of fast neuronal 
synchronization. However unlike physiological observations, these simulations show 
that it is in principle possible to resynchronize an assembly of desynchronized neurons 
within a single oscillatory cycle. This raises the possibility that the sustained 
oscillatory states found to accompany neuronal synchronization are at best 
epiphenomenal and may indeed be irrelevant with respects to the organization of 
sensory space. These simulations raise an epiphenomenality problem, a problem, 
which essentially refers to the correlative and non-causal character of the physiological 
evidence regarding synchronization (see also perhaps [4] and [6] which attempt to 
resolve this issue from the neurophysiological perspective). It is worth noting that 
concerns of this nature have led to a strong call for continued experimental research 
[11] and perhaps with good reason: in a different domain of interest, studies of other 
oscillatory phenomena, such as the resonant properties of cochlea, are strongly in favor 
of the idea of oscillation frequencies as an information rich medium for information 
transmission, including the feature-related filtering of sensory information [12].  

Clearly issues such as these need to be resolved before we can accept the idea that 
neuronal synchrony brings about grouping. Psychological studies that have proceeded 
with the explicit (or indeed tacit) aim of showing that grouping comes about as a 
consequence of perceptual synchrony can be divided into two classes of paradigms: in 
their simplest form, the first, referred to in terms of the periodic motion paradigm [13] 
involve the alternate presentation of a set of target elements in different phases of the 
same global presentation frequency [14-15]. Phase is here determined by the inter-
stimulus interval (ISI) between presentations of target and background elements and 
relative to frequency. In these paradigms, an increase in presentation frequency is 
accompanied by an increase in the phase separation required for target elements to be 
distinguished from background elements. The second approach, referred to in terms of 
the correlated motion (or stochastic stimulus) paradigm, involves the correlation of 
independent activity across different stimulus elements. Using this technique a 
coherent whole corresponding to an organization of temporally correlated stimulus 
elements can emerge from a background of apparently stochastic stimulus activity by 
virtue of correlated contrast modulation [16] or by virtue of correlated changes in the 
direction of contrast modulation [17]. Generally, correlations occur with near perfect 
(i.e., synchronized) temporal precision.  

2.1   The Problem with Perceptual Synchrony  

A tentative interpretation of the stochastic stimulus paradigm is that it approaches a 
solution to both neuro-phenomenological and epiphenomenality problems. This is 
because it is assumed that experiential effects emerge as a consequence of the 
matching of the temporal responses in neurons coding simple visual features, with the 
temporal correlation (or synchronous/asynchronous presentation) of the stimuli [16]. 
However, careful consideration of the notion of perceptual synchrony leads to a series 
of conclusions so problematic for this interpretation that it begs rejection of the very 
idea of perceptual synchrony as a possible explanation for the phenomenological 
effects that either stochastic-stimulus or correlated-motion paradigms appear to bring 
about. Moreover, rejection of perceptual synchrony highlights some previously 
expressed suspicions that the effects of stimulus synchrony may not correspond 
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directly with the type of neuronal synchrony observed during grouping [17]. This 
conclusion significantly reduces the possibility that measures of perceptual synchrony 
offer the promised solutions to either the neuro-phenomenological or epiphenomenality 
problems. 

So why is perceptual synchrony a problem? The fundamental problem is one of 
construct validity, in other words the real meaning of the term perceptual synchrony 
and this stems (but as will be explained, it is not confined to) consideration of 
perceptual synchrony as synonymous with perceptual simultaneity and thus its 
inclusion in the class of events referred to in terms of perceptual equivalence. A 
simultaneity (or synchrony) problem arises when we ask the question “which stimulus 
events do we actually experience as simultaneous?” At the crux of the problem are 
events that are not simultaneous but which we see as simultaneous. Some of the 
experiential effects brought about by periodic motion paradigms might be considered 
a special case of these: In particular, cases when visual segmentation does not occur 
even though the ISI between target and background items is greater than zero. In spite 
of this it might be considered an acceptable claim, irrespective of the actual non 
simultaneity of two events, that in perception they can be considered simultaneous iff 
(if and only if) that is how they seem to the observer. The problem is that this obvious 
definition of perceptual simultaneity is non-transitive although simultaneity is, by 
definition, an equivalence relation. An analogy to this problem is easy to generate and 
I shall develop an explanation in the following:  

Consider any two events A1 and A2 that appear to the observer to occur 
simultaneously, in spite of which they are separated by a small ISI (for arguments 
sake let’s take the lowest known simultaneity threshold of some 4-5 ms [18-19]. Take 
then some third event that occurs at some time later than either A1 or A2 but is 
experienced as simultaneous with each. Using this method a series of perceptual 
events A1, …, An may be experienced such that each is experienced as simultaneous 
both with the immediately subsequent and with more distant events, but A1 and An are 
experienced as non-simultaneous. The existence proof for non-transitivity as applied 
to perceptual simultaneity concerns the already very well known demonstrations that 
apparently continuous experience is subject to subtle discretization [20-23]. The clear 
non-transitivity of apparent simultaneity in the problem outlined above should also, in 
principle, preclude the definition of perceived events such as temporally correlated 
stimuli in terms of their simultaneity because simultaneity, as an equivalence relation, 
cannot in addition be non-transitive. 

Note that the simultaneity problem is similar in structure to the Sorites Paradox 
attributed to Eubulides of Miletus, an example of which arises when one considers a 
heap of sand, from which grains are individually removed. Is it still a heap when only 
one grain remains? If not, when did it change from a heap to a non-heap? However 
the problem most closely resembles is (in fact it is formally equivalent to) a derivative 
of the Sorties Paradox referred to as Goodman’s New Problem of Induction (or 
Goodman’s Paradox) [24]. This problem concerns the non-transitivity of appearance 
properties but has the obvious solution to simply circumvent the problem of 
transitivity by defining two (simultaneous or non-simultaneous) events A1 and A2 as 
perceptually simultaneous iff (1) they appear to be simultaneous and iff (2) there is no 
third event A3 such that either A1 or A2 appears to be simultaneous with A3 while the 
other does not. On this basis, one might argue that the simultaneity problem does not 
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apply to stochastic stimulus paradigms in which target elements A1 to An appear as a 
single experience (as a function of their correlated motion) relative to background 
elements, which, while moving at the same time, appear unrelated. This argument 
would seem to support the potential of stochastic stimulus paradigms for resolution of 
both the neuro-phenomenological and the epiphenomenality problems, and indeed 
this counter argument might be valid except for one surprising corollary, which is the 
entailment that, although two events might appear to be simultaneous it is nonetheless 
impossible for the observer to conclude that they have experienced them to be 
simultaneous in the absence of a third event A3, which is relative to (i.e., either 
partially or non-simultaneous with) the relation A1 - A2 and thus serves to define A1 - 
A2 as a set, that is as separate and (in this case) temporally discrete but unified 
experience. 

2.2   A Solution But Some Implications 

Even if this corollary is argued away on the grounds that there are no particular 
reasons to consider the temporal activity of other stimuli as an important factor for 
consideration, there are three reasons why the simultaneity problem persists for 
stochastic stimulus and correlated motion paradigms. The first of these concerns the 
correlated motion paradigms and is straightforward and procedural: very simply, 
experimental subjects were asked to make an invalid judgment of stimulus activity. 
The judgment is invalid because subjects were asked to report a synchrony relation 
when no such relation is in principle possible. As a result it cannot be argued that 
what they report is not more than a demand characteristic of the experimental 
procedure. It is difficult to estimate how much of a concern this really presents (it is 
actually largely an empirical question). But in fact the major problems remain 
conceptual: various studies have shown that in the absence of a third event, judgments 
of simultaneity nonetheless appear to be made across an inter-stimulus or stimulus 
onset interval. For very simple stimuli such as two brief and successive flashes these 
windows appear to be on the order of 5 ms because paired stimuli separated by longer 
intervals are seen as separate [18-19]. A simultaneity window of this magnitude is of 
course of sufficient temporal resolution to be subsumed by the relatively slow 
frequencies associated with visual-cortical synchronization. 

Returning to the potential for stochastic stimulus paradigms to resolve the neuro-
phenomenological and epiphenomenality problems, the important question then 
concerns the magnitude of the window of simultaneity associated with correlated 
stimulus presentation and whether or not this window would fit within a period of the 
frequencies associated with visual-cortical synchronization. This leads to the second 
problem: Even if no particular claim is made concerning a solution to the neuro-
phenomenological problem, stochastic stimulus paradigms implicitly claim to have 
resolved the epiphenomenality problem. In other words they claim groupings to have 
emerged, or to be a consequence of viewing correlated stimulus activity [16-17]. On 
this basis one might speculate the window of simultaneity to be approximately 
equivalent (if not entirely synonymous) with the perceptual moment which has been 
established at around 55 milliseconds (or associated with a frequency of 18 Hz [20-
21,25-28]. Clearly, the window of simultaneity associated with perceptual simultaneity 
is greater than a single period of even the lowest frequency associated with neuronal 
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synchronization and this seems to preclude consideration of stochastic stimulus 
paradigms as direct method for solving the neuro-phenomenological problem. 

Unfortunately, the structure of stochastic stimulus paradigms seems relatively 
uninformative with respects to the precise windows of simultaneity required for their 
grouping effects to emerge, although this is not true for the periodic motion paradigm. 
In this case measures exist that are consistent with the idea that for presentations 
falling within a given window of time all stimuli that appear together will be bound 
together while stimuli falling outside of these intervals will be seen as separate. The 
original pattern of effects arising from periodic motion paradigms were clearly 
defined in terms of the temporal delays that were required between rapidly alternating 
stimuli for the appearance of one stimulus as distinct relative to the other. 
Interestingly, for stochastic (random dot) patterns, delays were relatively constant 
over a range of lower frequencies 1.3 – around 15 - 20 Hz, at which point the required 
delays were found to decrease in magnitude [14]. Although the reasons for this 
decrease are not known, it seems plausible to speculate that a general reconfiguration 
in the timing of processes occurs in the neighborhood of a threshold that divides 
perceptual moments from other non-perceptual intervals. Concerning the relations 
between binding and perceptual moments our line of argumentation recommends they 
be treated differently. Indeed evidence from other paradigms aiming to measure the 
temporal characteristics of binding seems to support this notion (for example, [29]). 
The finding that spatially superimposed pairings of alternating orientation and color 
features could be accurately reported below a threshold of some 18.8 Hz suggests 
dissociation between rapid binding mechanisms operative at frequencies at least 
greater than 19 Hz and mechanisms responsible for bringing the outcome of the 
binding process into awareness, operative for combined feature pairs, at frequencies 
of 18 Hz and lower. Additionally, in [30] the belief is expressed that different 
attributes of a visual scene are consciously perceived at different times, leading to the 
mis-binding of features such as the colour and the direction of motion or the colour 
and the orientation of lines. This conclusion is based upon the earlier work of [31] 
who showed in experiments that colour is perceived before orientation by 63 ms, 
orientation 52 ms before motion and colour before motion by 118 ms. In the context 
of our discussion the timing of these asymmetries (equivalent to 16 Hz, 19 Hz and 8.5 
Hz) suggests that the different times referred to by [30] may in fact be the two sides of 
a temporal threshold falling at approximately 18 Hz (or 55 ms) and subharmonics (i.e. 
successive multiples in time) thereof. 

So what of the emergence of form from temporally structured displays? A recent 
appraisal of the effects obtained from periodic motion paradigms argues that 
perceptual synchrony should be considered a form of the Gestalt principle 
“Gemeinsames Schicksal” or “common fate”, which obtains for stimuli occurring 
within windows of perceptual simultaneity [32]. However, even if these paradigms 
should be considered to bring about the temporally defined organization of visual 
space (a matter currently subject to some disagreement [13,33-34]), they merely serve 
to specify the set of temporal preconditions and are otherwise silent on the underlying 
dynamics required for an adequate solution to the neuro-phenomenological problem: 
This points to a failure to adequately resolve both the neuro-phenomenological 
problem and (by extension) the epiphenomenality problem. The latter problem is 
clearly addressed by periodic motion paradigms which emphasize the role of temporal 
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windows for emergence of form from temporally structured displays; however the 
failure of those paradigms to measure, within the same instant, the temporal dynamics 
of binding within those windows significantly reduces their potential as measures of 
any necessity relation that holds between synchrony and the organization of our 
experience. 

3   Conclusions 

I have provided a logical argument for considering perceptual synchrony to be a 
misnomer and to refer to one measure of a temporal window over which two stimulus 
events will be judged to be in synchrony. Examination of the experimental data tends 
to corroborate this position while the magnitudes of windows suggested by these data 
are often equivalent to well-established estimates of the perceptual moment. This 
conclusion stems from a related conclusion that, contrary to original aims, the 
perceptual-synchrony paradigms are in principle unable to resolve either the neuro-
phenomenological problem or the epiphenomenality problem. This counts against the 
common claim that neuronal synchrony is a means for the binding of sensory 
information. However, it is not to say that the information that appears to go together 
within a given (perceptual) moment is not bound together, it is just to say that it is not 
bound only by virtue of its simultaneous appearance. Instead it becomes bound by 
virtue of the interval of time over which defines the moment, of which simultaneous 
appearance is but one instance.  
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Abstract. Distortions in temporal memory can occur as a function of differences 
in signal modalities and/or by the encoding of multiple signal durations associated 
with different timing tasks into a single memory distribution – an effect referred to 
as “memory mixing”. Evidence for this type of memory distortion and/or 
categorization of signal durations as an explanation for changes in temporal 
context (e.g., duration ranges), as well as for Vierordt’s law (e.g., overestimation 
of “short” durations and underestimation of “long” durations), can be studied by 
examining proactive interference effects from the previous trial(s). Moreover, we 
demonstrate that individual differences in the magnitude of this “memory-mixing” 
phenomenon are correlated with variation in reaction times for ordinal temporal 
comparisons as well as with sensitivity to feedback effects in the formation of 
duration-specific memory distributions. 

Keywords: Timing and time perception, Interval timing, Memory distributions, 
Individual differences, Modality differences, Feedback effects, Reaction time. 

1   Memory-Mixing and the Encoding of Temporal Information 

Subjective time is not necessarily equal to objective time and can be affected by 
various factors, including memory load and temporal context [1-3]. For example, 
when subjects are presented with various signal durations and are then instructed to 
reproduce these durations they tend to bias their reproductions towards the mean of 
the distribution of signal durations by overestimating short durations and 
underestimating long durations – an often unrecognized and underappreciated 
relationship known as Vierordt's law [4-6]. In addition, when auditory and visual 
signals are intermixed within a session, subjects tend to overestimate auditory signals 
and underestimate visual signals of equivalent duration [7-12]. The range and 
modality of experienced signal durations have been shown to contribute to distortions 
in timing and time perception. Moreover, both of these phenomena have been 
hypothesized to be related to “memory-mixing” whereby similar clock readings are 
categorized into a limited number of memory distributions with the decision process 
involving a comparison of the current clock reading with a sample taken from each of 
these distributions [2-3,10-11,13]. For example, if auditory signals drive the internal 
clock faster (on average) than visual signals and memory distributions for a particular 
target duration are a mixture of these “shorter” visual and “longer” auditory clock 
readings, then auditory signals will have an increased probability of being judged 
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“long” relative to visual signals of an equivalent physical duration. Alternatively, 
“memory-mixing” can occur when different standard durations used within the same 
temporal context (e.g., test session) are combined into a single memory distribution 
rather than separate memory distributions being maintained for each standard. As a 
consequence of the temporal context, “memory-mixing” can produce distortions in 
scaling of duration that are consistent with Vierordt's law and may be modifiable by 
training conditions (e.g., blocking of different standards or signal modalities and/or by 
providing feedback in order to encourage the formation of separate rather than mixed-
memory distributions). Furthermore, “memory-mixing” is distinct from the previously 
described time-order error (TOE) which refers to the influence of the order of 
presentation on the comparison of successively presented stimuli – see [14-18] for 
discussion of these different phenomena within the more general field of psychophysics. 

1.1   Memory-Mixing and Temporal Context 

As described above, the mixing of unimodal stimuli in memory as a function of 
temporal context is consistent with Vierordt's law [4-6], and the tendency for 
overestimating shorter durations and underestimating longer durations is one of the 
most robust temporal phenomena shown under a variety of experimental conditions 
[3,5]. However, the exact mechanism underlying this effect is currently unknown. A 
recent study employing functional magnetic resonance imaging examined the neural 
features whose activation is correlated with the extent of this memory-mixing, and 
suggested that different brain areas are correlated with clock speed, temporal 
sensitivity, and the degree of memory-mixing, respectively [19]. In this study, one of 
two standard signal durations was presented (signal durations were demarcated by 50 
msec tones), after which subjects were asked to differentiate whether the following 
comparison is longer or shorter than the standard. When the percent “longer” response 
was plotted in relation to the ratios of comparisons to the standard signal durations, 
the psychometric functions for the short and long standards were horizontally 
displaced in a manner suggesting the overestimation of the short standard and 
underestimation of the long standard. Temporal sensitivity in this timing procedure 
was correlated with the level of activation in the caudate, inferior parietal cortex, and 
cerebellum – in accordance with current theoretical accounts of interval timing [1,20-
24]. Moreover, the degree of “memory-mixing” was correlated with activation of the 
precuneus and superior temporal gyrus – although the exact contributions of these 
brain areas in the encoding and/or rehearsal of clock readings remain uncertain.   

A recent investigation of temporal context has shown that a Bayesian model can 
simulate the biased performance of subjects when they were asked to reproduce the 
presented signal duration [3]. This Bayesian model incorporates the knowledge of the 
distribution of previous signal durations into the perception of the current signal 
duration, thus biasing the reproduction of the current interval towards the mean of the 
distribution. In this model, it is hypothesized that the accuracy of performance trades 
off with the precision of performance in the presence of temporal uncertainty in such 
a way that temporal context can optimize performance by sacrificing accuracy but 
reducing the variability of performance. 

In this model, it is hypothesized that a tradeoff exists between accuracy and 
precision such that the distribution of signal durations (i.e., temporal context) can be 
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used to optimize performance. In other words, precision can be gained at the expense 
of accuracy (or vice versa). In this case, the implicit knowledge of the underlying 
distribution from which a sample is drawn would be useful when the current clock 
reading is uncertain due to the effects of noise and/or inattention. This explains how 
the intermixing of previous trial’s signal durations with the perception of the current 
trial’s signal duration could bias performance. Under certain conditions, however, this 
statistical analysis can provide an efficient strategy for reducing variability in the 
presence of uncertainty or noise. Nevertheless, this hypothesis is mainly supported by 
computer simulation rather than experimental results from behavioral or neurobiological 
studies. 

1.2   Memory-Mixing and Modality Differences 

In addition to the “memory-mixing” effects observed in a single sensory modality 
(e.g., audition), differences between auditory and visual stimuli can also contribute to 
distortions in timing and time perception [7-12]. The effect of signal modality on time 
perception has been mostly shown using the duration bisection task where “short” and 
“long” anchor durations are presented and subjects are required to categorize 
intermediate durations as being closer to the “short” or the “long” signal duration. The 
concurrent underestimation of visual signals and overestimation of auditory stimuli 
has been demonstrated when the auditory and visual signals share the same anchor 
durations and are presented in the same test session [11]. 

As a source of this bimodality effect, differences in either clock speed or in the 
probability of closure of an attentional switch have been used to account for the 
findings [11,25-27]. In the case of the clock speed account, auditory signals are 
presumed to drive the pacemaker or oscillatory processes used as the time base for 
temporal discriminations faster than visual signals, thereby creating proportional 
differences between the clock readings for physically identical durations. 
Alternatively, the locus of the modality effect may be at the level of an attentional 
switch that allows pulses to flow from the pacemaker into an accumulator. Auditory 
signals are purported to be automatically alerting, whereas visual signals require 
attention to be directed to them in order to initiate and maintain the temporal 
integration process. According to this hypothesis, the attentional switch 
flickers/oscillates between an open and closed state with the efficiency of maintaining 
this closed state varying between auditory and visual signals. In other words, 
maintaining a closed state is more difficult when timing visual signals than when 
timing auditory signals due to increased attentional demands. As a consequence, 
pacemaker pulses are lost at a higher rate for visual signals as a result of this 
flickering during the signal [9,12]. 

Under either the attentional switch or clock speed accounts, auditory and visual 
signal durations are hypothesized to be stored together in an amodal memory 
distribution such that visual signals are perceived as “shorter” and auditory signals as 
“longer” when they are compared to samples taken from this amodal memory 
distribution – although modality-specific information is acquired and can be used 
under certain conditions [28]. As the auditory and visual signal durations are 
intermixed with each other in a single memory distribution, it can be argued that the 
“memory-mixing” between different modalities contributes to the distortion of 
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perceived duration. Moreover, it has been shown that these amodal memory 
distributions can be updated in a linear manner as a function of temporal information 
accumulated for auditory and visual signals on subsequent trials [29,30]. 

1.3   Memory-Mixing and Sequential Ordinal Comparisons 

Ordinality judgments involving standard and comparison durations can be used to 
investigate “memory-mixing” effects as a function of proactive interference. In this 
task, two tones of standard and comparison durations were presented with randomly 
selected inter-stimulus intervals (2.4, 2.7, and 3.0s), and subjects (n=13; 5 males - 8 
females; 22-28 year old college students) were asked to determine whether the 
comparison (2nd) tone was “shorter” or “longer” than the standard (1st) tone. The 
standard tone duration was either 0.6s or 1.0s, and the comparison duration was 
randomly selected from 6 durations that were proportionally distributed around each 
standard duration, as shown in Table 1. In total, 144 trials were presented for 30 min 
with 12 repetitions for each standard and comparison pairs. The subjects responded by 
pressing the ‘S’ or ‘L’ key corresponding to the “shorter” or “longer” responses in 
order to classify the comparison duration. 

Table 1. Standard and comparison durations for the ordinal comparison task. Comparison 
durations are proportionally distributed around each standard duration (0.6 and 1.0 s). 

Standard (s) Comparison (s) 
0.60 0.45 0.51 0.56 0.65 0.71 0.80 
1.00 0.75 0.85 0.93 1.08 1.18 1.33 

Ratios to 
standard 

0.75 0.85 0.93 1.08 1.18 1.33 

 
According to Weber’s law and the scalar property of interval timing, the 

psychometric functions for the 0.6-s and 1.0-s standard durations should superimpose 
when the percent “longer” response is plotted as a function of the ratio of the 
comparison duration to the standard duration [31]. In contrast to this prediction, 
subjects showed the standard “memory-mixing” effect as revealed by overestimation 
of the “short” standard duration/underestimation of the “short” comparison durations 
and underestimation of the “long” standard duration/overestimation of the “long” 
comparison durations (Fig. 1a). This “memory-mixing” effect is consistent with 
previous reports using a temporal comparison task [19] and a temporal reproduction 
task [3]. The basic idea here is that subjects don’t actually use the standard duration 
presented on the current trial, but rather a conglomeration of the standards presented 
on a sequence of previous trials, i.e., a memory distribution composed of “short” and 
“long” standards. In this sense, standard signals are underestimated for the “long” set 
of comparison signals and overestimated for the “short” set of comparison signals. In 
addition, the plot of reaction (RT) time as a function of the ratio of the comparison 
duration to the standard duration shows similar leftward shifts for the 1.0-s standard 
and rightward shifts for the 0.6-s standard (Fig. 1b). In psychophysical tasks of this 
sort, RT is generally thought to reflect the level of difficulty in the decision process as 
a function of the similarity in the current clock reading and the sample taken from 
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memory [32]. Moreover, the observation that the shortest RTs are obtained for long 
comparison signals judged “longer” and for short comparison signals judged “shorter” 
appears to an example of the “semantic congruity effect” described by Petrusic and 
colleagues for situations in which the time to select the smaller of two relatively small 
quantities is faster than the time to select the larger. Moreover, the magnitude of the 
semantic congruity effect has been shown to be larger for incorrect than for correct 
RTs due to linguistic factors involved in the encoding of the stimuli [33,34]. 

 
Fig. 1. (a) Mean ± SD percent “longer” response for the 0.6-s and 1.0-s standard conditions 
indicating the standard “memory-mixing” effect. (b) Mean ± SD reaction time (s) in each 
standard condition.  

1.4   Effects of the Previous Trial on Memory-Mixing 

The effects of proactive interference from the standard duration presented on the 
previous trial (n-1) were analyzed in order to determine the potential impact of 
“memory-mixing” of standards on the current trial (n) as illustrated in Fig. 2. The 1.08 
ratio comparison for the 0.6-s standard and the 0.93 ratio comparison for the 1.0-s 
standard were selected for analysis due to their intermediate levels of “short” vs. 
“long” response classification. Comparison signal durations on trial (n) were re-
categorized according to the standard duration used on the previous trial (n-1). The 
results of this reanalysis showed that if the current trial’s standard was different from 
the previous trial’s standard, the error rate was significantly increased. In other words, 
the presentation of 1.0-s standard on trial (n-1) leads to the overestimation of a 0.6-s 
standard on trial (n), whereas the presentation of a 0.6-s standard on trial (n-1) leads to 
the underestimation of a 1.0-s standard on trial (n). Two-way ANOVAs were 
conducted to test the effect of the standard on the current trial (n), the standard on the 
previous trial (n-1), and the interaction of the previous and current trial’s standard 
durations on error rates. As expected, the interaction between the previous and current 
trial’s standard durations was shown to be significant (F[1,48] = 7.57, p < 0.01). 
However, when the interaction between the previous and current trial’s standard 
durations was evaluated for the conditions in which the memory of the previous trial’s 
standard did not interfere with the classification of the current comparison (e.g., 
standard:comparison ratio of 1.08 for the 1.0-s standard, and standard:comparison ratio 
of 0.93 for the 0.6-s standard), there was no reliable effect on error rate (F[1,48] < 1.0). 
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This pattern of results that the increased error rate was not induced by sequential 
changes in the standard signal duration (e.g., “task-switching” effect) or the response 
classification used on the previous trial, but occurred as a result of the formation of a 
memory distribution representing the accumulation of a series of standard signal 
durations (e.g., “memory-mixing” effect). These data provide support for the proposal 
that subjects contrast the comparison duration of a specific trial with a sample selected 
from a distribution of previously experienced standard durations rather than the 
standard duration presented on that specific trial. 

 

Fig. 2. (a) Mean percent “longer” response for the 0.6-s and 1.0s standard conditions indicating 
the basic “memory-mixing” effect. (b) Mean ± SD percent incorrect (error rate) for the 
classification of comparison durations on the current trial (n) as a function of the standard 
duration on the previous trial (n-1) for the 0.93 ration from the “long” set of comparison 
durations and the 1.08 ratio from the “short” set of comparison durations. A significant 
interaction was observed between the current and previous trial's standard duration on timing 
performance as a function of the range of comparison signals, p < 0.05/ Please see text for 
additional statistical details. 

2   Individual Differences in Memory-Mixing 

Although the “memory-mixing” effect that we have been describing is quite reliable, 
large individual differences can be observed as illustrated in Fig. 3. Interestingly, the 
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subject with a relatively large displacement of the “short” and “long” timing functions 
(high degree of “memory-mixing”) displayed relatively low variation in the reaction 
times for their response classifications, whereas the opposite was true for the subject 
with little separation of the timing functions (low degree of “memory-mixing”). 
Indeed, the “memory-mixing” index was negatively correlated with the observed 
variability in reaction time across individuals (r = -0.66, p < 0.05) as shown in Fig. 4. 
For this correlation analysis, the degree of “memory-mixing” was calculated by 
averaging over the percent “longer” response differences between each comparison 
for the two standard functions.  

 

 
Fig. 3. Individual differences in percent “longer” and reaction time measures. A representative 
subject exhibiting little or no displacement of the 0.6-s and 1.0-s functions is shown in the 
upper left panel (Subject A) and a representative subject exhibiting a large displacement of  
the two functions is shown in the upper right panel (Subject B). The lower panels illustrate the 
correlation between the “memory-mixing” represented by this displacement and reaction time 
for these individual subjects, i.e., low levels of “memory-mixing” are associated with a high 
degree of variability in reaction times (lower left panel), whereas high levels of  “memory-
mixing” are associated with a low degree of variability in reaction times (lower right panel).  

 
It is uncertain why variability in reaction time should be related to the level of 

“memory-mixing”. One possible explanation for this negative correlation, however, 
would be the difference in attention during the processing of the standard duration. 
Those subjects who pay less attention to the current standard would utilize the 
arguably more automatic and less variable process of sampling from a previously 
established memory distribution rather than engaging the more variable process of 
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controlled attention to time the duration of the current standard on a trial-by-trial basis 
[30,35]. Moreover, it has not been determined whether the degree of “memory-
mixing” for unimodal signal durations would correlate with the magnitude of any 
observed modality difference across individuals. Although they appear to be similar, 
the type of “memory-mixing” resulting from differences in the timing of auditory and 
visual signals may differ from the type of “memory-mixing” observed for different 
signal durations within a single modality. It has been hypothesized that the size of the 
modality effect is related to the relative difference in clock speed between auditory 
and visual signals and/or the efficiency in maintaining closed state of an attention 
switch [9,11,36]. On the other hand, higher levels of “memory-mixing” for unimodal 
signals are likely caused by paying less attention to the duration of current signals 
and/or stronger residual components of previously timed signals. Further investigation 
of the individual differences associated with these two “memory-mixing” phenomena 
should provide the means for identifying these sources of variance [10,37]. 

 

Fig. 4. Relation between “memory-mixing” and variation of reaction time for individual 
subjects (n=13). A significant negative correlation was observed between the “memory-
mixing” index and the standard deviation of the mean reaction times, r = 0.66, p < 0.05. 

3   Feedback Effects on Memory-Mixing  

The observation of reliable individual differences in “memory-mixing” begs the 
question as to whether it is possible to increase or decrease the degree of “memory-
mixing” by experimental manipulation? One can assume that if differences in attention 
to the standard duration during the encoding phase of the trial contribute to variation in 
the degree of “memory-mixing”, then it might be possible that manipulation of this 
encoding phase would alter the degree of “memory-mixing”. Feedback is well known 
to increase timing efficiency [38,39]. Reward cues, for example, have been shown to 
increase the encoding of information through mesolimbic dopamine activation [40,41] 
and also, the proportion of feedback has been shown to affect the accuracy and 
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precision of timing functions – especially as a function of dopaminergic manipulations 
[22,38-42]. Presumably this feedback aids in the formation of modality-specific or 
standard-duration specific memory representations within the context of the procedures 
described above. 

In order to determine whether feedback can affect the degree of “memory-mixing”, 
the word “WRONG” was presented on the computer screen along with an aversive 
buzzer sound when subjects made an incorrect response and the word “CORRECT” 
was presented along with a pleasant bell sound when they made a correct response. 
Following the implementation of this feedback procedure, some subjects showed a 
dramatically reduced “memory-mixing” effect as illustrated in Fig. 5. Further studies 
will have to be conducted in order to determine the most reliable and effective form of 
feedback for different subjects, including the loss or gain of money, in order to extend 
and verify the exact nature of these feedback effects on “memory-mixing” [43-45]. 

 

 
Fig. 5. Feedback effects on “memory-mixing.” Mean percent “longer” response is plotted as a 
function of the ratio comparison between the standard and comparison durations for the 0.6-s 
and 1.0-s standards. The amount of separation between the different psychometric functions is 
hypothesized to reflect the degree of “memory-mixing” without feedback (left panel) and with 
feedback (right panel). Feedback significantly reduced the degree of “memory-mixing” in a 
subset of subjects sensitive to this specific kind of auditory/visual feedback; t(5) = 4.1 p < 0.05. 

4   Summary 

The classic hallmarks of Vierordt's law, i.e., the overestimation of “short” durations 
and the underestimation of “long” durations within a specific range of signal durations 
(i.e., temporal context) has been shown to be a common property of temporal memory 
distortions. A general mechanism of “memory-mixing” is proposed to account for 
these effects whether they are the result of modality differences and/or proactive 
interference. Subjects can be “released” from the interference effects of “memory-
mixing” by providing appropriate feedback and/or by blocking trials in such a way as 
to discourage the formation of such distortions in temporal memory. Moreover, 
individual differences in “memory-mixing” provide a unique opportunity to study the 
effects of instructional ambiguity, positive and negative feedback, as well as unimodal 
and bimodal distractors [46,47]. Such encoding processes may also provide a target for 
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pharmacological investigation in select patient populations in which dopaminergic 
function can be manipulated, e.g., attention deficit hyperactivity disorder, obsessive-
compulsive disorder, Parkinson’s disease, and schizophrenia [48-51]. 
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Abstract. We take a close look at the task of prospective time reproduction, 
wherein an individual is aware of the fact that she will subsequently be asked to 
reproduce a demarked duration. Our participants were either explicitly 
instructed not to count, or were allowed to count. When participants are allowed 
to count, their reproductions (R) tend to be a linear function of target duration 
(D). When instructed not to count, they exhibited a shorter log(R) mean value 
than those who were allowed to count. Participants not counting are thus less 
veridical in time estimation. Given that for them β<1, this suggests that 
subjective time for them is not a linear function of physical time. We further 
contrast four major indices relating reproduced time to target duration: R/D, 
D/R, |R-D|, and |R-D|/D. While the D/R ratio score detected the difference 
between groups; this was not the case for the other measures. 

Keywords: Time estimation, Time reproduction, Psychophysics, Ratio score, 
Absolute discrepancy, Absolute error. 

1   Introduction 

Subjective time has always been a favourite subject of investigation for scholars, poets, 
and other students of perception [1], each of whom has addressed the vagaries of 
definition which plague the field [2]. The task that we have chosen to analyze is that of 
prospective time reproduction, wherein an individual is aware of the fact that he or she 
will subsequently be asked to reproduce a demarked duration.1 Of all the various tasks 
                                                           
*  Our title incorporates a play on words alluding, on the one hand, to the first line of Elizabeth 

Barrett Browning’s famous love sonnet 43 (“How do I love thee? Let me count the ways.”), 
while also referring to one of the factors under investigation here—namely, whether there is a 
difference in psychophysical function and in the various indices presented here, for 
participants who are allowed to count and for those explicitly instructed not to count, while 
performing the task of time reproduction. 

1  Our participants were aware of the fact that they were engaged in a task of time 
reproduction—hence the paradigm is prospective. A retrospective paradigm, wherein the 
participant is not aware of the fact that she will subsequently be required to reproduce a target 
duration, would be effective for the first time duration reproduced, but following this the 
participant would, of course, be fully aware of the task requirement—hence implementing a 
prospective time reproduction. See [1] for references to studies conducted under either 
paradigm. 
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of time estimation—and especially in contrast with that of time production (i.e., the 
request to produce a target duration)—time reproduction seems to be the most 
problematic, for three reasons: methodology, modeling, and measurement. 

First, the methodology is problematic, given that there is no consensus in the 
literature regarding the reliability and validity of the task. Time reproduction has been 
viewed as being inherently “untrustworthy because it necessarily confounds factors 
affecting the subjective durations of the initial, presentation event and the subsequent, 
reproduction event; differences in attentional and set characteristics of these two 
events cannot be controlled and may introduce time-order errors” [3, p.168].  It has 
been claimed to be “typically the most difficult” [4, p.22], yet the most accurate task 
[5], producing the least variable results [6]. In short, we have no consistent view here 
regarding the very nature of the task.   

Secondly, the task is problematic because it is unclear whether time reproduction is 
a separate variant of time estimation, requiring its own type of modeling, or whether it 
and time production can be modeled along the same lines [7]. Presumably, the same 
type of model for both tasks could be adopted if the data generated by both were 
consistently related (sometimes found [8], and sometimes not [9]). Some authors 
claim that time production and time reproduction indices should be negatively 
correlated [10], others that they should be positively correlated in the sense that 
reproduction is re-production [11,12], at least for those cases in which “introducing a 
delay between the two parts of a reproduction trial makes this task more nearly like a 
combination of the separate estimation and production tasks” [13, p.178]. Some 
authors have concluded that time production and time reproduction involve inherently 
different processes [9]. There is, however, a growing consensus in the literature that 
time production and time reproduction employ different components of the same 
internal clock: Time production being more attuned with internal clock speed [14,15] 
and attention [16,17], whereas time reproduction, while also being dependent on 
attention [18,19], relies heavily on working memory [20,21]. Others have argued 
against the notion of an internal clock [22,23], but would, presumably, still suggest 
that time reproduction and working memory are inherently related.   

Thirdly, there is the problem of measurement (or, data evaluation). Reproduced 
time (R) is to be related to target duration (D). Of course, this is part and parcel of the 
more general problem of relating subjective time to physical time [5]. How is this 
done? We find a total of three different approaches in the literature, none of which is 
derived from any particular model, nor are they necessarily specific to the task of time 
reproduction: (1) computing the R/D ratio [24,25]—one can also consider the D/R 
variant [26]; (2) computing an absolute discrepancy (|R-D|) score [27]; (3) computing 
an absolute error (|R-D|/D) score [28,29]. What are the benefits of one measure over 
the others? In computing the R/D ratio, “the time estimates are expressed as 
proportions of physical durations, [hence] they are directly comparable across the 
different durations” [10, p.108]. More importantly, such a measure is completely 
compatible with the notion of a ratio comparison of “a currently evolving interval” 
[30, p.171] to a retrieved duration (‘standard’) at the memory stage in interval timing.  
Computing the |R-D| score “reflects the magnitude of the participant's errors in timing 
regardless of directionality” [27, pp.354-355], and is compatible with “an absolute 
discrepancy rule” for response output in interval timing [31, p.145]. The |R-D|/D 
score is “more sensitive at detecting differences between treatment conditions than are 
measures of directional error” [32, p.622] and, further, “measures based on absolute 
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error or variability may be especially sensitive indicators of timing performance ... 
Absolute error represents a mix of both overestimations and underestimations and as 
such reflects a more generalized disruption of timing” [29, p.612].   

Time reproduction is also somewhat an insular task, in that two specific models 
have been proposed for its depiction, with little or no reference to other tasks: the 
“parallel-clock” model for time reproduction [33], and the “dual klepsydra” model 
(DKM) [34]. In the “parallel-clock” model, “two sensory registers (‘clocks’) are in 
use: one accumulates subjective time units from the start of the first to the end of the 
second duration. The other accumulates subjective time units during ... reproduction” 
[33, p. 22]. The task of time reproduction involves a comparison of both registers, 
such that when the difference between the two is equivalent to the state of the second, 
then both durations are viewed as being equal. The “parallel-clock” model “disposes 
of any memory” [35, p.71], that is “no time is required for transferring data from  
the sensory register to memory” [36, p.271] because “the total subjective duration and 
the 2nd duration are each accumulated in a separate sensory register” [37]. Neither  
of these changing values are subsequently affected because the two sensory  
registers (or, clocks) do not suffer from such capacity constrictions as would be the 
case with a working-memory register, in which “the outcome from the accumulator 
corresponding to the current time is transiently stored” [15, p.368]. There is an online 
“comparison between two magnitudes that change continuously in parallel (hence the 
‘Parallel-Clock Model’)” [36, p.271]. 

The recently proposed that the DKM for time reproduction [38,39] relies heavily 
on memory (i.e., leaky accumulators, or klepsydrae), while disposing of any 
‘pacemaker-counter’ scheme. According to this model, two inflow/outflow systems 
(‘klepsydrae’) are in use: one is filled with constant flow from the start to the end of 
the first duration; after a waiting time, the second is then filled with constant flow. 
The task of time reproduction involves a comparison of both klepsydrae, such that 
when their two states are equal, then both durations are viewed as being equal.   

Given our interest in contrasting various indices of time perception [40], we 
compute the parameters of the psychophysical function for time reproduction, using 
the “parallel-clock” model, and investigate to what degree simple experimental 
manipulations are captured by the function. These manipulations involve a factor of 
chronometric counting (whether the participants were explicitly instructed not to 
count, or whether they were allowed to count), and a waiting interval (whether they 
were required to wait 2 seconds or 4 seconds before reproducing the target interval).  
Chronometric counting by participants is explicitly prohibited by the proponents of 
the “parallel-clock” model [33,35], who argue that counting will impact on the 
psychophysical exponent. Waiting time has been investigated by proponents of the 
DKM [38,39], who argue that waiting will impact on the reproduction function.2 Our 
present interest is in seeing to what degree these two factors will have an influence on 
the four major indices relating reproduced time to target duration. Our design (see 
below) allows for a comparison amongst conditions, and we investigate whether the 
different indices are sensitive enough to such an experimental manipulation. 

                                                           
2  Unfortunately, we could not also investigate the DKM indices, and will have to wait until the 

software for computing these indices becomes available (Jiri Wackermann, personal 
communication).   
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2   Method 

2.1   Participants and Design  

Our 24 participants (22 female and 2 male) were drawn from an undergraduate pool.3 
Their age ranged between 20 and 26. They were randomly allocated to four groups of 
a 2×2 design, having the following factors: Whether the participants were explicitly 
instructed not to count, or whether they were allowed to count4—we shall 
subsequently refer to this factor as Count—and whether they were required to wait 2 
seconds or 4 seconds before making each of their reproductions—we shall 
subsequently refer to this factor as Wait. 

2.2   Apparatus, Stimuli, and Procedure 

Five target intervals—2, 4, 8, 16 and 32 seconds—were demarked by a coloured disk 
appearing on a grey background, presented focally for the required interval. Disk 
diameter was 8 cm, viewed from a comfortable viewing distance (50 cm). For 
reproduction, the same disk was redisplayed, and the duration of its appearance was 
terminated by the participant on pressing the spacebar, after an estimated duration 
subjectively equivalent to that of the original presentation. To aid the participant here, 
interval and the colour of the disk were matched as follows: red (2 sec), yellow (4 sec), 
green (8 sec), purple (16 sec) and blue (32 sec). Allocation of colour to duration had 
been done randomly, but was then set for all participants serving in the study. All 
materials were prepared as visual stimuli using Canvas 2.0 software, and presented on a 
colour monitor. The experiment was controlled by a SuperLab routine, run on an Apple 
Power Macintosh, and presented on a colour monitor having a refresh rate of 67 Hz. 

The second author, who served as experimenter, explicitly instructed the 
participants that they had to wait either 2 seconds or 4 seconds, and she measured 
these waiting times using a stopwatch. The five target durations were each replicated 
5 times, and all 25 durations were presented in a random order within participants, 
with a different random order for each participant. For one group (n = 12), time 
reproduction was done after waiting 2 seconds following each target interval; for the 
other group (n = 12), this was done after a waiting period of 4 seconds. Within each 
group, half the participants (n = 6) were explicitly instructed not to count; the others 
were allowed to count. 

2.3   Data Screening 

Clear aberrant values were deleted (for an example, see Fig. 1), and these were  
not replaced by some other value. We view such an aberrant value as indicating what 
has been referred to as a stimulus-independent lapse [41]. Of the 600 (24×25) 
reproductions, a total of 22 (3.7%) were discarded. A total of 4 participants exhibiting 

                                                           
3  Given the existence of sex differences in time estimation [40], it is plausible that our male and 

female participants might well differ in their performance in the present study. Unfortunately, 
we are not able to investigate this here, given the small number of male participants. 

4  The participants were given no specific instruction. From our previous work in this domain 
(e.g., [40]), we know that they usually report counting. 
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aberrant performance (i.e., more than one aberrant reproduction in their data set) were 
dropped from the sample. The final sample thus comprised a total of 20 participants, 
and it is their data that are presented below. These were evenly split (n = 10) into the 
two groups of Wait.   
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Fig. 1. Data Screening: An example of an aberrant value for one individual 

Individual psychophysical functions were computed using 5 durations × 5 replications 
= 25 data points. Mean time reproduction values (using both untransformed data and 
log-transformed data) were computed for each target duration based on these 5 
replications—except for those participants, for whom one aberrant reproduction was 
deleted, leaving for these 4 replications. The intra-individual standard deviation (SD) for 
each target duration was computed using these replications, relative to the participant’s 
mean time reproduction. 

3   Results and Discussion 

3.1   Individual Time Reproduction Functions  

We computed individual psychophysical functions, using the “parallel clock” model, 
wherein the exponent (β) and subjective zero (φ) are derived from the slope and 
intercept respectively of the linear plot of R regressed on (D+R), as follows [42, 43]: 
β = log(0.5)/log(slope); φ = intercept/(1 - slope).  The exponent ranged between 0.78 
and 1.12 (median=0.939), and has a symmetric distribution. Does the exponent 
change as a function of both Count and Wait? To answer this, we ran a two-way 
analysis of variance (ANOVA) on both the exponent and the subjective zero (in 
separate analyses). For the exponent, we uncovered a main effect for Count [F(1, 16) 
= 4.63, MSE = 0.007, p < .05, Cohen’s d=0.93], and no other effects (for Wait, F < 1), 
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indicating that when participants were instructed not to count, they exhibited a lower 
exponent (β=0.91) than those who were allowed to count (β= 0.99).   No effects were 
uncovered for the subjective zero (F values for both Count and Wait < 1). Eisler and 
Eisler [43, p.202] have suggested that when β < 1, this indicates both that the number 
of units accumulated has decreased, and that the participant’s attention has “slipped.” 
More importantly for present purposes, it would seem that when participants are 
allowed to count, their reproductions tend to be a linear function of target duration.  
Given this pattern of results, we discarded our factor of Wait, and restricted our 
subsequent analyses to the factor of Count. 

3.2   Mean Reproduction, Coefficient of Variation (CV), and Mean 
Log(reproduction) 

Given our profile of time reproductions for each participant, namely reproductions for 
each of 2, 4, 8, 16, and 32 second target durations, we subsequently analyzed the data 
by means of a two-way ANOVA, with repeated measures on target duration 
(subsequently referred to as Duration), and with a grouping factor of Count. We 
uncovered a main effect for Duration [F(4, 72) = 936.94, MSE = 2.635, p < .0001], 
together with a main effect for Count [F(1, 18) = 7.49, MSE = 11.77, p < .05, d = 
1.23], and a Duration × Count interaction [F(4, 72) = 7.36, MSE = 2.645, p < .0001].   

As can be seen in Fig. 2a, while reproduced duration increases with Duration, so 
does the standard deviation (SD). In fact, it is because of this very dependence of the 
SD on the mean, that we shall subsequently present an analysis based on a logarithmic 
transformation of the reproduction data. Turning to the CV (i.e., SD divided by mean 
R) as dependent variable, and using the same ANOVA, we uncovered a main effect 
for Duration [F(4, 72) = 3.87, MSE = 0.007, p < .01], together with a main effect for 
Count [F(1, 18) = 26.72, MSE = 0.010, p < .0001, d = 2.323], and no significant 
interaction.   

To what extent do these results conform to the expectations of scalar expectancy 
theory (SET) [44]? Firstly, the expected linear relationship between reproduced (R) 
and target (D) durations [45] is found when participants are allowed to count, but is 
exchanged for a monotonically increasing one when they are requested not to count 
(see Fig. 2a). Secondly, the expected increase in SD with target duration [46] is 
confirmed. Thirdly, the expectation of a constant coefficient of variation (CV) [47, 
p.62] is not found. We do note, however, that with only 5 data points based on which 
we computed the mean, SD and CV for each reproduced duration, we cannot really 
make a strong statement here with respect to this issue.   

We then looked at log(R), which we would argue is preferable over R. Given our 
choice of target durations, all of which are powers of 2, we employed a logarithmic 
transformation to base 2, of both reproduced and target durations, the target durations 
rendering thereby a linear scale ranging between 1 and 5, with a midpoint value of 3.  
Now the data exhibited linearity, between reproduced and target durations, when both 
are log-transformed (see Fig. 2b). We find a main effect for Duration [F(4, 72) = 
794.36, MSE = 0.04, p < .0001], together with a main effect for Count [F(1, 18) = 
4.67, MSE = 0.33, p < .05, d = 0.97], and no interaction. When participants were 
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Fig. 2. (a) Mean reproduced duration (R) as a function of target duration (D); (b) mean 
log(reproduction) as a function of log(duration), both using log to base 2. Error bars are 
standard deviations (SD), for group (between participants) mean reproductions. 

instructed not to count, they exhibited a shorter log(R) mean value (M=3.14) than 
those who were allowed to count (M=3.39). In the present context, this indicates that 
participants not counting are less veridical in time estimation. When coupled with the 
fact that for them β < 1, this suggests that for these participants, subjective time is not a 
linear function of physical time. 
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3.3   Comparing Different Dependent Variables: (1) R/D and D/R Ratios, (2) 
Absolute Discrepancy (|R-D|), and (3) Absolute Error (|R-D|/D)  

3.3.1   R/D and D/R Ratios 
Analyzing the data by means of a two-way ANOVA, with repeated measures on 
Duration, and with a grouping factor of Count, we uncover a main effect for Duration 
using the R/D ratio [F(4, 72) = 45.79, MSE = 0.054, p < .0001], but no such effect for 
Count [F(1, 18) = 2.39, ns, d = 0.69], nor one for their interaction.   

 

Fig. 3. (a) Mean R/D ratio (± SD) as a function of D; (b) mean D/R ratio (± SD)  as a function 
of D 
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Fig. 4. (a) Mean |R-D| ratio (± SD) as a function of D; (b) mean |R-D|/D ratio (± SD) as a 
function of D 

We then looked at the reversed, D/R ratio [26]5. For the mean D/R ratio, we uncover, 
as before, a main effect for Duration [F(4, 72) = 48.97, MSE = 0.013, p < .0001], but 
this time also one for Count [F(1, 18) = 4.75, MSE = 0.117, p < .05, d = 0.98], but no 
interaction. For participants who were instructed not to count, D/R  = 0.933, while for 
                                                           
5 As one reviewer acknowledged, it might be surprising to see that both R/D and D/R are 

analyzed. In fact, we have benefited here from Richard Block’s insightful comment to us 
regarding another study [40], suggesting looking at both such measures. To paraphrase his 
logic here: If the target duration is 8 seconds, and the reproduced duration is 6 seconds, the 
R/D ratio is 0.75, and the D/R ratio is 1.33—and these are not equally distant from the value 
of 1.00. 
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those who were allowed to count, D/R  = 0.783. Furthermore, note that for the R/D ratio, 
SD progressively decreases with Duration (see Fig. 3a), while for the D/R ratio, SD 
fluctuates (see Fig. 3b). 

3.3.2   Absolute Discrepancy (|R-D|) and Absolute Error (|R-D|/D)  
Turning now to our two other measures, we uncover a main effect for Duration for the 
absolute discrepancy (|R-D|) [F(4, 72) = 4.83, MSE = 1.96, p < .05], and for the 
absolute error (|R-D|/D) [F(4, 72) = 34.01, MSE = 0.058, p < .0001], but no such 
effect for Count, nor one for their interaction.  For participants who were instructed 
not to count, |R-D| = 2.28, and |R-D|/D = 0.33, while for those who were allowed to 
count, |R-D| = 2.02, and |R-D|/D = 0.38, these respective values not being 
significantly different (see Fig. 4).  Hence, when employing these indices, no effect is 
uncovered for Count. Furthermore, note that for |R-D|, SD fluctuates (see Fig. 4a), and 
for |R-D|/D, SD progressively decreases with Duration (see Fig. 4b). 

4   Conclusions 

Counting entails either more accurate (i.e., veridical) [33,35,48-51], or at least as 
accurate [46] time reproductions. Our use of a log(R) score [52] is fully compatible 
with the use of a geometric mean (GM) for time reproduction data [53], in that the 
arithmetic average of the log-transformed reproductions R1 and R2 , namely [log(R1) + 
log(R2)]/2 = log(R1R2)

1/2, is the same as log(GM[R1R2]).  Furthermore, the logarithmic 
transformation is consistent with two notions current in the literature: (1) that a power 
function holds for the data [42, 54, 55], linearized using a logarithmic transformation; 
(2) that numbers have a logarithmic rather than linear representation [56].  The latter 
case pertains to the spatial mapping of number (i.e., the demarcation of a series of 
numbers on an analog scale)—the smallest number being to the left, the largest being 
to the right, and the intervening numbers in between—and especially to the spatial 
representation of their numerical magnitude (i.e., the translation of each number to a 
magnitude on the analog scale)—the distance between numbers reflecting their 
difference in magnitude. A number of authors have referred to this analog 
representation as comprising a “compressed logarithmic mapping” [57, p.1217], the 
distance between the smaller numbers/magnitudes (e.g., 4, 7, 12) being made much 
larger than that between the larger numbers/magnitudes (e.g., 80, 90, 100), or as being 
indicative of the implementation of an intuitive “logarithmic-ruler counter” [58], which 
might subsequently be replaced by a linear mapping.  Hence, given the fact that 
participants might well be counting off intervals during the task [49], and/or the notion 
that “pulses, possibly generated by a neural oscillator, are counted during a time 
interval, and that the sum of counts constitutes the experienced duration” [43, p.195], 
the resultant value should be on a logarithmic scale.  The fact that the |R-D| and the |R-
D|/D scores did not detect a main effect for Count provides further  evidence 
supporting the argument that the use of these measures should be reconsidered [40].  
That it was specifically the D/R ratio, and not the R/D ratio, which uncovers the effect 
for Count is somewhat surprising, and is worthy of further investigation.  

In conclusion, we have shown in this paper that a number of commonly used 
indices for relating subjective time to physical time, or as specifically here, for relating 
reproduced (R) to target (D) duration, seem to be suspect. When participants are 
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allowed to count, their reproductions tend to be a linear function of target duration. 
This distinction (Count) is detected in the psychophysical exponent of the “parallel 
clock” model for time reproduction, is seen in the CV of R, and is seen in the log(R) 
measure.  It is detected by the D/R ratio, and not the R/D ratio, and is not at all detected 
by the |R-D| and the |R-D|/D scores. 

Acknowledgments. We thank our three reviewers for their constructive and insightful 
comments on a previous draft of this chapter. 
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Abstract. In the present study, we tried to improve the discrimination of short 
temporal intervals marked by two brief visual signals with an extensive and 
massive training involving the discrimination of intervals marked by brief 
auditory signals. Two groups completed two sessions of visual interval 
discrimination (pre- and post-test). Between the two sessions, participants were 
either discriminating intervals marked by auditory signals (experimental group) 
or waiting for a period equivalent to the auditory training (control group). Once 
a method (called jackknife) is applied to reduce the statistical noise inherent in 
individual psychometric functions, the results show that visual duration 
discrimination is improved in the post-test portion of the experiment, but this 
effect applies to both groups. Therefore, it is not possible to argue that the gain 
is due to the auditory training. The discrimination threshold in the visual condition 
remained much higher than the threshold observed in the auditory mode. 

1 Introduction 

The discrimination of brief temporal intervals is much better when these intervals are 
marked by auditory signals rather than by visual or tactile signals ([1-4]; for a review 
see [5]). Given this basic fact, one cannot expect to improve auditory duration 
discrimination on the basis of visual or tactile duration discrimination. However, the 
question of cross-modal transfer of temporal learning is relevant in the opposite 
direction: could temporal discrimination training in audition improve the subsequent 
duration discrimination performance in another modality? 

It is known that practice exerts moderate influence on auditory duration 
discrimination [6-7]. Nevertheless, there are within-modality transfers, for interval 
discrimination at specific durations, in the auditory [8-9] and in the visual modes 
[10]. Moreover, the timing literature also shows some cases of transfer of temporal 
learning across skin locations for tactile duration discrimination [11]. Even more 
striking is the fact that there is evidence that the learning obtained in auditory 
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duration discrimination can be transferred to an interval production task, would the 
intervals, in the discrimination and production tasks, be in the same range [12]. 

However, there are some signs in the literature that not much temporal learning can 
be transferred between sensory modalities. In one experiment by Grondin et al. [13], it 
was first shown that, after five 300-trial sessions of visual duration discrimination, 
performance did not much improve from Session 1 to 5. After these sessions, Grondin et 
al. conducted multiple sessions where simultaneous presentations of auditory and visual 
signals were used for marking empty intervals to be discriminated. Discrimination was 
better with marking signals delivered in both modalities instead of only in the visual 
one. This indicates that as soon as auditory signals are available for marking time, 
duration discrimination is improved. Once the auditory signals were withdrawn, there 
remained only a slight improvement of visual duration discrimination. In other words, 
even this type of training (learning by association between auditory and visual markers) 
resulted in small progress. In a final step of Grondin et al.’s experiment, additional 
auditory training seemed to provide some gain, but a fragile one given that the levels of 
performance in visual conditions tended to diminish rapidly. Indeed, in this experiment, 
the capacity to maintain benefits after auditory exposure depended on task difficulty 
level (which was set in this experiment according to the initial capabilities of observers).  

In another attempt for improving visual duration discrimination with audition, 
Grondin et al. [14] reported data for sessions involving only auditory duration 
discrimination, only visual duration discrimination, or some visual trials within a 
context where mainly auditory intervals were presented. The performance levels 
remained constant in the different experimental conditions in the auditory condition: 
the Weber fraction around 6% with or without the insertion of visual interval. 
However, with visual trials, the Weber fraction was slightly above 10% in sessions 
involving only visual stimuli, but close to 15% when auditory signals were also 
presented. Instead of helping discrimination, the auditory context interfered with the 
ability to process visually marked intervals, in spite of the fact that the participants 
knew that they should keep paying attention to the visual signals. 

In a further study [6], participants were trained to discriminate between two empty 
temporal intervals marked by brief auditory signals. The main goal of this study was 
to examine whether temporal learning generalizes to empty intervals with the same 
duration, but marked by brief visual signals. In addition, the authors wanted to assess 
to what extent temporal learning generalizes to other conditions within the same 
sensory modality; therefore, their experiment also included conditions involving 
longer intervals marked with auditory intervals and filled auditory intervals of the 
same duration as the one used for training. In contrast to previous findings showing a 
transfer from the haptic to the auditory modality [11], the results of Lapid et al. [6] 
did not show a transfer from the auditory to the visual modality, though they showed 
a transfer within the auditory modality. 

In brief, it is still difficult to draw a definite conclusion regarding the potential 
benefits that the training in auditory duration discrimination would have on visual 
duration discrimination. The potential effect, if any [6], seems to be thin and not 
permanent [13], if not damageable [14]. The lack of success in past experiments on 
this question may be due to an inefficient distribution of training sessions. Indeed, one 
aspect of the potential cross-modal transfer in timing performances that remains 
unexplored, as far as we know, is the effect that can be exerted by massive, instead of 
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distributed, training sessions. The effect of extensive and massive auditory training on 
visual duration discrimination is the question addressed in the present study. 

Discriminating auditory intervals versus discriminating visual intervals leads to the 
unequal levels of performance. For the auditory training portion of the experiment, we 
have chosen to adopt a simple task, which is the discrimination between one short 
(240 ms) or one long (260 ms) interval. In the auditory mode, such parameters should 
lead to a level close to 75% of correct responses. In the visual mode, the 
discrimination of such intervals is much more difficult. Therefore, we have adopted 
the same intervals for the first blocks of trials in the visual condition, and added much 
easier blocks of trials, with intervals lasting 220 ms vs. 280 ms. Finally, we applied a 
novel statistical method, the jackknife method [15-18], in an attempt to overcome the 
statistical noise that is often inherent in individual psychometric functions. This noise 
hampers the estimation of the difference threshold for determining discrimination 
performance at an individual level. The jackknife method operates on aggregated 
psychometric functions rather than on the level of individual functions like traditional 
approaches in psychophysics. Since aggregated data are less prone to statistical noise 
than individual data, the jackknife method is likely to provide more reliable estimates 
of the difference threshold compared to previous approaches. This in turn may 
enhance the statistical power of the subsequent data analysis.   

2 Method 

2.1 Participants 

Twenty volunteer students or employees at Université Laval, aged between 20 and 35 
years old, took part in this experiment. They received $40 for their participation. The 
experiment lasted about 3.5 hours. 

2.2 Apparatus and Stimuli 

Participants sat in a dimly lit room. A red LED, controlled by a stimulus generator 
connected to a microcomputer, was placed at approximately 70 cm in front of the 
participants and used to mark the visually-marked intervals. The 1-kHz auditory 
signals were presented through Sennheisen HD 477 headphones (70 dB SPL). The 
computer’s keyboard was used as a response device with the participants indicating, 
by pressing the appropriate button, whether the interval presented was short or long. 
The parameters of the task were under control of an E-Prime program.  

2.3 Procedure 

At the beginning of each main part, a 250-ms standard interval was presented ten 
times. Each interval was marked by two successive 20-ms stimuli, visual in Parts 1 
and 7, and auditory in Parts 2-6. Within each part, there were 6 blocks of 60 trials, 
with a 20-sec inter-block pause. Each trial began with a 500-ms preparation period, 
after which the interval to be categorized as short or long was presented. The observer 
then provided a response and a 1-sec feedback was presented.  
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Ten participants were assigned to each of two conditions. In one condition, the 
experiment consisted of seven parts, the first and the last ones involving visually-
marked intervals. In the five remaining parts, the participants received duration 
discrimination training with auditory intervals. There was a potential 5-min pause 
between the parts during which participants could come out of the room, if they 
wished to. Each part lasted about 25 minutes, making the whole experiment 
approximately 3.5 hours long. 

Ten participants were assigned to the control group where Parts 1 and 7 were the 
same; however, in-between, there was no auditory training but only a long rest period 
in the testing room, with the possibility to leave briefly. 

In the two visual parts (control condition), intervals for the first three blocks 
lasted either 240 or 260 ms and the next three lasted 220 or 280 ms. There were 30 
trials per block for each temporal interval. For the auditory parts, there were 30 short 
(240 ms) and 30 long (260 ms) presented randomly within each block. For each of 
the five auditory parts, there were 360 trials; therefore, participants of the 
experimental group received 1800 trials of auditory duration discrimination within 
about 2.5 hours. 

2.4 Data Analyses 

For each participant and for each of the two visual conditions (pre and post), a 4-point 
psychometric function was traced, plotting the four empty intervals on the x-axis and 
the probability of responding “long” on the y-axis. 

The cumulative normal distribution (CND) was fitted to the resulting curves. Two 
indices of performance were estimated from each psychometric function, one for 
sensitivity and one for the perceived duration. As an indicator of temporal sensitivity, 
estimates of one standard deviation (SD) on the psychometric function were 
determined. Using one SD (or variance) is a common procedure to express temporal 
sensitivity [19]. The other dependent variable was the bisection point (BP). The BP 
can be defined as the x value corresponding to the 0.50 probability of “long” 
responses on the y-axis. Longer perceived durations are reflected by smaller BP 
values. 

The data presented below are (1) the mean results of individual psychometric 
functions as described in the preceding paragraph and (2) the result of the jackknife 
method. The jackknife method consists in the following steps. In a first step, the 
individual psychometric functions for each experimental condition are averaged and 
an estimate SD(all) from this aggregated function is computed. Secondly, the 
individual score for each condition is computed in the following way. For Participant 
1, the estimate of SD is based on the data of all subjects except that of Participant 1, 
say, SD(-1). For Participant 2, the estimate of SD is based on all subjects except 
Participant 2, i.e., SD(-2). The procedure is repeated for each of the 10 participants, 
i.e., up to SD(-10). For Participant 1, the score, SD(1), kept for final analysis is: 
10*SD(all) – 9*SD(-1); and for Participant 2, SD(2) = 10*SD(all) - 9*SD(-2); ... and 
for Participant 10, SD(10) = 10*SD(all) - 9*SD(-10). The jackknife method was 
applied for estimating both SD and BP. 
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3 Results 

3.1 Mean Individual Results 

The mean SD in each experimental block indicate that the experimental (M=59.80) 
and control (35.74) groups have unequal performances in the first part of the 
experiment (baseline in visual duration discrimination). In the last part of the 
experiment (second visual duration discrimination estimate), the SD is slightly 
increased in the experimental group (61.84) and decreased in the control group 
(29.75). However, a 2x2 ANOVA with repeated measures on the part factor (pre vs. 
post) revealed that there are no significant effects, main or interaction. 

The BP results seem to indicate that there is an increase of the mean value in the 
auditory training group but in the control group, the results go in the opposite direction 
(see Table 1). Once again though, the 2x2 ANOVA revealed no significant effect. 

3.2 With the Jackknife Method 

In spite of the large mean differences between groups, especially with the SD 
variable, no effect reported above was significant. This situation may be partly caused 
by the large variability of the individual scores (a variability that occurred even if the 
scores were based on 90 trials per data point on each individual psychometric 
function). In order to attenuate this variability effect, we have adopted the jackknife 
procedure. 

Table 1. Mean Standard Deviation (SD) and Bisection Point (BP) in the experimental and 
control groups before and after using the jackknife procedure 

 

  Without jackknife   With jackknife  

  Auditory training  Control  Auditory training  Control 

SD - Pre 59.80   35.74  40.58   32.22 

SD - Post 61.84   29.75  31.13   28.03 

 

BP – Pre 252.52   256.28  250.94   254.38 

BP – Post 256.01   253.65  252.02   252.94 

 
 

As indicated in Table 1, the effect of individual differences (very high SD 
estimates in some cases in the experimental group especially) is largely reduced with 
the method. Indeed, there is now a reduction in the experimental group from the first 
to the second estimate of the visual duration discrimination. The 2x2 ANOVA with 
repeated measures on the part factor (pre vs. post) revealed that this effect is 
significant, F(1,18) = 4.68, p<.05, η2=.21. The group effect (p=.42) and the 
interaction (p=.41) are not significant (see Fig. 1). 
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Fig. 1. Mean Standard Deviation, based on the jackknife analysis, in the pre- and post-tests for 
the experimental and control groups. Bars are SE. 

Table 1 also reveals that, for the BP, the differences between conditions are now 
reduced following the application of the jackknife method. The 2x2 ANOVA reveals 
that no effect is significant. 

3.3   Performance in Auditory Duration Discrimination (Experimental Group) 

The mean percentages of correct responses in each of the five parts of auditory 
duration discrimination are the following: .683 (SE=.035), .704 (.038), .715 (.038), 
.716 (.038) and .709 (.043). A one-way ANOVA with repeated measures reveals that 
the differences between the means are only marginally significant, F(4, 36) = 2.495, 
p=.081, η2=.22.  

4 Discussion 

The main finding revealed by this study is that performance for visual duration 
discrimination can be improved. When two performance estimates are completed 
within a 4-hour period, the second estimate shows better performance (smaller SD). 
However, and most importantly, this improvement cannot be attributed to the auditory 
training occurring between the two estimates with visual signals. Although the 
improvement was in average larger in the experimental group, there was no significant 
interaction. 
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The present finding joins previous ones where minimal or temporary gain, when 
any, was observed on visual duration discrimination after temporal training in the 
auditory mode [6,13,14]. What the present study shows is that the previous 
unsuccessful attempts cannot be attributed to the spacing of the training sessions in 
auditory. The auditory training here was massive and extensive, but it was still 
insufficient to exert a significant improvement in discrimination performance relative 
to the control condition. Indeed, the performance levels were increased in the visual 
condition, but remained far from what is obtained in the auditory mode. A specific 
look at the performance levels in the blocks of trials involving for the 240- and the 
260-ms intervals, visual discrimination went from 58.5% (mean of both groups) of 
correct responses in the first session to 62.3% in the last session, which remains far 
from 70.6% obtained in the auditory training sessions. In other words, the visual vs. 
auditory difference for the discrimination of brief temporal intervals remains present, 
which is consistent with the modality differences typically reported in the literature 
(for reviews, see [20-21]). 

From a theoretical standpoint, our data show the difficulty to gain any benefit in 
the visual modality, in term of temporal discrimination, from the training in the 
auditory mode. Strictly speaking, this means that there is no possible transfer of 
temporal information processing, just as if the reading of the output of a central clock 
could not be trained. This may be interpreted as if there is no such central clock. 
Consequently, the data could rather be interpreted as an indirect support to the idea 
that temporal processing is modality-specific, each modality having its own 
limitations [21]. 

There are some limitations in the design of the present study. For instance, it 
cannot be excluded that multiple trials of training caused some fatigue, although the 
performance levels in the auditory condition remained quite stable over the different 
parts of the experiment. Therefore, the potential gain that would accompany massive 
training may be masked partly by some fatigue. Maybe that employing another 
training schedule would have led to different conclusions. As well, it cannot be 
excluded that using different parameters (instead of 240 vs. 260 ms) for either the 
auditory or visual portions of the experiment would have lead to different results; and 
the present study remains restricted to the 250-ms range anyway.  

The analysis of the BP, before and after the jackknife analyses, revealed no 
significant effect. In other words, whether or not there was massive auditory training, 
there was no subsequent change in the perceived duration of the intervals marked by 
visual signals. This result is consistent with some previous findings with empty 
intervals [14,22], but inconsistent with other findings when auditory and visual 
intervals are compared [6]. 

The present study also indicates that the jackknife method is a promising tool for 
improving the signal-to-noise ratio of psychometric functions. This in turn may 
enable especially reliable estimates of SD and BP from such functions. Of course, a 
methodological study is required to assess thoroughly the potential of this tool before 
it can be recommended as standard procedure. We are currently conducting extensive 
simulations to evaluate the potential virtue of this method for analyzing psychometric 
functions. 
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Abstract. In this paper, we present an experiment whose goal is to as-
sess the role of temporal aspects in sonically and haptically simulating
the act of walking on a bump or a hole. In particular, we investigated
whether the timing between heel and toe and the timing between foot-
steps affected perception of walking on unflat surfaces. Results show that
it is possible to sonically and haptically simulate a bump or a hole only
by varying temporal information.

Keywords: Footstep sounds, physical models, auditory feedback, hap-
tic feedback.

1 Introduction

Previous research on simulating walking sounds using physics based engines has
focused on the act of walking on flat surfaces [2,4,3,14,11]. In the virtual reality
community, few locomotion interfaces are able to render uneven grounds, and
they have the disadvantage of being costly and cumbersome [5,6,8]. Recently,
research has shown that it is possible to simulate the act of walking on unflat
surfaces by only using visual cues [10]. Three parameters of camera motion were
considered in the simulation: orientation, velocity and height, and their com-
bination. The experiments were run both actively, having users wear an head
mounted display, as well as passively, having users look at a video of the si-
mulations. Results show that such visualization techniques successfully simulate
bumps and holes located in the ground. These results are a development of pre-
vious research on pseudo-haptic simulation [9]. This research was extended by
implementing a multimodal (audio-visual) simulation of walking on a bump or a
hole [16]. Results in this case showed that the auditory cues reinforce the visual
cues when coherent cues are provided in both modalities. When subjects were
exposed to conflicting cues, for example by simulating visually the act of walking
on a bump and auditorily the act of walking on a hole, usually the visual cues
are dominant, apart from when the velocity effect is the visual parameter var-
ied. This might be due to the higher temporal resolution of the auditory system
versus the visual system [21].

In this paper, we are interested in exploring the possibility of implementing
such pseudo-haptic feedback from the sonic and haptic point of view. Recently,

A. Vatakis et al. (Eds.): Time and Time Perception 2010, LNAI 6789, pp. 101–115, 2011.
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we developed a system which can provide combined auditory and haptic sen-
sations that arise while walking on aggregate and solid surfaces. The system is
composed of an audio-haptic synthesis engine, and a pair of shoes enhanced with
sensors and actuators. Such engine is based on physical models, that drive both
the haptic and audio synthesis. A complete description of such system and of all
its components is given elsewhere in detail [12], [17].

In a previous study [15], we used the synthesis engine in order to run an
experiment whose goal was to assess the role of temporal aspects in sonically
simulating the act of walking on a bump or a hole. In particular, we investigated
whether the timing between heel and toe and the timing between footsteps
affected perception of walking on unflat surfaces. In the experiment the footstep
sounds where prerecorded. Results showed that it is possible to simulate a bump
or a hole only by using temporal information [15].

Starting from those results, in this paper we are interested in understanding
whether at haptic level it is possible to simulate the act of walking on a bump
or a hole. Such haptic information is generated by means of the same techniques
applied in [15] for the auditory simulation of bumps and holes, i.e., varying the
temporal distances between the vibrations corresponding to the heel and to the
toe as well as those between footsteps.

2 Simulation Hardware and Software

In this section we briefly describe the system used in the experiments presented
in this paper. As mentioned in section 1, the complete description of such system
can be found in our previous research [20], [17].

We developed a system which simulates both offline and in real-time the
auditory and haptic sensation of walking on different surfaces. Specifically, the
sensation of walking on solid surfaces is simulated by using and impact model [7],
while to simulate walking on aggregate grounds, we used a physically informed
sonic models (phism) algorithm [1].

In order to provide both audio and haptic feedback, haptic shoes enhanced
with pressure sensors have been developed. In detail, such shoes are pair of light-
weight sandals (Model Arpenaz-50, Decathlon, Villeneuve d’Ascq, France). This
particular model has light, stiff foam soles that are easy to gouge and fashion.
Four cavities were made in the tickness of the sole to accommodate four vibro-
tactile actuators (Haptuator, Tactile Labs Inc., Deux-Montagnes, Qc, Canada).
These electromagnetic recoil-type actuators have an operational, linear band-
width of 50–500 Hz and can provide up to 3 G of acceleration when connected
to light loads. As indicated in Fig. 1, two actuators were placed under the heel
of the wearer and the other two under the ball of the foot. They were bonded
in place to ensure good transmission of the vibrations inside the soles. When
activated, vibrations propagated far in the light, stiff foam. The sole has force
sensors intended to pick the foot-floor interaction force in order the drive the
audio and haptic synthesis. They were not used in the present study.
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simulation

haptuator force measurement

headphones

force sensor

sound
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13 mm

Fig. 1. System (one shoe shown). Left: recoil-type actuation from Tactile Labs Inc.
The moving parts are protected by an aluminum enclosure able to bear the weight of
a person. Middle: approximate location of the actuators in the sandal. Right: system
diagram showing the interconnections. Here the force signal was not used.

The involved hardware provides a control in real-time of an audio-haptic syn-
thesis engine. Such engine is based on physical models which are driven by a
signal, in the audio domain, expressing the ground reaction force (GRF), i.e.,
the reaction force supplied by the ground at every step. In our simulations the
GRF corresponds to the amplitude envelope extracted from an audio signal con-
taining a footstep sound.

As previously mentioned, the engine can work both offline and in realtime.
The two approaches differ for the way the input GRF is generated. Concerning
the realtime implementation, various systems for the generation of such input
have been developed and tested [20], [17], [12], [13], [18], [19]. In the offline
implementation, the input signal consists of an audio file from which the GRF is
extracted. Such file consists of a recording of a person walking on a real surface.
Better results in terms of the GRF detection can be found on audio recordings
of walking on solid surfaces and with a small amount of background noise. The
different envelope profiles of each step in the file are extracted and fed to the
engine which produces the synthesized footstep sounds according to the choice
of the surface to be simulated.

In the experiment presented in this paper, we adopted the offline use of the
engine. To control the engine, we created different audio files placing at various
temporal patterns the recording of an unique real footstep sound on concrete.
Such sound was chosen among those available in the Hollywood Edge sound
effects library.1 Three types of surface profiles have been created starting from
the footstep sound generator: bumps, holes, and flat surfaces (see Figure 2). The
details about the simulation of such surface profiles are shown in section 3.4. For
the purpose of the experiment, two types of surfaces, one solid (wood) and one
aggregate (gravel), were chosen. The reason for choosing two materials was to
assess whether the surface type affected the quality of the results.

3 Experiment Design

We conducted one experiment whose goal was to ascertain the participants’
ability to recognize if the sounds and the haptic sensations they were exposed to
1 Hollywood Edge sound effects library: www.hollywoodedge.com

www.hollywoodedge.com
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Fig. 2. The three types of surfaces modeled

corresponded to walking on a bump, a hole or a flat surface. Specifically, subjects
were exposed to one of the three following conditions:

1. Condition 1: auditory simulation of bumps and holes
2. Condition 2: haptic simulation of bumps and holes
3. Condition 3: audio-haptic simulation of bumps and holes

The results of the experiment related to the first condition have been already
published in our previous research [15] and they are illustrated in section 4.1.
In this paper we are interested in extending to the haptic level those results
achieved with the auditory cues. Indeed the technique used for the simulation of
the three types of surface profiles at haptic level is exactly the same proposed
for the auditory level. In detail, the audio files used as input to the audio-haptic
synthesis engine were created placing at different temporal intervals the footstep
sound generator (see section 3.4). The basic idea is that in a real environment,
a person generally walks slower on ascending slopes, and faster on descending
slopes. We transposed this information in our experiment by modifying the time
intervals both between footsteps and between the heel and toe information in
each footstep.

The goal of condition 2 was to assess whether at haptic level it is possible
to simulate the act of walking on a bump or a hole by means of this technique,
when subjects are not walking but are sitting on a chair and passively receive
the haptic stimuli. In this haptic condition, a noise signal masked the auditory
input generated by the haptic shoes as result of the activation of the actuators.
In particular, participants were presented with a continuous 70 dB spl pink noise
over the headphones described in section 3.2. In condition 3, we were interested
in understanding whether the addition of haptic feedback to the auditory one
enhanced the recognition of the proposed surface profiles as well as the realism
of the simulation.

3.1 Participants

Forty-five participants were divided in three groups (n=15) to perform the ex-
periment. The three groups were composed respectively of 11 men and 4 women,
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aged between 20 and 29 (mean=23.6, standard deviation=2.84), 11 men and 4
women, aged between 21 and 32 (mean=24.86, standard deviation=3.48) and
11 men and 4 women, aged between 20 and 28 (mean=23.06, standard devia-
tion=2.40). All participants reported normal hearing conditions. All participants
were naive with respect to the experimental setup and to the purpose of the ex-
periment. The participants took on average about 15, 17 and 21 minutes for
experiments 1, 2 and 3 respectively.

3.2 Setup

The experiment was carried out in an acoustically isolated laboratory where the
setups for the experiments were installed. They consisted of a simple graphical
user interface with which participants were asked to interact, and a spreadsheet
to collect their answers. The interface was created using the Max/MSP program2

and was composed only by buttons to be pressed. Each button was numbered,
and by pressing it an audio or audio-haptic stimulus was triggered and conveyed
to the user by means of headphones3 and the haptic shoes respectively. The
choice of delivering auditory feedback using headphones was motivated by the
fact that we wanted the subjects to be isolated from external noise. Users were
asked to press each button according to their numerical order, and to write the
corresponding answers on the spreadsheet.

3.3 Task

During the experiment subjects were sitting on a chair, listening to the sounds
through headphones and feeling the haptic vibrations through the haptic shoes,
and interacting with the interface mentioned in section 3.2.

They were given the list of three different surfaces (bump, hole, flat), presented
as forced alternate choice. The task consisted of recognizing to which surface the
walk corresponded after the presentation of the stimulus. In addition to the
classification of the surfaces subjects were also asked to evaluate the degree of
certainty of their choice on a scale from 1 to 7 (1=very low certainty, 7=very high
certainty). Furthermore, in conditions 2 and 3 they were asked to evaluate, again
on a seven point Likert scale, the degree of realism and the degree of quality of
the perceived stimulus. Participants were allowed to listen to the sounds as much
as they wanted before giving an answer. When moving to the next stimulus they
could not change the answer to the previous stimuli.

3.4 Haptic and Auditory Simulation

As described in section 3, the technique used for the simulation of bumps, holes
and flat surface consisted of temporal intervals variations. The temporal patterns
used were designed to simulate 14 different surface profiles. Specifically 2 flat, 6
2 Max/MSP: www.cycling74.com
3 Sennheiser HD 600, http://www.sennheiser.com

www.cycling74.com
http://www.sennheiser.com
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Fig. 3. Temporal distances between (named “steps distance” in the Figure), and within
(named “heel-toe distance” in the Figure) footsteps. x-axis: Time (s). y-axis: Ampli-
tude.

bumps and 6 holes were designed. Such patterns involved three types of temporal
distances. The first was the temporal distance between footsteps (i.e., the time
interval between the end of the sound generated by the toe and the beginning of
the sound generated by the heel of the next step), the second was the temporal
distance between heel and toe (i.e., the time interval between the end of the
sound generated by the heel and the beginning of the sound generated by the
toe in the same step), the third consisted of the combination of the previous two
(see Figure 3).

The characteristics of the 14 files used to drive the sound engine are illustrated
in table 1. In such table the suffixes step, h t and comb indicate the type of
temporal distance used for each file (footsteps distance, heel-toe distance and
their combinations respectively). The equations in the “Number of steps” column
indicate how the steps where placed in reference to Figure 2. As an example,
the stimulus bump 2 step was composed by 19 steps, 4 steps to go from point
A to point B, 6 steps to go from point B to point C, 5 steps to go from point C
to point D, and 4 steps to go from point D to point E). In order to model two
different types of bumps and holes, for each category of surface modeling (by
means of the three temporal distance types), two slopes where chosen. In all the
three conditions participants were exposed to 28 trials, where 14 surface profiles
were presented twice in randomized order. In condition 1 and 2 (see sections
4.1 and 4.2) the simulated surface profiles are all those presented in table 1,
while in condition 3 only 7 of them was used and presented both in audio and
audio-haptic conditions (see section 4.3).

The audio-haptic synthesis engine was set in order to synthesize footstep
sounds and vibrations on two different kinds of materials: wood and gravel.
Each surface profile was presented with both wood and gravel.
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Table 1. Features of the 14 files used as input to the audio-haptic engine. For a detailed
description, see the text.

Duration Number of Footsteps Footsteps Heel-toe Heel-toe
(sec.) steps temporal temporal increment range ( ms.)

distance distance ( ms.)
increment (ms.) range ( ms.)

flat 1 12 19 - 550 (fixed) - 69 (fixed)
flat 2 16 19 - 750 (fixed) - 69 (fixed)
bump 1 step 27 31 = 4+12+11+4 50 550 −→ 1150 - 69 (fixed)
bump 2 step 16 19 = 4+6+5+4 100 550 −→ 1150 - 69 (fixed)
hole 1 step 18 31 = 4+12+11+4 -50 750 −→ 150 - 69 (fixed)
hole 2 step 11 19 = 4+6+5+4 -100 750 −→ 150 - 69 (fixed)
bump 1 h t 24 31 = 4+12+11+4 - 550 (fixed) 30 0 −→ 360 (+ 69)
bump 2 h t 14 19 = 4+6+5+4 - 550 (fixed) 60 0 −→ 360 (+ 69)
hole 1 h t 24 31 = 4+12+11+4 - 550 (fixed) -20 240 −→ 0 (+ 69)
hole 2 h t 13 19 = 4+6+5+4 - 550 (fixed) -40 240 −→ 0 (+ 69)
bump 1 comb 32 31 = 4+12+11+4 50 550 −→ 1150 30 0 −→ 360 (+ 69)
bump 2 comb 19 19 = 4+6+5+4 100 550 −→ 1150 60 0 −→ 360 (+ 69)
hole 1 comb 22 31 = 4+12+11+4 -50 750 −→ 150 -20 240 −→ 0 (+ 69)
hole 2 comb 15 19 = 4+6+5+4 -100 750 −→ 150 -40 240 −→ 0 (+ 69)

The haptic signal was separated in order to activate coherently the actuators
placed under the heel and the toe. In our simulation the actuators placed under
the heel of the right foot were activated simultaneously with those of the left foot,
using the same signal. Analogously, the haptic signal for the toes was conveyed
simultaneously to the actuators placed under the toes of both the feet.

4 Results

In this section we show the results for condition 1 (audio condition), condition 2
(haptic condition) and condition 3 (comparison between audio and audio-haptic
conditions). In section 4.1 we report the results found in a previous work [15],
where the 14 surface profiles described in section 3.4 were used to simulate a
bump or a hole only by using auditory cues.

4.1 Results of Condition 1 (Audio Condition)

The results of the condition 1 for wood and gravel are shown in tables 2 and 3
respectively. In both tables, the first column shows the different conditions as
described in table 1. The second, third and fourth columns illustrate the choices
of the subjects (bump, hole or flat) for the different conditions they were exposed
to. The fifth, sixth and seventh column report the average certainty expressed
by the subjects after performing their choice; the fifth column reports the total
certaintly in both correct and wrong answers, while the sixth and seventh column
report the certainty in correct and uncorrect answers respectively. Finally, the
last column reports the percentage of correct answers.

As the tables show, subjects could successfully recognize bumps and holes
using only the auditory cues described in the previous section. In fact, as can be
seen in the last column of tables 2 and 3, the percentage of correct answers is



108 L. Turchet and S. Serafin

Table 2. Results of condition 1 (audio condition) for the wood surface

Bump Hole Flat Mean Mean Mean certainty % Correct answers
certainty certainty certainty
Total Correct answers Wrong answers

flat 1 1 14 6 6.1429 4 93.33
flat 2 1 14 5.6667 6 1 93.33
bump 1 step 13 2 5.4286 5.5385 4.5 93.33
bump 2 step 14 1 5.4667 5.5714 4 93.33
hole 1 step 1 14 4.8 4.7857 5 93.33
hole 2 step 2 13 4.9333 5 4.5 86.66
bump 1 h t 13 1 1 5.6 5.8469 4 86.66
bump 2 h t 12 2 1 5.1333 5.4167 4 80
hole 1 h t 15 4.2667 4.2667 100
hole 2 h t 3 12 4.4 4.8182 3.25 80
bump 1 comb 14 1 5.4 5.5 4 93.33
bump 2 comb 14 1 5.1333 5.3571 2 93.33
hole 1 comb 1 14 5.1333 5.2143 4 93.33
hole 2 comb 1 14 4.9333 5 4 93.33

Table 3. Results of condition 1 (audio condition) for the gravel surface

Bump Hole Flat Mean Mean Mean % Correct answers
certainty certainty certainty
Total Correct answers Wrong answers

flat 1 3 12 5.2667 5.6667 3.6667 80
flat 2 1 1 13 5.4667 6 2 86.66
bump 1 step 12 2 1 5.8469 5.75 4.6667 80
bump 2 step 13 1 1 5.4667 5.9231 2.5 86.66
hole 1 step 14 1 5.4667 5.7857 1 93.33
hole 2 step 15 6 6 100
bump 1 h t 14 1 5.5333 5.7857 2 93.33
bump 2 h t 11 2 2 4.5333 4.8182 3.75 73.33
hole 1 h t 1 12 2 4.5333 4.5833 4.3333 80
hole 2 h t 15 4.4 4.4 100
bump 1 comb 13 2 5.3333 5.6667 4 86.66
bump 2 comb 13 1 1 5.2667 5.7692 2 86.66
hole 1 comb 2 12 1 5.2667 5.3333 5 80
hole 2 comb 2 13 5.2667 5.8469 1.5 86.66

high for all conditions, reaching also 100 % of correct answers in three conditions,
and with a lowest score of 73 % which was reached only in one condition.

Observing columns 6 and 7, morever, it is possible to notice how subjects
are quite certain when they express a correct answer. In both surfaces, indeed,
the mean certainty for correct answers is always above average. On the other
hand, in situations where the answer was incorrect the degree of certainty is also
extremely low. This is the case, for example, in the second flat stimulus for the
wood surface and the first hole stimulus in the gravel surface.

A t-test was performed to examine whether significant differences were present
in the recognition rate among the two surfaces and among the different condi-
tions in the same surface. Overall, no significant differences were measured in
the recognition rate among the two surfaces. Moreover, no significant differ-
ences were measured in the recognition rate for the different conditions in the
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same material. For example, no difference was measured in the recognition rate
of the first simulated bump footstep versus the second simulated bump foot-
step. No significant difference was furthermore measured between the recognition
rate obtained when changing the temporal information between footsteps ver-
sus the one obtained when changing the temporal information within footsteps.
Also, the combination of the two temporal information did not significantly en-
hance the recognition of a bump or a hole. This, however, is also due to the
fact that the temporal information taken individually already provided a high
recognition rate.

4.2 Results of Condition 2 (Haptic Condition)

Tables 4 and 5 illustrate the results of condition 2 for wood and gravel respec-
tively. The structure of these tables is the same of tables 2 and 3, with the
addition of the two columns expressing the average scores of the degree of real-
ism and of the degree of quality.

The first noticeable element emerging from both tables is that it is possible
to simulate bumps, holes and flat surfaces by means of haptic stimuli using
only the variation of the temporal information. Indeed, on average, subjects
could successfully recognize the simulated surfaces using only the haptic cues
described in section 3.4, both with wood and gravel. As a matter of fact, the
percentage of correct answers is quite high in most of the conditions, reaching
also 100 % of correct answers in two conditions, while only in three conditions
the score is under 50 %.

From a comparison between all the conditions it is possible to notice that on
average the stimuli involving only the variations in the heel-toe distance (i.e.,
those with suffix h t ) are recognized with the lowest scores in comparison with
the other conditions. Such tendency is also confirmed by values in column 5
which expresses the total degree of certainty for each stimulus (both of correct
and wrong answers) and therefore it is an indication of the difficulty of the choice.
Indeed in both the tables such values are on average lower for the stimuli with
suffix h t than all the other conditions.

A chi-square test and a t-test were performed to examine whether signifi-
cant differences were present in the recognition rate among the two surfaces and
among the different conditions in the same surface. Overall, no significant dif-
ferences were measured in the recognition rate among the two surfaces, nor in
the recognition rate for the different conditions in the same material. Moreover
no significant difference was measured between the recognition rate obtained
when changing the temporal information between footsteps versus the one ob-
tained when changing the temporal information within footsteps. In addition,
the combination of the two temporal information did not significantly enhance
the recognition of a bump or a hole. Finally, a t-test performed on the realism
and on the quality evaluations, did not reveal any significant difference between
the two materials nor among the conditions.
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Table 4. Results of condition 2 (haptic condition) for the wood surface

Bump Hole Flat Mean Mean Mean % Correct Mean Mean
certainty certainty certainty answers Realism Quality
Total Correct answers Wrong answers

flat 1 2 13 5.2 5.3077 4.5 86.66 3.9231 4
flat 2 2 13 5.1333 5.3077 4 86.66 3.6154 4.1333
bump 1 step 13 2 4.8 4.7692 5 86.66 4.0769 4.0667
bump 2 step 15 5.2 5.2 100 3.9333 3.8
hole 1 step 2 11 2 4.6667 4.4 5.2 73.33 3.0909 3.6
hole 2 step 2 13 4.6667 4.6923 4.5 86.66 3.7692 3.9333
bump 1 h t 7 5 3 3.6667 4.1429 3.25 46.66 3 3.4
bump 2 h t 9 6 4.4667 4.7778 4 60 3.4444 3.4667
hole 1 h t 1 8 6 3.8 4.375 3.1429 53.33 3.25 3.2
hole 2 h t 12 3 3.8667 4.25 2.3333 80 3.75 3.2
bump 1 comb 11 4 4.2667 4.2727 4.25 73.33 3.1818 3.2
bump 2 comb 11 3 1 4.7333 5.1818 3.5 73.33 4.0909 3.7333
hole 1 comb 2 13 4.4 4.3846 4.5 86.66 3.5385 3.8
hole 2 comb 1 12 2 4.6667 5.3333 2 80 3.25 3.2

Table 5. Results of condition 2 (haptic condition) for the gravel surface

Bump Hole Flat Mean Mean Mean % Correct Mean Mean
certainty certainty certainty answers Realism Quality
Total Correct answers Wrong answers

flat 1 15 4.4667 4.4667 100 3.6 3.8667
flat 2 1 1 13 5.2667 5.6923 2.5 86.66 4.7692 4.3333
bump 1 step 12 3 4.9333 5 4.6667 80 3.9231 3.7333
bump 2 step 11 2 2 4.4667 4.7273 3.75 73.33 3.3636 3.33
hole 1 step 12 3 4.8 4.9167 4.3333 80 3.6667 3.7333
hole 2 step 12 3 5.5333 5.75 4.6667 80 4.25 4.2
bump 1 h t 8 6 1 4.4 5 3.7143 53.33 2.875 3.5333
bump 2 h t 11 1 3 3.8667 4.1818 3 73.33 3.7273 3.8667
hole 1 h t 1 7 7 4.3333 4.2857 4.375 46.66 3.8571 4
hole 2 h t 3 6 6 3.7333 3.6667 3.7778 40 3.5 3.4667
bump 1 comb 13 1 1 5.2 5.2308 5 86.66 3.7692 4
bump 2 comb 10 4 1 4.4 5.1 3 66.66 3.5 3.5333
hole 1 comb 1 13 1 4.8 4.8462 4.5 86.66 3.3077 3.4667
hole 2 comb 14 1 4.8 4.9286 3 93.33 4.2143 4

4.3 Results of Condition 3 (Audio and Audio-Haptic Condition)

In this experiment we used only a subset of the 14 files used in the previous
conditions. This was due in order to avoid that the experiment became too long
for the participants, and therefore started answering randomly. In particular, we
selected 7 stimuli to be presented both with the modality audio and audio-haptic
(suffixes A and AH respectively in tables 6 and 7 ), and both with wood and
gravel. Precisely we used those with suffix 2 in table 1, with the exception of
the flat stimulus for which we used the one with suffix 1.

The first noticeable element emerging from both tables is that subjects could
successfully recognize the simulated surfaces with high precision both at audio
and audio-haptic level. An exception is the stimulus hole h t A with wood ma-
terial for which the score is 40 %, differing from the percentage obtained by the
same stimulus in condition 1. Anyways a chi-square test revealed that such differ-
ence is not statistically significant so we can state that all the results concerning
the audio modality are consistent with those found in condition 1.
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Table 6. Results of condition 3 (audio and audio-haptic condition) for the wood surface

Bump Hole Flat Mean Mean Mean % Correct Mean Mean
certainty certainty certainty answers Realism Quality
Total Correct answers Wrong answers

flat A 15 6 6 - 100 3.7333 3.6
flat AH 1 14 6.0667 6.4286 1 93.33 4.9286 4.4667
bump step A 11 2 2 4.7333 5.1818 3.5 73.33 3.2727 3.6667
bump step AH 12 2 1 5.2667 5.5833 4 80 3.9167 4.6
hole step A 1 14 5.6667 5.7143 5 93.33 3.6429 4
hole step AH 2 12 1 5.1333 5.6667 3 80 4.75 4.4667
bump h t A 13 2 4.9333 5.3846 2 86.66 3.6154 3.33
bump h t AH 13 2 4.6667 5.2308 1 86.66 4.3846 4.0667
hole h t A 2 6 7 3.7333 4.5 3.2222 40 2.8571 3
hole h t AH 2 11 2 4.0667 4.1818 3.75 73.33 3.6364 4.4
bump comb A 12 3 4.2 4.8333 1.6667 80 3.25 3.6667
bump comb AH 14 1 5.0667 5.2857 2 93.33 4.2143 4.3333
hole comb A 1 12 2 4.9333 5.25 3.6667 80 3.5 3.8
hole comb AH 2 13 5.3333 5.5385 4 86.66 4.3846 4.6

Table 7. Results of condition 3 (audio and audio-haptic condition) for the gravel surface

Bump Hole Flat Mean Mean Mean % Correct Mean Mean
certainty certainty certainty answers Realism Quality
Total Correct answers Wrong answers

flat A 15 5.3333 5.3333 - 100 3.8 4.2
flat AH 1 1 13 5.6667 5.8462 4.5 86.66 5.1538 5.2667
bump step A 12 2 1 4.5333 4.6667 4 80 3.75 4
bump step AH 12 2 1 5.3333 5.5833 4.3333 80 4.3333 4.8667
hole step A 1 14 5.1333 5.2857 3 93.33 4.2857 4.7333
hole step AH 1 13 1 5.0667 5 5.5 86.66 4.4615 4.9333
bump h t A 12 1 2 4.1333 4.25 3.6667 80 2.9167 3.6667
bump h t AH 12 1 2 5.4 5.25 6 80 4.5833 4.8667
hole h t A 10 5 4.2667 4.4 4 66.66 2.8 3.7333
hole h t AH 3 12 4.6667 4.75 4.3333 80 4.3333 5.3333
bump comb A 14 1 5.1333 5.2143 4 93.33 3.9286 4
bump comb AH 12 3 5.1333 5.3333 4.3333 80 4.0833 4.6
hole comb A 1 13 1 4.9333 5.1538 3.5 86.66 4 4.5333
hole comb AH 2 13 5.7333 6.2308 2.5 86.66 4.7692 5.2667

As regards the degree of certainty of the correct answers, most of the times
conditions with audio-haptic modality present higher values than the audio
modality, Despite an in-depth analysis with t-test did not show any statistically
significant difference between the corresponding pairs, the ANOVA analysis re-
vealed that at global level the AH condition gives rise to higher evaluation in
the case of gravel material (p-value = 0.0449).

As concerns the degree of realism and the degree of quality, results are always
higher for the bimodal stimuli rather than the unimodal ones (see figure 4).
The ANOVA analysis shows that such differences are statistically significative,
(p-value < 0.0001 and p-value < 0.0001 for realism in the conditions wood and
gravel respectively, and p-value = 0.002862 and p-value = 0.003386 for quality
in the conditions wood and gravel respectively). In addition an in depth analysis
performed with t-test, revealed also significant differences for the pairs of stimuli
(audio, audio-haptic) in table 8.
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Fig. 4. Average scores of the degree of realism (left) and quality (right), for audio
and audio-haptic conditions in condition 3. Surface profile from left to right: 1-flat,
2-bump step, 3-hole step, 4-bump h t, 5-hole h t, 6-bump comb, 7-hole comb.

Table 8. Statistically significative differences for average scores of the degree of realism
and quality, between audio and audio-haptic conditions in condition 3

Stimulus Material P-value realism P-value quality

flat wood 0.03381 -
flat gravel 0.01425 -
hole h t wood - 0.01834
bump h t gravel 0.001482 0.04558
hole h t gravel 0.02296 0.00732

Considering the total degree of certainty (column 5), it is possible to notice
that on average the stimuli involving only the variations in the heel-toe distance
present lower values in comparison with the other conditions. This is an indi-
cation of a greater difficulty in the participants’ choices for these stimuli rather
than the others.

Finally, an ANOVA analysis performed on the evaluations of the degree of cer-
tainty of correct answers, of realism and of quality, did not reveal any significant
difference between the two materials.

5 General Discussion

From a comparison between results of the three condtions it is possible to notice
that the use of the proposed techniques allows to simulate the act of walking on
a bump, a hole, or a flat surface by passively presenting audio, haptic and audio-
haptic stimuli. The most important result is that the haptic modality plays an
important role in this kind of tasks. In particular, results of condition 3 show
that haptic cues significantly reinforces the auditory cues. Indeed, participants
gave rise to higher evaluations in presence of audio-haptic stimuli rather than
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the audio-stimuli, for what concerns the realism and the quality of the presented
stimuli, as well as they were more certain in giving their correct answers. When
the haptic is presented alone it is still possible to simulate quite well the act of
walking over a bump, a hole or a flat surface, as results of condition 2 show. From
a comparison with the results of condition 1 what emerges is that the auditory
modality seems to be dominant on the haptic one in this kind of tasks. A com-
mon trend noticed in all the conditions is that the material does not have any
particular influence on the participants evaluations, i.e., there is no statistically
significant difference in the responses between the presented solid and aggregate
surfaces. Another trend more or less common to the three conditions is that on
average the stimuli involving only the variations in the heel-toe distance present
lower values in comparison with the other conditions for what concerns the total
degree of certainty, and this is an indication of a greater difficulty in the par-
ticipants’ choices for these stimuli rather than the others. This also means that
participants found more natural the variations in the temporal distance between
steps rather than the ones in the temporal distances between heel and toe. In
addition, in all the conditions the combination of the two temporal information
did not significantly enhance the recognition of a bump or a hole. Subjects were
allowed to listen to the simulations as many times as they wished, but in general
they listened only once, and this was enough to provide an answer. At the end of
the test some informal interviews were performed, where subjects declared that
the stimuli were clear. Subjects were also surprised by the ability of the feet to
distinguish the simulations.

6 Conclusion and Future Work

In this paper, we described a between subject audio-haptic experiment whose
goal was to assess the role of temporal aspects in recognizing whether a person
is walking on a flat surface, a bump or a hole.

Results show that varying temporal aspects between footsteps allow to suc-
cessfully simulating the act of walking on a bump, hole, or flat surface, especially
in the auditory modality. Moreover, in the recognition task, haptic cues show to
significantly reinforce auditory cues, as the results of condition 3 show. All three
conditions were run by using the synthesis engine offline. The reason why we
asked subjects to seat was to create an environment similar to a home situation,
e.g., when subjects are watching a movie. Indeed, we plan to use the same engine
with visual feedback, in order to assess the role of haptic feedback in enhancing
the experience of watching an audio-visual scene.

In the future, we are interested in running the same experiments interactively,
to understand whether our technique can be used to simulate bumps and holes
in a virtual reality setup.
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Abstract. We report a study designed to examine how knowledge of the effects 
of gravity may change the temporal processing of audiovisual events. 
Specifically, normally-oriented and inverted audiovisual video-clips of different 
objects being dropped were presented at a range of different stimulus onset 
asynchronies. Participants made temporal order judgments regarding whether 
the auditory/visual stream appeared to have been presented first. The results 
revealed that inverting the visual-display of the falling object led to a significant 
difference in participant’s ability to judge the temporal order of the auditory/ 
visual components of the desynchronized video-clips. That is, participants were 
more sensitive to audiovisual asynchrony when viewing normally-oriented 
video-clips of the falling object as compared to viewing the same clips inverted. 
These results demonstrate that people’s understanding of the effects of gravity 
on object movement can affect their temporal sensitivity when violations of the 
fundamental physical parameters determining the movement of real objects are 
introduced. 

Keywords: Gravity, Inversion, Temporal perception, Multisensory, Audition, 
Vision. 

1   Introduction 

Early in life, people demonstrate an excellent ability to walk in a well-balanced 
manner or to catch objects that have accidentally fallen from their hands. Not only we 
are highly skilled with such acts but we are also very accustomed to the stereotypical 
behavior of objects falling under the influence of gravity. That is, we expect that 
when an object is released from a height, it will move downward and accelerate. Any 
other kind of behavior would seem both unnatural and surprising [1-3]. 

Our high-level skills in interception and balance and the familiarity that we 
demonstrate with the behavior of objects could be attributed, at least in part, to the 
knowledge and experience we possess regarding the laws governing gravity on Earth 
(other accounts support the use of sensory information or intrinsic representational 
gravity, and not necessarily knowledge, in order to successfully interact with falling 
objects). Specifically, we are aware of the fact that, under the influence of gravity, all 
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objects accelerate at the same rate when moving through the air (e.g., [4]). This notion 
of gravitational acceleration in visual motion has been observed from very early on in 
life, as demonstrated in studies where 5-7 month old infants begin implicitly to expect 
downward-moving objects to accelerate and upwardly-moving objects to decelerate 
[4-7]. Adults are also able to predict very accurately the time-to-contact (TTC) of a 
falling object with a surface [6, 8-9]. Finally, people utilize visual cues concerning the 
effects of gravity to perceive causality and the naturalness of motion [7, 10], to 
determine the absolute distance and size of falling objects [11-12], and to interpret 
biological motion [13]. 

The knowledge and experience that people have with the action of gravitational 
forces in nature has rendered this phenomenon as something natural and expected of 
object behavior. For instance, cues associated with gravity are widely utilized in the 
cinema in order to elicit illusions of size, where small objects appear full-sized when 
the frame speed is slowed down (e.g., [12, 14]). Consequently, sensory and motor 
mechanisms have evolved in order to account for the effects of gravity on objects, 
particularly those that are in motion (e.g., [7, 15-16]). It is therefore expected that our 
perception would be sensitive to the effects of gravity [17]. To date, however, 
researchers have typically looked at the effects of gravity on people’s perception of 
unimodal visual events. It has been hypothesized that the notion of gravity has been 
transformed and stored as an abstract representation that is accessible by the visual 
system and, thus, by any related neuronal mechanism (see [6, 18]). Support for this 
abstract representation of the influence of gravity comes from the observation that, in 
the absence of gravity-determined sensory cues, astronauts exposed to a falling object 
in the Spacelab initially expected the effects of Earth’s gravity to come into play and 
it took them several days in flight to adapt to this new environment [19]. 

Given the limited amount of multisensory research on the topic, and the 
importance of identifying the specific effects that gravitational forces exert on 
perceptual processing, we conducted the present study. In particular, we were 
interested in investigating the effects of gravity on the temporal processing of 
complex audiovisual events by looking at the sensitivity of humans to violations of 
the fundamental physical parameters determining the movement of real-objects. We 
presented normally-oriented and inverted audiovisual video clips of different objects 
(a ball, a piece of metal, and a book) being dropped vertically onto either a hard 
surface or water. We utilized these types of events due to the fact that in the case of a 
bouncing ball, for example, the relation between temporal and spatial parameters is 
defined only by gravity since there are no other forces affecting the movement. 
Additionally, we utilized normally-oriented and inverted presentations without 
altering any elements (e.g., the speed) in order to examine how gravity alone affects 
temporal perception. The video clips were presented either in synchrony or else 
desynchronized (see below for details) and the participants performed a temporal 
order judgment (TOJ) task in which they had to report which modality stream, either 
auditory or visual, they perceived to be leading. 

1.1   Methods 

Participants 19 participants (10 female) aged 20 to 34 years (mean age of 25 years) 
took part in this experiment. All of the participants were naïve as to the purpose of the 
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study and all reported having normal hearing and normal or corrected-to-normal 
visual acuity. The experiment was performed in accordance with the ethical standards 
laid down in the 1990 Declaration of Helsinki, as well as the ethical guidelines laid 
down by the Department of Experimental Psychology, University of Oxford. The 
experiment lasted for approximately 40 minutes. 

Apparatus and materials. The experiment was conducted in a completely dark 
sound-attenuated testing booth with the participants seated facing straight-ahead. The 
visual stimuli were presented on a 17-inch (43.18 cm) TFT colour LCD monitor 
(SXGA 1240x1024-pixel resolution; 60-Hz refresh rate), placed at eye level, 
approximately 68 cm from the participant. The auditory stimuli were presented by 
means of two Packard Bell Flat Panel 050 PC loudspeakers; one placed 25.4 cm to 
either side of the centre of the monitor. The audiovisual stimuli consisted of black and 
white video clips presented against a black background using Presentation (Version 
11.0; Neurobehavioral Systems Inc., CA). The stimuli and background were well 
contrasted. The video clips (300x280-pixel, Cinepak Codec video compression, 16-bit 
Audio Sample Size, 24-bit Video Sample Size, 30 frames/sec) were processed using 
Adobe Premiere 6.0. The stimuli consisted of normally-oriented or inverted video 
clips of: a small rubber ball falling into a glass of water, a metal object falling into the 
same glass of water, and a thick hardcover book falling onto a table. All of the clips 
were 466 ms long, with the duration of the event being equal to that of the entire clip, 
with both the auditory and visual signals being dynamic over the same period of time 
(e.g., starting from the beginning with book and ending with the point of contact with 
the table, respectively; the actual time that the ball, metal, or book was in motion 
between the hand and the glass or hard surface, respectively was 190 ms; Note here 
that the hand shown in the video only performed a release-motion, that is, there was 
no upward or downward movement of the hand). In order to achieve accurate 
synchronization of the dubbed video clips, each original clip was re-encoded using 
XviD codec (single pass, quality mode of 100%). 

At the beginning and end of each video clip, a still image and background acoustic 
noise was presented for a variable duration. The duration of the image and noise was 
unequal with the difference in their duration being equivalent to the particular SOA 
tested (values reported below) in each condition. This aspect of the experimental 
design ensured that the auditory and visual streams always started at the same time, 
thus avoiding the possibility that the participants might have been cued as to the 
nature of the audiovisual asynchrony with which they were being presented. In order 
to achieve a smooth transition at the start and end of each video clip, cross-fading was 
added between the still image and the video clip. The participants responded using a 
standard computer mouse, which they held with both hands, using their right thumb to 
make ‘vision-first’ responses and their left thumb to make ‘audition-first’ responses 
(or vice versa, the response buttons were counterbalanced across participants). 

Design. Seven possible SOAs between the auditory and visual streams were used: 
±200, ±133, ±66, and 0 ms. These SOAs were chosen on the basis of previous studies 
conducted on the temporal perception of object actions; cf. [20]). Negative values 
indicate that the auditory stream was presented first, whereas positive values indicate 
that the visual stream was presented first. The participants completed one block of 18 
practice trials before the main experimental session in order to familiarize themselves 
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with the task and the video clips. The practice block was followed by 5 blocks of 126 
experimental trials, consisting of three presentations of each of the 6 video clips at 
each of the 7 SOAs per block of trials. The various SOAs were presented randomly 
within each block of trials using the method of constant stimuli (see [21]). 

Procedure. The participants were informed that they would be presented with a series 
of normally-oriented and inverted video clips. The participants were also informed 
that on each trial they would have to decide whether the auditory or visual component 
appeared to have been presented first and that they would sometimes find this task 
difficult, in which case they should make an informed guess as to the order of 
stimulus presentation. The participants were encouraged to avoid guessing and to try 
to respond as accurately as possible. The participants did not have to wait until the 
video clip had finished before making their response, but a response had to be made 
before the experiment would advance to the next trial. 

1.2   Results 

The proportions of ‘vision-first’ responses were converted to their equivalent z-scores 
under the assumption of a cumulative normal distribution (cf. [22]). The data from the 
7 SOAs were used to calculate best-fitting straight lines for each participant for each 
condition, which, in turn, were used to derive values for the slope and intercept 
(Normally-oriented presentation: Ball and Metal, r2 = .99, p < .01, for both; Book: 
 r2 = .98, p < .01; Inverted: Ball and Metal, r2 = .99, p < .01, for both; Book: r2 = .98, 
p < .01; the r2 values reflect the correlation between the SOAs and the proportion of 
‘vision-first’ responses, and hence provide an estimate of the goodness of the data 
fits; see Fig. 1A). The slope and intercept values were used to calculate the just 
noticeable difference (JND = 0.675/slope; since ± 0.675 represents the 75% and 25% 
points on the cumulative normal distribution) and the point of subjective simultaneity 
(PSS = - intercept/slope) values (see [23] for more details). 

The JND provides a measure of perceptual sensitivity: More specifically, it 
provides a measure of the temporal asynchrony between two sensory signals (in this 
case, one auditory and the other visual) required in order for participants to judge the 
temporal order of the auditory and visual streams correctly 75% of the time. The PSS 
provides an estimate of the amount of time by which the event in one sensory 
modality had to lead the event in the other modality in order for synchrony to be 
perceived (or rather, for participants to choose the ‘vision-first’ and ‘sound-first’ 
responses equally often). For all of the analyses reported here, Bonferroni-corrected t-
tests (where p < .05 prior to correction) were used for all post-hoc comparisons. The 
JND and PSS data for each of the normally-presented and inverted audiovisual events 
were analysed using repeated measures analysis of variance (ANOVA) with the 
factors of Event Type (ball falling into water, metal falling into water, and a book 
falling onto a table) and Orientation of the video (normal vs. inverted). 

Analysis of the JND data revealed a significant main effect of the Orientation of 
the video [F(1,18) = 4.56, p<.05], with participants being significantly more sensitive 
at discriminating the temporal order of the auditory and visual streams when viewing 
the normally-oriented object action video clips (M = 69 ms) than when viewing the 
inverted video clips (M = 73 ms; see Fig. 1B). There was no main effect of Event 
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Fig. 1. A. Mean percentage of ‘vision-first’ responses plotted as a function of the SOA. B. 
Average JNDs for the normally-presented and inverted audiovisual stimuli. The error bars 
represent the standard errors of the means. Significant differences (P < .05) are highlighted by 
an asterisk. 

Type [F(2,36) = 2.22, p=.13] (ball, M = 76 ms; metal, M = 70 ms; book, M= 68 ms), 
nor any interaction between Event Type and Orientation [F(2,36) = 1.45, p=.25]. A 
similar analysis of the PSS data revealed no main effects or interactions (for 
Orientation [F(1,18) = 2.06, p=.20]; for Event Type [F(2,36) = 1.21, p=.31]; and for 
the interaction term [F(2,36) = 1.20, p=.31]). 

2   Discussion 

The results of the experiment reported here demonstrate that people’s ability to judge 
the temporal order of the auditory and visual components of desynchronized 
naturalistic video clips of objects falling under the influence of gravity is modulated 

A 

B 
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by the orientation of the video (i.e., normal vs. inverted): People are more sensitive to 
audiovisual asynchrony when viewing normally oriented videos than when viewing 
the same video clips when presented in an inverted orientation. Although the 
magnitude of this effect was small (mean change in the JND of 4 ms), it was 
nevertheless significant. This result is consistent with the view that the experience and 
knowledge that people possess concerning the typical effects of gravity on an object’s 
movement can affect people’s temporal sensitivity when violations of the 
fundamental physical parameters determining real-object movements are introduced.  
(Note that mental rotation cannot account for these findings given that participants did 
not have to make any judgments in terms of the identity of the stimuli but rather just 
to determine the temporal order in which the auditory and visual signals were 
presented. Thus, there was no particular reason for the participants to have attempted 
to rotate the inverted display back into their normal orientations, and hence mental 
rotation does not seem to provide a particularly likely explanation for the findings 
reported here.) The violations in this study were related to the fact that our 
participants presumably expected the inverted video clips to show an object 
decelerating as it ascended and anticipated a downward moving object as opposed to 
an object that was moving upward with a constant acceleration (as was the case here). 
It should, however, be noted that this result, impaired temporal sensitivity for the 
inverted videos, cannot be accounted for simply by suggesting an effect of familiarity 
on temporal perception (i.e., that people are less sensitive at judging the temporal 
order of unfamiliar, as opposed to more familiar, events), since no such inversion 
effect on temporal sensitivity was observed in any of our previous inversion 
experiments in which we compared people’s ability to judge the temporal order of 
normal-orientation versus inverted-orientation speech and music video clips [20].  

While a number of researchers have previously suggested that the inversion of 
objects that are falling under the influence of gravity exerts some influence on 
people’s temporal perception of those events, it is important to note that very few 
studies have actually examined such putative effects empirically. One such attempt 
was made recently using the ‘kappa effect’, which occurs when participants have to 
judge the duration of intervals marked by a series of stimuli occurring successively 
along a straight line. In the case of constant temporal separation and variable spatial 
distance between stimuli, the perceived temporal separation tends to increase as the 
actual spatial distance increases (see [24-26]). In order to examine how people’s 
understanding of gravity influences the ‘kappa effect’ in event perception, Noguchi et 
al. sequentially presented three circular stimuli on an inclined slope. The first two 
stimuli were displayed successively at fixed positions (depicting an object moving 
down the slope), and the third stimulus was presented in one of a number of different 
positions further down, or further up, the slope. Thus, the researchers were able to 
manipulate the temporal interval, the spatial distance, and the direction of movement 
(i.e., ‘sliding’ vs. ‘ascending’ of the three stimuli). The participants in this study had 
to try and estimate the perceived duration of the temporal gap that elapsed between 
the presentation of the second and third stimulus. The results showed that the 
perceived velocity of climbing tended to be slower than that of slipping, thus 
suggesting that people’s temporal perception can be affected by their experience and 
knowledge of the effects of gravitational forces on objects [25-26]. 
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More recently, Vatakis and Spence [20, 27] used videos of dynamic audiovisual 
stimuli in order to investigate the effects of stimulus inversion on the temporal 
perception of complex audiovisual stimuli. The participants in their study were 
presented with videos of speakers uttering speech and non-speech tokens, musical 
notes being played on the piano, and monkey vocalizations. The results of these 
studies showed that the inversion of the dynamic visual-stream had absolutely no 
effect on the sensitivity (i.e., JND) of participants’ judgments concerning the temporal 
order in which the dynamic auditory and visual stimuli were presented. By contrast, 
the inversion of the visual-stream resulted in it having to lead the auditory-stream by a 
greater interval in order for the PSS to be reached when people viewed audiovisual 
speech stimuli but not when they viewed musical notes being played on a piano, 
monkey vocalizations, or even humans imitating monkey vocalizations. Vatakis and 
Spence argued that their results were consistent with the view that the visual inversion 
of a face results in the loss of configural information due to and the recruitment of 
additional neural processing when viewing face stimuli as compared to other types of 
stimuli (see [28]). The present findings show a small but significant difference in the 
JND for normal versus inverted event presentation, but most importantly, inversion of 
the video had absolutely no effect on the PSS. Thus, our previously-observed finding 
that inversion only affects people’s accuracy in judging the temporal order of the 
auditory and visual streams of speech stimuli still stands. In addition, Vatakis and 
Spence’s [20] previous findings with non-speech stimuli further supports the effects 
of knowledge and experience of gravitational forces in the present findings. That is, in 
both the present and these previous studies, the PSS remained non-significantly 
different for normal versus inverted stimulus presentations for non-speech stimuli. 

It must be noted here that the limited number of studies conducted on the 
perceptual effects of the influence of gravity on object motion have all utilized 
unimodal visual stimuli (e.g., [29]). That is, no previous study has investigated the 
effect of people’s knowledge about gravity on multisensory information processing. 
In terms of the results of the present study, it seems likely that the JND effect on 
crossmodal TOJs reported in the present study was driven by the reduced sensitivity 
to the visual timing information when the videos were inverted. Given that in the 
present study we tested only two types of events (i.e., an object being dropped on a 
solid and a liquid surface) with relatively discrete and brief auditory signals, we are 
currently running follow-up experiments utilizing other relevant events of different 
durations with more extended continuous sounds (e.g., a marble rolling down a metal 
surface). Additionally, given that in the present study we did not require participants 
to fixate at a particular location on the screen, we cannot determine the effect of lower 
versus upper visual field perceptual processing in our results. That is, research has 
shown evidence that the control of visually guided motor actions is better processed in 
the lower visual field [30]. Thus, in follow-up experiments we plan to address this 
possible visual field confound by having participants fixate at certain screen locations 
during both our normally-oriented and inverted stimulus presentations. 
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Abstract. 237 participants listened to a 37 second extract of original music for 
solo piano, and were asked to retrospectively verbally estimate elapsed 
duration. Differences were found for age (mean estimate for ages 5-8: 76.11 
seconds, ages 9-10: 66.38, 11-13: 54.88 seconds, ages 14 to adult: 65.17 
seconds) and a correlation found between adult age and estimate. Estimates 
were found to be significantly longer for those who enjoyed the music, 
compared to those who disliked it. Elapsed duration was also judged 
significantly more accurately by experienced musicians and also marginally 
significantly more accurately by school teachers. Results are discussed in terms 
of memory, attention, and emotion. 

Keywords: Music perception, music and time, retrospective estimation, age, 
enjoyment, memory, attention, emotion. 

 

The phenomenological experience of elapsed duration is dependent on multiple and 
complex factors. These include, but are not limited to, working memory capacity, 
division of attention, and emotional state. Moreover, estimates of duration differ 
according to experimental paradigm employed (prospective or retrospective), length 
estimated (i.e., the sub- or supra-second level), and means of testing (verbal 
estimation, production, reproduction, or comparison). 

Whether musical time conforms to current models of psychological time (for a 
review see [20]) - such as internal clock or contextual change models (see [4]), or 
more recently proposed models of timing based on neural networks [9-10,14] – or 
whether ‘temporal production and estimation have special meanings in musical 
contexts’ [23, p. 214], remains as yet unclear. However, studies demonstrate that 
musical features do appear to influence the experience of elapsed duration, and that 
the extent and nature of this influence varies depending on multiple musical 
parameters. 

This study explores the effect of individual characteristics and preferences on 
estimates of elapsed duration during music listening, specifically, the effects of age, 
enjoyment, and level of musical training. Results are discussed with reference to 
memory, attention and encoding of musical information, and emotion. 
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1   Background 

How we plan, conceive of, structure, and reflect on our daily lives and experiences 
depends on the notion of time. Our lives exist in time, or rather, the events of our lives 
occupy and shape the time available to us over our biological existence. Most 
investigations of psychological time employ one of four methods of measurement - 
verbal estimation, reproduction, production, and comparison (for a summary see [19]) 
– and relies on one of two timing paradigms; the prospective paradigm (or 
‘experienced duration’), in which a person is aware an estimation of elapsed duration 
will be required; and the retrospective paradigm (or ‘remembered duration’), in which 
the person is unaware such judgment will be required. The former has largely been 
explored and theorised in terms of levels and foci of attention (for instance, the more 
attention paid to the passing of time, rather than the salient event, the longer the 
estimate) [4], and the latter chiefly in terms of memory resources (as the sequence of 
events experienced must be recalled, and time elapsed gauged) [4]. 

Prospective estimation of time is usually discussed in relation to internal-clock 
models [4], or, more recently, neural models [9] of time perception, while 
retrospective experience is most often represented by a form of ‘contextual-change’ 
model [4], which proposes that estimations of duration rely on recall of the number of 
‘changes’ perceived in environmental context during the salient interval (the more 
changes registered, the longer the estimate of duration). Models also vary depending 
on the length of interval concerned, with different processes considered to be relevant 
for various lengths of duration whether at the sub- or supra-second level [26]. 
Neurological studies, which have implicated areas involved in time estimation 
including the cerebellum, cortex areas (SMA), and basal ganglia (for a summary see 
[20]), also suggest regions involved depend on length of duration in question [26,29]. 

Studies of experienced elapsed duration have most frequently employed the 
prospective paradigm, as this allows for collection of multiple data points per 
participant, whereas retrospective estimations require participants’ ignorance of the 
purpose of the study (i.e., perception of time) until after the salient event. However, 
the latter paradigm perhaps better reflects the everyday experience of temporal 
duration, as daily events are rarely consciously timed but their duration may be 
reflected on in retrospect. Moreover, much existing empirical literature concerning 
time estimation employs intervals in the range of 100ms to 2-3 seconds, often 
examining implicit, or motor, responses. The retrospective paradigm is more directly 
applicable to the explicit estimation of longer durations (from a few seconds to an 
interval of minutes or more), but studies of this nature are currently few in 
comparison with their prospective equivalents. 

It should however be borne in mind that the fine-grained distinctions and binary 
delineations in time perception models and paradigms sketched out above are often 
problematic, in that any one category in isolation may fail to sufficiently explain 
empirically obtained results, and hence risk limiting the scope of such findings. 
Importantly, studies exist which propose prospective and retrospective duration 
estimation may rely on similar mechanisms [7], and models have been developed 
which assign equal importance to processes of attention and memory [8], rather than 
aligning the former chiefly with prospective estimates, and the latter with retrospective. 
The theory of ‘break points’ in the different brain areas involved depending on the 
length of time in question has also been empirically challenged [29]. 
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Data for the current study were collected during a nine-week residency at the 
Science Museum, London (each Tuesday-Thursday from 17th January to 17th March 
2011, as part of the ‘Live Science’ programme in the ‘Who Am I?’ gallery). The 
study took place in a dedicated research room, in which temperature, ambient noise, 
lighting, visual information and stimulus volume were carefully controlled throughout 
the study (by use of a thermometer and a decibel monitor in the case of the first two 
measures). The chosen environment allowed for wide demographic penetration, and 
data from a breadth of age ranges from age 5 to adult. 

The study employed a retrospective paradigm and verbal estimation method. 
Verbal estimation is one of the most common methods of assessing experienced 
duration during music listening (e.g., [3,25,36]). This is partly due to its suitability for 
assessing intervals in excess of 30 seconds, which is considered to be the upper limit 
of intervals suitable for the reproduction paradigm [19], and also due its relevance for 
the music listening experience, which rarely involves the tracking of passing seconds 
and minutes. 

Study of the effect of music listening on retrospective estimation of time is a 
relatively new, yet growing, field of interest. Empirical investigation has suggested 
that atmospheric music influences perception of time [1-2,31], and that estimates may 
be influenced by music’s mode [36], familiarity [2], and harmonic variation [15]. This 
study aimed to assess whether two common findings concerning the perception of 
time – that there is an effect of age on time perception, and that enjoyment influences 
our perception of the passing of time – hold when the event concerned involves music 
listening. In addition, the study aimed to examine whether there is any evidence to 
support the notion that musical training may enhance awareness of elapsed duration 
during music listening, i.e., whether experienced musicians give significantly more 
accurate retrospective estimations compared to non-musicians. 

Age has been shown to effect estimation of elapsed duration, with older adults and 
children giving less accurate estimations than other age groups [30], and older adults 
giving longer verbal estimations than younger [5]. It is thus predicted that the current 
study will find that estimates of the duration of the experience of listening to a piece 
of music become longer with age in teenagers and adults (hypothesis 1, H1). Time 
perception studies have also examined differences in time perception of young 
children, often in the age range of 5-8 years of age [12]. However, studies examining 
the development from age 5 (when a concept of time is thought to be under-
developed, or at least not yet verbally expressible, see [17] for a review), to post age-8 
(when a concept of duration is considered to emerge [17,32]), and into puberty, have 
been rare. As children develop a sense of units of time as expressed in seconds and 
minutes around the age of 8, it is predicted that the current study will demonstrate 
more variable, and hence on average higher, estimates from the age group 5-8 
compared to that following development of durational expression at age 11-13 
(hypothesis 2, H2). 

Models and theories of time perception are increasingly recognising the significant 
role played by emotion in experience of elapsed duration; early internal-clock models 
such as those based on scalar timing [18] now incorporate an arousal component  
(see e.g., the ‘attentional-gate’ model, [4]), consumer studies acknowledge to an  
ever-greater extent the influence of affective state on experience of subjective time 
[1,20-21], and neurological studies have even begun to explore the notion that time 
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may indeed only be represented as a series of emotional moments [10]. Both arousal 
and valance (or enjoyment/liking/pleasantness of the stimulus) have been shown to 
influence estimates of duration, although studies vary with regard to whether negative 
or positive valence leads to higher arousal, and hence longer estimates [11]. 

The purpose of engagement in music listening is considered to be linked to music’s 
power to induce emotion [23]. Hence it is no surprise that experience of duration 
during music listening appears to be no exception in the link between psychological 
time and emotion. Studies have suggested that retrospective estimates vary depending 
on music’s valence, with positively valenced music leading to higher estimates [3], 
and on subjective ratings of enjoyment [1,36], where ratings of higher pleasantness 
have been shown to correlate with higher estimations [36]. It is hence predicted that 
the current study will demonstrate higher estimates from those who rate enjoyment of 
the music higher than others (hypothesis 3, H3). 

Musicians have been shown to demonstrate more accurate motor timing than non-
musicians [16,34] but little is known of musicians’ estimation of durations exceeding 
the millisecond to 1-2 second range.  On the basis of these previous studies, and given 
that awareness of elapsed duration during music engagement is a key skill in 
musicianship, it is predicted that the current study will demonstrate more accurate 
estimates from experienced musicians (age 18-40, see below for criteria used for 
categorisation) compared to non-musicians (hypothesis 4, H4). 

As familiarity with a musical stimulus has been shown to significantly effect 
estimation of elapsed duration during music listening and ratings of preference of 
musical stimuli [2,33], a bespoke composition for piano solo, Time To Go, by 
Matthew Woolhouse, was used in this study. The piece was selected from a number 
of possible compositions after receiving feedback from prospective participants (who 
did not go on to participate in the current study, as it was required that they be 
unfamiliar with the chosen stimulus). The listeners rated the composition highly in 
terms of ease of listening and entertainment value, and hence it was considered an 
ecologically valid selection. Other criteria that influenced the choice of piece include 
the tempo (100bpm, which is considered to be the preferred tapping rate for young 
adults [20], who represent the average age of Science Museum visitors eligible to 
participate in the study1) and timbre (piano solo, and hence effectively modified using 
software employed, Logic Pro and Audacity). 

2   Method 

2.1   Participants 

Participants were museum visitors who volunteered to take part in the experiment. 
The age range of the 237 participants (118 female) was 5 to 79 years (mean: 27.18 
years), after exclusion of 25 participants due to various data corruptions.2  

                                                           
1  Although school children represent a large portion of museum visitors, they were unable to 

participate due to lack of parental consent. 
2  These include the following: other museum visitors walking into the room during the listening 

stage of the experiment, interruption of the listening stage by the museum voiceover 
announcement, visitors’ failing to follow experimental instructions, and non-normal hearing. 
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After they had taken part in the experiment, all participants were asked to confirm 
they had not been aware that the experiment would ask for an estimation of time 
before they took part, and data for any who were of aware of the purpose of the study 
were excluded. 

2.2   Stimulus 

All participants heard a 37 second extract (one-second fade out to end) taken from the 
beginning of an original tonal composition by Matthew Woolhouse, Time To Go, for 
solo piano (major key, consistent tempo of 100bpm). The stimulus was created using 
Logic Pro and Audacity from a midi recording made by the composer. 

2.3   Procedure 

Participants were informed that the experiment concerned ‘music and the mind’, and 
that they would be asked to listen to a piece of music and answer a series of questions, 
following which they would be offered the opportunity to discuss the project and 
results collected to date. They were told that the entire experience would last 
approximately 10 minutes and asked to sign a consent form. 

Participants first listened to the 37-second stimulus through Sennheiser HD201 
closed-back headphones, and were then asked to press ‘next’ on the computer at 
which they were sitting, and respond to a series of questions (designed for the current 
study). The first of these asked ‘Without looking at your watch or a clock, how long 
do you think you were listening to the music?’ (and gave a ‘minutes’ and ‘seconds’ 
box, one above the other).3 In terms of practical musical experience, participants were 
asked ‘Have you ever had any formal music training at any time in your life (i.e. 
instrumental or singing lessons)?’ and ‘Do you currently play a musical instrument 
and/or sing?’ If participants responded ‘yes’ to either question, they were also asked 
to state how long this engagement had lasted (in years). To obtain ratings of 
enjoyment, participants were asked ‘How much did you enjoy listening to the music?’ 
(1 = I didn’t like it at all, 7 = I liked it a lot). The question, and the use of a seven-
point scale, was based on previous studies employing the retrospective paradigm to 
investigate experience of elapsed duration during music listening [25,36]. However, 
the term ‘pleasant’ (used for [25,36], in which participants were all university 
students) was rejected in favour of the simpler terms ‘enjoy’ and ‘like’, in order for 
the question to be as clear as possible for all ages (from 5 years old). 

The study was granted ethical approval by the Psychology Research Ethics 
Committee of the University of Cambridge. 

3   Results 

Analysis was conducted using one-tailed t tests (as all hypotheses predict direction) 
and Pearson product-moment correlation coefficients, except where stated otherwise. 
Participants were separated into four age categories: 5-8 (N = 9), 9-10 (N = 13), 11-13 
(N = 17) and 14 to adult (N = 126).  
                                                           
3  The question formulation, and the use of two response boxes, was based on previous studies 

of retrospective estimation using music and a verbal estimation method [see e.g., 1,3,25,36]. 
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Responses ranged from 6 to 300 seconds.4 49 of the 237 responses were 
underestimates of the actual duration of 37 seconds (20.7% of total response, the 
remainder being overestimates) and the average duration reported across all participants 
was 72.25 seconds. 

While public access to the experiment allowed sampling across a wide range of 
ages and levels of musical expertise, it also meant that the make-up of the population 
of participants was, from time to time, subject to considerable change. 71 of the total 
237 participants took part in the experiment during a school holiday week which 
occurred within the period of the experiment. Analysis confirmed a significant effect 
[t(233) = -3.684, p < 0.001] of the altered environment during this school holiday (age 
range: 5 to 67, mean age: 20.34, mean estimate: 89.8 seconds) on duration estimation, 
compared to the 166 non-school holiday participants (age range: 5 to 79, mean age: 
30.49, mean estimate: 64.83 seconds). This difference is largely owing to the 
differences in the under-18 population. Comparison of under-18 year olds only 
between the school-holiday (N = 47, mean age: 10, mean estimate: 96.49 seconds) 
and non-school-holiday (N = 48, mean age: 11, mean estimate: 61.27 seconds) groups 
also revealed a significant difference in estimation [t(93) = -3.214, p. <0.01]. Owing 
to these differences, data collected during the school holiday period has been 
excluded from all analyses detailed below.5 

3.1   Age – Children (Three Groups: 5-8, 9-10, 11-13) 

Mean estimates were: ages 5-8: 76.11 seconds, ages 9-10: 66.38 seconds, and ages 
11-13: 54.88 seconds (see Fig. 1). 
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Fig. 1. Duration estimates for 37-second extract by participants 5-14 years of age 

                                                           
4 Two outliers (defined as more than 2SD from the mean) were removed from the total data set 

for all analyses discussed in this study; one outlier of 1,200 seconds from the school holiday 
under-18 group, and one of 600 seconds from the non-school holiday 5-8 group. 

5 For examples of studies exploring the notion that ‘our feeling for time is fundamentally 
inseparable from our subjective [emotional] experience of the environment’ [see 11, p.512]. 
However, influence of overall atmosphere or holiday environment on experience of elapsed 
duration is currently little understood. 
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A significant difference was detected between the 5-8 and 11-13 [t(24) = -2.048;  
p < 0.03] categories, with older children giving shorter responses (no significant 
difference was detected between the 5-8 and 9-10, or 9-10 and 11-13 groups). The 
data also revealed that estimates in children became more accurate between the ages 
of 5 and 14 (Pearson's r = -0.2712, t = -1.826, DF = 42, p < 0.04). 

3.2   Age – 14 to Adult 

In participants aged 14 and above (N  = 126, mean age: 36.63, mean estimate: 65.17 
seconds) a correlation was also found between age and duration estimate [r = 0.288, t 
= 3.348, DF = 124, p < 0.01], with estimates increasing in line with age (see Fig. 2).  
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Fig. 2. Duration estimates for 37 second extract by participants aged 14 years of age and over 

3.3   Enjoyment 

Analysis of duration estimates of participants age 14 and above (N = 73, mean age: 
39, mean rating: 4.89), and excluding experienced musicians and teachers (for reasons 
discussed below), revealed a significant effect of enjoyment, with those who reported 
enjoying the music giving higher estimations of elapsed duration (Pearson's r = 
0.1941, t = 1.667, DF = 71, p < 0.05). There was no evidence of correlation for 
younger participants. 

3.4   Musical Experience 

A subset of the data was used to explore the effects of musical experience. Time 
estimations of non-musicians (defined as those who do not currently play a musical 
instrument and who responded with a maximum of 1 year to the question ‘Have you 
ever had any formal music training at any time in your life (i.e., instrumental or 
singing lessons)?’) were compared with experienced musicians (defined as having 
over 5 years’ musical training and/or those who have engaged in regular playing of a 
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musical instrument for the last 10+ years). 18 years of age was selected as the lower 
limit, as UK schools offer instrumental tuition from year four (age 8-10) [27], and 
hence 18 would be the lower limit of participants possessing 10+ years of training. 13 
of a total of 17 (76.47%) experienced musicians were evenly distributed within the 
range 18-40 (with the remaining third including disparate ages), and hence 40 was 
selected as the upper limit for inclusion of data from both non-musician and 
experienced musician categories. This delineation also ensured average age was 
relatively consistent across the two experimental groups (mean age = 28.41 and 27.15 
respectively), as was enjoyment rating (average rating = 5.16 and 4.46 respectively). 

Average estimates for the groups were 68.97 seconds for non-musicians (N = 32, 
mean age: 28.41) and 47.08 seconds for experienced musicians (N = 13, mean age: 
27.15) respectively. Analysis revealed a significant effect of musical training [t(43) = 
-1.767; p < 0.05], with experienced musicians giving shorter, more accurate estimates. 

3.5   Profession - Teaching 

Qualitative data gathered during the study suggested that teachers considered 
themselves to have an accurate sense of elapsed duration. Due to the high volume of 
school trips visiting the Science Museum, a comparison was possible between 
estimates of teachers and non-teachers. Current teachers with over ten years’ teaching 
experience (N = 6, mean age: 46, age range: 39-50) were compared to non-teachers 
within the same age range (N = 13, mean age: 43, age range: 39-48)6.  

Average estimates for the teacher and non-teacher conditions were 46.67 seconds 
and 82.46 seconds respectively. Analysis revealed a marginally significant effect of 
being employed in the teaching profession [t(17) = -1.467, p < 0.09]. 

4   Discussion 

The current study used a retrospective paradigm to examine verbal estimations of 
elapsed duration of a 37 second extract of bespoke tonal music. Age was found to be a 
determining factor in duration estimates, with 5-8 year olds giving significantly 
higher responses than children aged 11-13 (thus supporting H1). For participants aged 
14 to adult, estimates were found to correlate significantly with age; increased age 
resulted in longer estimates (H2). Estimates of elapsed duration also became longer 
with increased rating of enjoyment (H3). Finally, estimates given by experienced 
musicians were found to be significantly shorter than non-musicians (H4). There was 
also some evidence that teachers’ estimates of elapsed duration were also marginally 
significantly shorter than non-teachers. 

Retrospective estimation of elapsed duration of a salient event requires recall of the 
information processed in memory. A contextual-change model would suggest that the 
more changes perceived in the interval, the higher the estimate. However, a purely 
memory-based interpretation does not suffice to explain the above findings, and a 
more attention-based explanation appears more relevant here. 

                                                           
6  Results collected during the school holidays were excluded, due to factors discussed above. 

There was no overlap between teachers and experienced musicians. 
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Firstly, the finding that estimates of elapsed duration become longer with 
enjoyment appears to challenge the notion that ‘time flies when you’re having fun’; 
however, this is consistent with previous studies and models demonstrating a 
difference between prospective estimates (when elapsed duration is estimated as 
being shorter if enjoyment is high) and retrospective (when the reverse is the case). 
The result is also in line with previous studies demonstrating a correlation between 
perceived time during music listening and valence [3]. The retrospective paradigm (in 
which attention is not consciously divided between the tracking of time and the salient 
event, when an attentional-gate model may be useful) invites the application of an 
information processing theory here; higher enjoyment of the event results in higher 
levels of engagement, more attention paid to the salient event, and hence a richer 
encoding of the information presented. When retrieved from memory, the information 
encoded is more extensive and detailed compared to those whose engagement was at 
a lower level, and a longer assessment of elapsed duration results.  

Experienced musicians were found to give significantly shorter estimates than non-
musicians, which could also be considered in relation to the above theory - musicians 
may have encoded the musical information more efficiently than non-musicians. A 
musician’s memory of the music as chunks of information (e.g., chords rather than 
separate notes) could lead to a shorter estimate compared to a non-musician. This 
would also be consistent with the contextual change model of time, which suggests 
that experience of time becomes longer as stimulus complexity increases [4], as a 
greater amount of information is processed and stored over the time interval. 
Experienced musicians may have found the stimulus less complex than non-
musicians, and thus recalled shorter elapsed duration. Moreover, musical processing 
requires attention to hierarchical structures in time, with expectations of metrical 
pattern being formed based on rhythmic patterns [22]. With extensive expertise in 
processing metrical information, musicians may have been able to allocate attention 
to the music (at a constant 100bpm) more efficiently, and thus encode the information 
in a less detailed, more schematic way. Furthermore, owing to more accurate timing 
processing, musicians may have formed more accurate expectations of metrical 
events, compared to non-musicians. Non-musicians would therefore have experienced 
a greater level of violation of expectation (compared to musicians), resulting in an 
increase of affect (summarised in [28]), and thus longer responses. 

The notion of attention remains central to the finding in relation to teachers. The 
teachers all visited the museum with their respective school groups, and attention is 
likely to have been diverted from the salient event (music listening), in favour of 
thinking through the distribution of the children in the gallery, and the logistics of the 
school visit. This diversion of attention would have resulted in lower levels of 
encoding of the musical information, and hence shorter estimates. However, 
participant numbers in the teacher and non-teacher conditions (N = 6 and N = 13, 
standard deviations = 24.22 and 56.73 seconds, respectively) were relatively small, 
and further research with larger sample sizes is required to further investigate this 
trend. 

Results for the age group 5-8 compared to 11-13 year olds confirm that verbal 
expression of experienced time is not yet developed at this age, and hence the method 
may not have adequately reflected time perception [13]. However, results relating to 
participants age 14 to adult may be interpreted, as those discussed above, in terms of 



134 M. Phillips and I. Cross 

attention allocation and resource. Studies have shown that the greater attention paid to 
a task, the shorter the estimate of elapsed duration (summarised in [6]). Teenagers 
may not have devoted as much attention to listening to the music as adults, which 
would lead less musical information encoded in memory, and subsequently to shorter 
estimates. Age differences could be present in the data because of differences in time 
perception that are apparent in temporal behaviour (spontaneous tapping rates) 
between children (350ms), young adults (600ms), and adults (700ms), as summarised 
by [20]. The 100bpm tempo would feel faster to older adults than to younger adults, 
and this could lead to an increase in pacemaker rate and higher arousal, and thus to 
longer estimates of elapsed duration. 

Attention processes have often been neglected in retrospective estimation 
literature, in favour of theories of memory. However, the findings of the current study 
challenge this tendency, and call for attention to feature more adequately in 
retrospective models, particularly where emotional stimuli are employed. Moreover, 
the results herein could offer new directions for research concerning the effect of 
emotion on time perception, as it is recognised that: i) the field requires a 
standardisation of emotional stimuli in order to further elapsed duration models [11], 
ii) time discrimination has been shown to be better when the intervals contain 
auditory rather than visual information [35], and iii) music is considered an effective 
inducer of emotion [24]. There is therefore scope for affective musical stimuli to 
become the standard emotional stimuli required by the field of time perception and 
emotion. 

Finally, the results of this study suggest that current theories of experience of 
elapsed duration are relevant to music listening, providing the process of attention is 
sufficiently accounted for in retrospective models. However, the findings also call for 
redefinition of these models in musical situations - musical structure exists, and is 
perceived, as a series of hierarchically organised events in time, and it is according to 
the perception of such a hierarchy (dependent on various factors, including musical 
experience and engagement) that experience of elapsed duration during music 
listening must be modelled. 
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Abstract. A debate about the nature of the influence of attention on prospective 
timing exists. According to one approach, attention directly influences the in-
ternal clock and determines how many pulses emitted by a pacemaker will be 
accumulated in a given time unit ("direct-impact" hypothesis). According to a 
different view ("indirect-impact" hypothesis), attention does not influence the 
internal clock directly but rather indirectly. In order to test the "direct-impact" 
hypothesis, an experiment was conducted, in which the amount of attentional 
resources available for timing was determined before the onset of a target inter-
val. It was found that prospective timing of a target interval was affected by the 
manipulation, which took place before it even started. Although the results do 
not allow discarding the "indirect-impact" hypothesis, they are certainly consis-
tent with the "direct-impact" hypothesis. Further research is needed in order to 
determine which approach can provide the best explanation for the findings. 

Keywords: Attention, Attentional Gate Model, Internal Clock, Prospective Du-
ration Estimation. 

1   Introduction 

Time perception researchers draw a distinction between prospective and retrospective 
timing [1-4]. Prospective timing refers to a situation where, for a given period of time, 
a person is aware that a duration judgment will have to be made following this period. 
In retrospective timing, the person is only aware that a judgment about time has to be 
made after the targeted interval ends [5-6]. The present article focuses on the role of 
attention in prospective timing and more specifically on how attention can affect the 
internal clock. 

Important support for a central role of attention in prospective timing comes from 
resource allocation manipulations, more specifically from using a dual-task paradigm. 
In the context of time estimation, a typical finding obtained with this paradigm is that 
the manipulation of a non-temporal task has a direct influence on temporal perfor-
mance; in particular, increasing the difficulty of a non-temporal task results in impaired 
temporal performances [5, 7]. Moreover, when two temporal tasks are processed  
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simultaneously, there is an impairment of temporal performance in both tasks [8]. It 
has also been shown that, when performing simultaneously a non-temporal and a tem-
poral duration discrimination task, the efficiency varies as a function of the amount of 
attention dedicated to the tasks. As more attention is devoted to time, duration is per-
ceived as longer and fewer discrimination errors occur [9-10]. 

A robust characteristic of prospective timing is that when target intervals of equal du-
rations are encoded under high or low mental load conditions (i.e., with a difficult or an 
easy concurrent non-temporal task, respectively), they are under- or over-reproduced, 
respectively. A mirror picture is obtained for production: equal target durations are 
over- or under-produced under high or low mental load conditions, respectively. The 
Attentional-Gate Model (AGM) [11] provides a good explanation for this mirror effect 
[12]. According to the AGM, a pacemaker emits pulses at a given rate, determined by 
the level of arousal, and these pulses are filtered through an attentional gate that leads to 
an accumulator. The more attention allocated to time, the wider the opening of the gate 
and thus the more pulses amassed in the accumulator. Under high mental load condi-
tions the gate is not widely opened and the number of pulses accumulated in the accu-
mulator is lower than when the concurrent non-temporal task is an easy one (and the 
gate is widely opened). Reproduced intervals reflect the number of pulses in the accu-
mulator and thus equal clock-time intervals will be reproduced as longer intervals when 
the target interval is encoded under low than under high mental load conditions. 

In production tasks, a representation of a target interval is retrieved from memory 
and is stored in reference memory. The internal clock is then starting to operate in a 
process similar to that of reproduction. The process is stopped when a match between 
the number of pulses accumulated in the accumulator and the representation in refer-
ence memory is achieved. This will take a longer period when the production is made 
under high mental load than when production is made under low mental load. The 
reason for that is that under low mental load more attentional resources are allocated 
for timing, the attentional-gate is widely opened and the flow of pulses to the accumu-
lator is faster than under high mental load conditions which narrow the attentional-
gate. Since according to the AGM, the attentional gate is a central part of an internal 
clock, a basic assumption of the model is that attention has a direct impact on the in-
ternal clock ("direct-impact" hypothesis). 

In contradiction to the AGM, the Basic Internal Clock Module (BICM) [13] argues 
that the internal clock is only comprised of a pacemaker and an accumulator and that 
attention does not have any direct impact on it ("indirect-impact" hypothesis). Ac-
cording to this view, the BICM is not affected directly by mental load conditions. 
However, when attention is distracted from timing, the accumulator resets back to ze-
ro and then starts counting pulses anew. A reset event may occur, according to this 
model, with a probability that is higher the more intensive the distraction level is. 
Thus, when encoding of a target interval is done under high mental load conditions, 
the probability of a reset event is higher than when encoding is done under low mental 
load conditions. As a result respective reproduction will be longer when timing is 
done under low than under high mental load conditions. The mirror effect of produc-
tion is explained in a similar way. In more general terms, BICM assumes that time es-
timation has to compete with other tasks for attentional resources, and even though 
this does not affect the accumulation of pulses it might cause the model to sometimes 
"forget" to pay attention to time. 
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Thus, both the AGM and BICM models provide explanations for the mirror effect, 
but each explanation rests on different grounds. Whereas the AGM posits that an at-
tentional-gate is a central part of an internal clock and attention has a direct impact on 
it, the BICM model posits that an attentional-gate is not needed and attention does not 
have a direct effect on the internal clock. 

The aim of the present study is to test the "direct-impact" hypothesis. The rationale 
for the test is based on the following assumption: If attention allocation for timing can 
be manipulated such that the attention allocation policy is determined before the onset 
of a target interval, and if during the target interval itself no attentional distraction ex-
ists, then no impact of the attentional manipulation on perceived targets' interval dura-
tions should be recorded, if the indirect-impact hypothesis is valid. However, if this 
attentional manipulation has an impact on perceived duration of target intervals with-
out the existence of concurrent attentional distractions, this will indicate that attention 
have a direct impact on the internal clock. 

1.1   Manipulating Foreperiods 

One method by which attention allocation for timing during encoding of a time interval 
can be determined before the start of a target interval is by manipulating the character-
istics of the foreperiod. Grondin and Rammsayer [14] manipulated the duration of the 
foreperiod – that is, the period of time preceding an interval to be timed – in a duration 
discrimination task. Typically, foreperiods are used to study participants' preparation 
for responding to a signal in a reaction time experiment [15-16]. Grondin and Ramm-
sayer obtained two main results. Firstly, the target intervals following foreperiods are 
perceived as longer when the foreperiods are actually longer. Secondly, foreperiods’ 
length only has an impact when they are varied randomly from trial to trial. When the 
same foreperiods are held constant within a session, there is no effect on perceived tar-
get intervals' durations. Grondin and Rammsayer suggested a potential explanation for 
the foreperiod effect, based on the AGM [11]. Using this theoretical framework, 
Grondin and Rammsayer hypothesized that the probability of occurrence of the first 
signal marking time increases with the passage of time, with the result that more atten-
tion is allocated to temporal information. Consequently, the gate opens more widely 
when longer foreperiods are used, leading to greater temporal accumulation during 
brief target intervals, which immediately followed foreperiods, i.e., longer perceived 
durations of the target intervals. 

The foreperiod effects observed by Grondin and Rammsayer [14] could also be ac-
counted for by the notion of temporal uncertainty (TU) [17]. TU refers to the degree 
of certainty by which the duration of a forthcoming interval can be predicted. The 
higher the TU, the more attentional resources are allocated for timing the foreperiod. 
Attention allocation policies adapt to the TU of a given context. Since the probability 
of occurrence of the signal increases as a function of foreperiod length, the TU asso-
ciated with the foreperiod diminishes conversely. Therefore, the attentional resources 
disengaged from the foreperiod's time dimension and become available for anticipat-
ing the forthcoming target interval. Consequently, lengthening foreperiod duration 
decreases TU, while increasing its variability generates more TU. Such manipulations 
directly impact the level of temporal uncertainty and thus lead to variable levels of at-
tentional resources being allocated to timing. The study of Grondin and Rammsayer 
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demonstrates how manipulations, which might change the amount of attentional re-
sources allocated for timing, can affect prospective timing, even though they took 
place before the start of the target interval. 

1.2   The Present Study 

The general purpose of the present study is to test the attentional preparation account 
of the foreperiod and TU effects on perceived duration by replicating Grondin and 
Rammsayer’s [14] findings and by adding a new manipulation of a different type by 
which attention allocation policy can be influenced. For this purpose, two manipula-
tions affecting attentional processing during the foreperiod are proposed. The first 
manipulation concerns the duration range of the foreperiods to be used. More specifi-
cally, if the influence of foreperiod length is due to attention, it should be cancelled 
out, or at least reduced, when very long foreperiods are used, given that, at some 
point, no additional attentional resources should be available for attending to the sig-
nal to be timed.  

The second manipulation concerns the notion of TU and its impact on attention  
allocation policies. We wanted to find out if instructions delivered to generate expec-
tations that foreperiod could vary have an influence on perceived duration and sensi-
tivity. Inducing TU about the length of the foreperiod via instructions should lead to 
shorter perceived duration and to weaker temporal sensitivity because, as more atten-
tion is allocated to the temporal dimension of the foreperiod, less attention should be 
available for timing the target interval. These experimental manipulations enabled the 
testing of the "direct-impact" and "indirect-impact" hypotheses.  

As explained earlier, if the PFs durations and levels of TU associated with its vari-
ability are found to affect perceived durations of brief target intervals which follow 
foreperiods, and no attentional distraction exists during the target interval itself, then 
attention must have a direct impact on the internal clock. 

2   Method 

2.1   Participants 

The participants were 19 female and 13 male adult volunteers ranging in age from 19 
to 25 years. All participants were undergraduate or graduate students at Laval Univer-
sity and were paid $32 (Canadian) for taking part in this experiment. All participants 
had normal hearing. 

2.2   Apparatus and Stimuli 

The presentation of the auditory intervals and the recording of the participant’s re-
sponses were computer-controlled using E-prime 3.0 software. The auditory stimuli 
were 1000-Hz square wave tones. The intervals to be discriminated were silent dura-
tions (empty intervals). The empty intervals were marked by onset and offset tones 
10-ms in duration, presented binaurally through headphones (Sony MDR-V600) with 
an intensity of approximately 70 dB SPL. 
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2.3   Procedure 

Each trial consisted of the presentation of a single empty interval. An experimental 
session was initiated by 10 presentations of a 100-ms standard interval followed by 
five blocks of 80 trials each. On each trial, an empty interval shorter or longer than 
the 100-ms standard interval was presented. There were four durations shorter (79, 85, 
91, and 97 ms) and four durations longer (103, 109, 115, and 121 ms). Within each 
block, each of these eight intervals was presented 10 times in random order. Also, 
what is called the foreperiod is the period of time from completion of the participant’s 
response to the preceding trial to the onset of the following stimulus presentation. 

Participants were divided in four groups –8 participants in each group– according 
to two between-subject independent variables, with two levels each. The first be-
tween-subject variable is called “foreperiods mixing mode”. Participants were ran-
domly assigned to one of two equal groups, corresponding to the two levels of the 
variable. In the variable foreperiods group (VF), foreperiods were completely ran-
domized across interval durations. In the constant foreperiods (CF) group, foreperiods 
were held constant within a session, but varied from session to session. Within each 
mixing mode group, participants were divided in two halves, regarding the instruc-
tions they were told before the experimental sessions. 

Half the subjects were informed that the foreperiod might vary from trial to-trial 
(group “cued as variable”), while the other half received no information regarding the 
foreperiod (group “uncued”). Table 1 summarizes the different experimental conditions. 

For all participants, there were seven foreperiod durations (300, 400, 500, 600, 
1200, 1800, and 2400 ms). In the VF group, these were grouped in two different types 
of sessions, which introduced a two-level within-subject independent variable called 
“duration range”: Short (300, 400, 500 and 600 ms, randomly mixed) and Long (600, 
1200, 1800 and 2400 ms, randomly mixed). There were four sessions of each type, 
one session consisting in 5 blocks of 80 trials. In the CF group, there were seven ses-
sions, one with each foreperiod. That is, in the CF group, foreperiod constitutes a 
seven-level within-subject independent variable.  

Participants were seated at a table in a dimly lit, sound attenuated room. Partici-
pants’ task was to decide whether the presented empty interval was shorter or longer 
than the 100-ms standard interval by pressing “1” (short) or “3” (long) on the com-
puter’s keyboard. The instructions for the participants emphasized accuracy: there 
was no requirement to respond quickly. After each response, a variable foreperiod 
preceded the next empty interval to be presented. Each participant was run individu-
ally. Each experimental session lasted approximately 25 min. 

2.4   Data Analysis 

All trials were kept for analysis. For each participant and for each foreperiod, an 8-
point psychometric function was traced, plotting the eight comparator intervals on the 
x-axis and the probability of responding “long” on the y-axis.  

The cumulative normal distribution was fitted to the resulting curves. Two indices 
of performance were estimated for each psychometric function, one for sensitivity and 
one for the perceived duration. As an indicator of temporal sensitivity, estimates of 
the standard deviation (SD) on the psychometric function were determined. For this 
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purpose, the difference between the x values corresponding to .84 and .16 probabili-
ties of “long” responses, on the y-axis, was divided by 2. Using one SD (or variance) 
is a common procedure to express temporal sensitivity [18-19]. 

The other dependent variable was temporal bisection point (BP). The bisection 
point can be defined as the x value corresponding to the .50 probability of “long” re-
sponses on the x-axis. The observed shift of the bisection point for different forepe-
riod conditions can be interpreted as an indication of differences in perceived  
duration. Thus, longer perceived durations are reflected by smaller bisection point 
values. This implies the assumption that with the uncertainty conditions of the present 
experiment, participants employed the same response criterion for all foreperiod con-
ditions and that the differences in the distributions of “long” and “short” responses 
depend on the perceived duration in each foreperiod condition [20]. 

Table 1. Summary of the different experimental conditions 

Instructions Variable Constant 
Informed 
(“The  
foreperiod 
may vary”) 

SHORT range LONG range  

Four durations: 
 
 300, 400, 500 and 
600 ms 

Four durations: 
 
600, 1200, 1800 
and 2400 ms 

Seven durations: 
 
 300, 400, 500, 
600, 1200, 1800, 
2400 ms 

Not informed 
(No informa-
tion about the 
foreperiod) 

SHORT range LONG range  

Four durations: 
 
 300, 400, 500 and 
600 ms 

Four durations:
 
600, 1200, 1800 
and 2400 ms 

Seven durations: 
 
 300, 400, 500, 
600, 1200, 1800, 
2400 ms 

* Double lines are used to separate conditions performed by different subjects. 

3   Results 

The results are presented first for the variable experimental group followed by the re-
sults in the constant group. 

3.1   Variable Group 

Perceived duration and sensitivity patterns observed in the variable group are illus-
trated in Figure 1. To validate the presence of statistically significant effects, a split-
plot ANOVA 2 x 2 x 4 (Instructions x Duration range x Relative foreperiod length) 
was performed on each dependent variable. Regarding the BP (Figure 1, Upper Panel),  
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the main effect of the relative foreperiod length was significant, F(3, 42) = 44.99, p < 
.001, η2

p = .76. The Relative foreperiod duration x Duration range interaction was also 
significant, F(3, 42) = 5.40, p = .003, η2

p = .28. Post-hoc multiple comparisons were 
conducted using Tukey HSD (with α = 0.05 and qHSD = 4.52). There was no significant 
difference between any of the means in the long range, while in the short range, the 
shortest foreperiod (300 ms) generated significantly higher BPs than the two longest 
foreperiods of both ranges (500, 600short, 1800 and 2400 ms). There was no main ef-
fect of Instructions (cued as variable vs. uncued), F(1,14) = 1.33, p = .268, η2

p = .087. 
For SD (Figure 1, lower Panel) the Relative foreperiod length was significant, F(3, 

42) = 7.59, p < .001, η2
p = .35. Moreover, the Relative foreperiod length x Duration 

range interaction was also significant, F(3,42) = 6.51, p = .001, η2
p = .32. Post-hoc 

Tukey tests (α = 0.05 and qHSD = 4.52) reveal that the 2400 ms foreperiod generated 
significantly lower variability than the 300, 400, and 500 ms foreperiods in the short 
range condition, and than the 600 ms in the long range condition. There was no In-
structions effect, F(1,14) = 0.92, p = .353, η2

p = .062. 
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Fig. 1. Mean bisection point (upper panel) and mean standard deviation (lower panel) (± stan-
dard error of the mean) as a function of the relative foreperiod length (1, 2, 3, 4) and the dura-
tion range (short vs. long), in the mixed foreperiod group (for short foreperiods: 1 = 300 ms, 2 
= 400 ms, 3 = 500 ms, 4 = 600 ms ; for long foreperiods : 1 = 600 ms, 2 = 1200 ms, 3 = 1800 
ms, 4 = 2400 ms) 
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These results showed that longer foreperiods result in longer perceived duration, 
but this applies most importantly with foreperiods belonging to the short range. As 
regards SD, longer foreperiods resulted in better temporal sensitivity but interestingly, 
this beneficial effect was observable only in the long duration range.  

3.2   Constant Group 

Perceived duration and sensitivity patterns observed in the constant group are de-
picted in Figure 2. A 2 x 7 (Instructions X foreperiod) ANOVA according to a split-
plot design was performed on each dependent variable (BP and SD). For BP, there 
was no foreperiod effect, F(6, 84) = 1.82, p = .106, η2

p = .12. However, the instruc-
tions effect (cued as variable vs. uncued) was significant, F(1,14) = 4.81, p = .046, η2

p 
= .26 (Figure 2, upper Panel). Regarding the SD, there is a foreperiod effect, F(6, 84) 
= 4.15, p = .001, η2

p = .23, and a significant linear decrease as a function of the fore-
period length, F(1, 14) = 16.25, p = .001. A pair wise comparison test adjusted with 
the Bonferroni procedure revealed that only the 300 vs. 1800 ms comparison led to a 
significant difference (p = .024). The Instructions effect was not significant. 
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Fig. 2. Mean bisection point (upper panel) and mean standard deviation (lower panel) (± stan-
dard error of the mean) (± standard error of the mean) as a function of the foreperiod length, in 
the constant foreperiod group 
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3.3   Comparison of Variable and Constant Groups 

A 2 x 2 ANOVA on the between-subjects factors (Foreperiod Mixing Mode and In-
structions) was conducted on the mean BP and mean SD. In both cases, no main ef-
fect was significant.  

The Instructions X Mixing mode interaction was significant for the BP, F(1,32) = 
4.84, p = .036, η2

p = .15 (Figure 3), but not for SD. 

90
92
94
96
98
100
102
104
106
108
110

variable constant
Foreperiod Mixing Mode

B
is

ec
ti

o
n

P
o

in
t 

(m
s)

90
92
94
96
98
100
102
104
106
108
110

variable constant
Foreperiod Mixing Mode

B
is

ec
ti

o
n

P
o

in
t 

(m
s)

90
92
94
96
98
100
102
104
106
108
110

variable constant
Foreperiod Mixing Mode

B
is

ec
ti

o
n

P
o

in
t 

(m
s)

90
92
94
96
98
100
102
104
106
108
110

variable constant
Foreperiod Mixing Mode

B
is

ec
ti

o
n

P
o

in
t 

(m
s)

0

5

10

15

20

25

30

35

variable constant
ForeperiodMixingMode

S
ta

n
d

ar
d

 D
ev

ia
ti

o
n

(m
s)

0

5

10

15

20

25

30

35

variable constant
ForeperiodMixingMode

S
ta

n
d

ar
d

 D
ev

ia
ti

o
n

(m
s)

0

5

10

15

20

25

30

35

variable constant
ForeperiodMixingMode

S
ta

n
d

ar
d

 D
ev

ia
ti

o
n

(m
s)

0

5

10

15

20

25

30

35

variable constant
ForeperiodMixingMode

S
ta

n
d

ar
d

 D
ev

ia
ti

o
n

(m
s)

Informed
Not informed

 

Fig. 3. Mean bisection point (upper panel) and mean standard deviation (lower panel) (± stan-
dard error of the mean) (± standard error of the mean) as a function of the instructions and the 
foreperiod mixing mode 

4   Discussion 

The purpose of the experiment conducted in this study was to test the “direct- impact 
hypothesis.” This was done by trying to influence perceived durations of brief target 
intervals by manipulating foreperiods' characteristics and level of TU during forepe-
riods, before the onset of target intervals. Thus, we should first check whether these 
manipulations produced the expected outcomes. 

The variable foreperiod effect on temporal discrimination reported by Grondin and 
Rammsayer [14] and Bendixen, Grimm, and Schröger [21] has been replicated here. 
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In the variable foreperiod paradigm, longer foreperiods resulted in longer perceived 
duration, but there was no such effect when foreperiods were held constant within a 
session.  

Our results support the main predictions regarding temporal uncertainty and atten-
tional limits. Firstly, reducing temporal uncertainty regarding the foreperiod by  
increasing its length led to longer perceived duration of brief target intervals, which 
followed foreperiods, and, as expected, this was true in the variable condition only. 
Moreover, in the constant group, generating temporal uncertainty via instructions in-
fluenced the perceived duration of target intervals. False expectations about the fore-
period’s variability in this condition resulted in shorter perceived duration. 

As regards SD, the results did not reveal a pattern comparable to the one observed 
for perceived duration. Temporal sensitivity increased with longer foreperiods in the 
long range condition only. Although perceived duration was affected by the forepe-
riod in the short range condition, there was no difference for temporal sensitivity be-
tween the 300, 400, 500, and 600 ms foreperiods. As in Grondin and Rammsayer 
[14], the effects observed across the different experimental conditions were more con-
sistent for perceived duration than for temporal sensitivity. It should be noted, how-
ever, that the pattern of results obtained here regarding discrimination performance 
and foreperiod's duration might be domain specific and therefore should be further 
tested in different domains (see [12]). It should be noted that the notion of a forepe-
riod, as used in the present study, is related to the inter-trial interval and thus may  
involve a confounding with time pressure. A short foreperiod means not only high 
temporal uncertainty in variable foreperiod conditions, but also less time to recover 
from one trial and prepare for the forthcoming one. This confounding should be 
eliminated in future research using the current paradigm. 

4.1   The Attentional-Gate Model and Temporal Uncertainty 

Temporal uncertainty refers to the level of unpredictability of a temporal signal [2], 
and this uncertainty has a direct impact on timing performance [23-24]. Indeed, with 
high temporal uncertainty, more attention is required to process temporal information 
efficiently. In the present experiment, two manipulations were intended to affect tem-
poral uncertainty: foreperiod length (and variability) and instructions given to the par-
ticipants.  

The effect of the first manipulation can be accounted for by the temporal uncertainty 
notion within the frame of the AGM [24]. TU has a direct impact on attention alloca-
tion policies, with greater TU resulting in a greater amount of attentional resources be-
ing allocated to time. Introducing variability in the foreperiod creates uncertainty about 
its duration. With high levels of TU about the foreperiod, more attentional resources 
are allocated to process it, and fewer resources are thus available to process brief target 
intervals, which immediately follow foreperiods. As foreperiod length increases, the 
probability of occurrence of the interval's onset increases, thereby reducing uncertainty 
about the time remaining in the foreperiod. In other words, with long foreperiods, more 
attention is available for timing the target interval. According to the attentional-gate 
model, time signals from an emitting pacemaker are filtered through a gate, and the 
gate's degree of opening is a function of attention. More attention leads to a wider gate 
opening and, consequently, to a greater accumulation of temporal information. In brief, 
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reducing TU during the foreperiod allows more attention to be allocated to the target 
interval, produces a wider opening of the attentional gate, and leads to more accumula-
tion of temporal information. The final result of this cascade is greater perceived dura-
tion and greater temporal sensitivity. The current interpretation is further supported by 
findings, which demonstrated the lengthening effect of allocating more attention on 
perceived durations of brief intervals (e.g., [25-26]). Similarly, Enns, Brehaut and 
Shore [27] reported that brief flashes in attended locations were perceived to last 
longer than the same flashes in unattended locations. 

Regarding the instructions given to participants, it was anticipated that they would 
induce a form of uncertainty based on expectations rather than on the experience 
gained from previous trials. The results with the variable group suggest that temporal 
variability was easily detected with experience and, consequently, that instructions 
had no additional impact. Therefore, when foreperiods were variable, there was no 
difference between groups based on the instructions they received. However, a sig-
nificant instruction-dependent difference was observed when foreperiods were held 
constant within a session. In this case, expecting foreperiod variability, when there 
was no such variability, led to shorter perceived duration.  

We propose the following explanation to account for the effects of instructions and 
foreperiod length on perceived duration. The basic assumption is that one always at-
tends to the time dimension of any stimulus [28]. When one is instructed that forepe-
riods are going to be constant or variable, one will test the foreperiods first in order to 
verify whether the instructions are correct or not. When it is not only the instructions 
that are "variable" but the foreperiods as well, it takes only a few trials to confirm this 
consistency; temporal uncertainty then increases and attentional resources are  
allocated to timing, up to a limit imposed by the length of the foreperiod. When the 
foreperiod is constant, one has to keep testing the hypothesis suggested by the instruc-
tions. This means allocating attentional resources to the foreperiod on a constant ba-
sis, which makes it impossible to allocate all attentional resources to timing later on. 
Therefore, timing is performed using fewer resources and this leads to shorter per-
ceived durations due to a reduced opening of the attentional-gate. When instructions 
are "constant" and foreperiods variable, one trial might be enough to conclude that the 
foreperiods are actually variable. In this case, no more testing is needed and temporal 
uncertainty is created, as in the previous scenario. Finally, when foreperiods are con-
stant and consistent with the instructions, the hypothesis is confirmed after a while 
and no more testing is needed; in other words, no more attentional resources are allo-
cated for testing the foreperiods' duration and no temporal uncertainty is created.  

The previous explanation predicts that shortening will occur only when participants 
are not informed about the variability of the foreperiod, and foreperiods are variable 
because the variable-variable condition does not require that resources be allocated 
for further testing. In the constant-variable condition, variability wins out because 
there is no need for further testing; there is also no need for further testing in the case 
of constant-constant sessions. However, in the variable-constant condition, it is im-
possible to confirm the hypothesis since foreperiod variability might be induced at 
any point in the session; as a result, participants have to test the hypothesis throughout 
the session, which places a constant demand on resources. 

This study provides additional evidence of the critical role of attention in prospec-
tive timing. It highlights the impact of temporal uncertainty on attentional resources  
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allocation by showing that it can be induced by random foreperiod duration, but only 
up to a given duration, due to the limits of attention resources. It also illustrates the role 
of temporal expectations, which are apparently tested against the actual perceptual in-
put, a testing that is demanding in terms of resources and, thus, has an impact on the 
amount of resources left for the timing process itself, which comes after the foreperiod 
interval. Therefore, temporal expectations should be taken into account while design-
ing and interpreting timing experiments. Following this study, a question that remains 
open for further exploration is why temporal sensitivity is not affected by TU.  

5   Summary and Conclusions 

The main purpose of the present study was to test the "direct-impact" hypothesis re-
garding the nature of the impact attention has on the internal clock in prospective tim-
ing. As discussed earlier, the findings obtained in the study clearly demonstrated that 
perceived durations of brief target intervals were affected by manipulating the charac-
teristics of foreperiods before the onset of target intervals. Since no attentional dis-
tractions of any sort existed during target intervals it is plausible to assume that what 
affected perceived durations was the amount of attentional resources available for 
timing at the onset of a target interval. Target intervals were brief, and therefore 
available attentional resources were those available for timing at the end of the pre-
ceding foreperiod. The available resources affected timing via the attentional-gate, 
which is a central part of the internal clock. This argument is supported by the com-
patibility between the length of obtained perceived durations and predictions based on 
the AGM, in the different experimental conditions. Overall, these findings indicate 
that attention has a direct impact on the internal clock in prospective timing. While 
the findings are well explained by the AGM model it seems that the BICM model can 
also provide an explanation for them, by using a more general attentional theory 
within the framework of a cognitive architecture (see [29]). Another possibility that 
should be considered is that temporal uncertainty might increase the probability of a 
reset event due to distractions during a timing task. Further research is needed in order 
to enable an accurate definition of the internal clock and its components as well as the 
nature of its interaction with attention in prospective timing tasks. 
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Abstract. During the decades following Piaget’s work, it has been believed that 
correct judgments of durations require sophisticated reasoning abilities that 
emerge at about 8 years of age. However, a number of researchers have demon-
strated that young children's poor judgments in classical Piagetian tasks are not 
due to their inability to judge time correctly, but rather to their limited atten-
tional capacities. Recent research has therefore concentrated on further investi-
gating the development of abilities to discriminate durations in young children 
on the basis of the temporal tasks initially used with animals within the frame-
work of the internal clock theories. This manuscript reviews and discusses the 
results of these studies.  

Keywords: Child, Time Perception, Timing, Attention. 

1   Introduction 

“What is real time unless it is time which has been or could be experienced.” 
Bergson (1968) 

 
What is time really? Time is what my watch shows me, most men and women would 
reply. And what does this watch show you? The movements of a hand about an axis. 
So time is movement! And do humans confuse time with movement, then? But time 
cannot be reduced to the way we measure it. The distance traveled that we read from 
our watches is only one representation of time among others invented by human be-
ings in order to be able to measure its passing with precision. So what, truly, is time? 
What, after all, does it matter what time is, what does it matter whether it exists or 
not? If we experience it then, psychologically, it exists. As Bergson [1] says, “time is 
purely and simply an item of data relating to our experience… and we want to hold 
onto that experience”.  

By adopting this postulate, psychologists have left the debate about the true nature 
of time to philosophers and physicists so that they, for their part, are free to try to 
study its psychological reality through the feelings and behaviors of human beings in 
the face of time. As a result, they have been led to ask a number of questions. If time 
exists at the psychological level, why should children, who have no sophisticated re-
presentation of time, not also be capable of precise temporal estimates? Is there a 
"primitive sense" of time? What neurological mechanism is responsible for this sense 
of time? If such an internal mechanism for measuring time exists, then why and under 
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what conditions do young children find it difficult to estimate time correctly? How 
can we explain the illusions to which they are frequently subjected in which time 
stretches and contracts as the context changes? Are they due to a specific problem in 
measuring time or to a more general cognitive problem? Over the last twenty years, 
this series of questions has reawakened considerable interest in the study of time. 
Nevertheless, due to methodological reasons, which are fairly easy to understand, stu-
dies of time estimation behaviors in children are still quite rare. We shall, neverthe-
less, attempt to summarize the most recent works conducted in this field by focusing 
on the behaviors involved in the estimation of durations in tasks similar to those em-
ployed in animals. As the young philosopher, Jean-Marie Guyau [2], said in his essay 
on the genesis of the idea of time, it is in the expectation and frustration of the child 
who cries as he stretches out his arms to his nurse that the idea of the future, the idea 
of time, is born. 

2   The Pioneering Studies of Time Estimation Capabilities in 
Children 

The work conducted by Jean Piaget has greatly influenced studies of child psychology 
in a number of different fields. In his constructivist theory of children’s intellectual 
development, Piaget described how young children explore their environment by 
means of their senses and actions. The primitive understanding of the physical world, 
therefore, appears to be grounded in sensorimotor knowledge. It is only at the transi-
tional period of 7-8 years, when children accede to the concrete operational stage, that 
they think logically and manipulate the symbolic representations, which enable them 
to solve complex problems. As far as duration is concerned, Piaget’s theory conse-
quently considers that young children are unable to evaluate time accurately since 
their time judgments are derived from their feelings concerning their internal states or 
from their sensorimotor experience. For example, children estimate durations as a 
function of the quantity of work accomplished or effort produced. Children, who were 
asked to transfer lead disks or wooden disks to a wooden box for a given period, 
thought that the task of transferring the lead weights took longer than that of transfer-
ring the wood because it required greater effort [3]. Numerous studies which have va-
ried the nature of the non-temporal information (e.g., number of changes, speed, light 
intensity) presented during the period to be estimated have confirmed that young 
children initially estimate durations as a function of their content [4-8]. However, 
children’s ability to estimate time accurately emerges earlier than these pioneering 
psychologists thought. In most cases, the estimation of time does not require logical 
reasoning about time. As we will see below, infants with only limited conceptual ca-
pacities are able to estimate time. Finally, the fact that children distort time in certain 
conditions does not mean that they do not possess a basic time discrimination capabil-
ity. The question is to determine the contexts in which children’s time judgments are 
or are not accurate and why? 

When only a small number of cues are used or the duration of events is familiar, 
children's temporal estimations improve [9-12]. This finding led Fraisse [13] to sug-
gest that children's time estimates may be based only on a single cue. In other words, 
if children are to process time correctly, their attention must not be distracted by  
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non-temporal information. Their attention must be to focus on time. They must be 
aware of the relevance of time. Pouthas, Droit, Jacquet, and Wearden [14] showed 
that children younger than 10 years of age, although with some exceptions at 7 years, 
did not spontaneously think about the temporal features of a task. That is why the 
temporal instructions given by adults play such an important role in the establishment 
of temporal behavior in young children. In a temporal operant conditioning situation, 
in which the responses were reinforced after a fixed interval of 30 s (FI), Droit, Pou-
thas, and Jacquet [15] showed that 60% of children aged from 4 to 6 years exhibited 
erratic response patterns when given minimal instructions, but succeeded in regulating 
their time-related behavior as soon as they were given temporal instructions. 

When temporal behaviors are governed by verbal rules or when participants have to 
be aware of time in order to process it accurately, we talk about the explicit processing 
of time. A fundamental distinction must be drawn between the implicit and the explicit 
processing of time [16]. The former is involved in the processing of short durations, in 
motor timing as in the case of finger tapping, in time conditioning and in implicit tem-
poral learning involving multiple trials and a long series of sessions such as those used 
in studies in animals. The latter is mainly involved in the processing of longer dura-
tions, in the judgment of new and unpredictable events, and in temporal tasks involving 
smaller numbers of trials. Precisely, most of the experiments conducted in human 
adults have used instructions and a small number of trials. The presented events are  
often new and the participants are not exposed to any repeated experience of their du-
rations. In addition, as noted by Zakay [17], in real life, time is rarely relevant for an 
optimal adaptation to the environment. Finally, humans frequently make explicit 
judgments, with the result that accurate time judgments may well be the exception ra-
ther than the rule. Moreover, human adults use counting strategies because they are 
well aware of the inaccurate nature of their temporal estimates in most situations. To 
summarize, because the majority of the employed experimental conditions have used 
an explicit judgment of time, human subjects, and children in particular, have often 
been found not to judge time accurately. Their time estimations are distorted and they 
judge durations to be shorter or longer than they actually are. Consequently, time 
judgments in humans cannot be reduced to the reading of a sort of internal clock. As 
suggested by grounded time theory [18,19], time judgments are also derived from af-
fective states and sensorimotor experiences. This is why, in our description of the de-
velopment of time-related knowledge, we talk in terms of "multiple time” in the case 
of younger children and “unique time” when referring to children older than 7 years 
[20-22]. This “multiple time” takes the form of items of temporal knowledge specific 
to each event duration experienced in a particular context. In contrast, “unique time” 
reflects an awareness of a homogeneous time, which is independent of context, i.e., the 
concept of time referred to by Fraisse [13]. However this may be, after the work of the 
early psychologists had shown that children’s temporal judgments are context-
dependent, the main aim of the next generation of psychologists was to find empirical 
data demonstrating children’s ability to estimate time accurately. 

3   Temporal Conditioning 

In order to find empirical demonstrations of children’s ability to estimate time accurate-
ly, psychologists have employed the same temporal tasks that have been successfully 
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used to investigate timing in animals. First of all, they adapted temporal conditioning 
paradigms with arbitrary temporal intervals, which do not correspond to any biological 
rhythm, for use in children. The most frequently cited study in this domain is the study 
of the classical conditioning of an autonomic reflex (pupillary dilation and constriction) 
conducted by Brackill and Fizgerald [23] in 1 month old infants. In this study, a 4 s 
change in lighting conditions (light offset or light onset) occurred at a constant temporal 
interval (20 s; unconditioned stimulus, UCS) and was systematically found to produce a 
pupillary reflex (UCR). During the test trials when the UCS was not applied, the in-
fants’ pupils continued to contract or dilate. This clearly demonstrates that the infants 
had perceived the passage of time during the interval. The evidence relating to the tem-
poral conditioning of heart rate responses and their deceleration in anticipation of the 
UCS is somewhat weaker [24]. However, Colombo and Richman [25] recorded the 
heart rates of 4-month-old infants during the repetitive presentation of a 2 s stimulus at 
an interval of 3 or 5 s, and observed a deceleration in the infants’ heart rates each time 
the stimulus was omitted. These different findings are consistent with the observations 
of Brannon and co-workers [26,27] who found that the brain activity of 10-month-old 
infants exhibited a change in negative polarity (mismatch negativity) amplitude when a 
temporal deviation occurred in a stream of tones produced at a regular 1500 ms inters-
timulus interval. For a regular or rhythm temporal structure of stimuli, if infants are able 
to predict the occurrence of a stimulus at a precise temporal interval, then we can con-
clude that they have perceived the temporal regularity of events.  

Faced with these findings showing that children are able to anticipate the temporal 
occurrence of events, researchers have used operant conditioning procedures to at-
tempt to examine whether young children are also able to regulate their temporal be-
havior. Viviane Pouthas [28-29] used a Differential Reinforcement of Low response 
rate (DRL) schedule, replacing the lever in the Skinner box by a large red button and 
the food by slides displayed on a screen. In this experimental condition, when child-
ren aged of 2 to 5 years had to delay their responses by a given period in order to see 
a slide, some of them succeeded in spacing their responses at a given temporal inter-
val (DRL 10 or 15 s). However, most of them failed to withhold their responses. The 
fixed-interval schedule of reinforcement (FI) has been tested in an attempt to over-
come this problem of behavioral inhibition in young children. In contrast to the DRL, 
the responses produced during the fixed temporal interval have no consequence in FI. 
In this condition, some of the children aged from 4 to 7 years exhibited a low or a 
high rate of responding, i.e., they either waited for the required temporal interval be-
fore responding or they pressed the button constantly [15,30-32]. However, as in the 
DRL, most of the children produced erratic patterns when they did not receive any 
explicit temporal instructions, even after 10 training sessions [15,32-33]. It is very re-
grettable that the poor performances achieved by children are not always reported in 
the literature given that they illustrate a behavioral reality at a given age. Indeed, 
within the framework of operant temporal conditioning, young children’s poor per-
formances can be explained in terms of the difficulty they experience in preventing 
themselves from responding rather than on the basis of a specific timing deficit. It is 
well known that young children have limited motor inhibition capacities [34]. Moreo-
ver, temporal regulation in children has been found to improve when they are kept 
busy and engaged in motor activities (collateral activities) during the waiting period 
[29, 35]. Droit [36] compared two schedules of temporal reinforcement, one in which 
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3-year-old children had to produce a given temporal interval between two button 
presses (DRL 5 s) and the other in which they had to keep the button pressed down 
for a critical duration (differential reinforcement of response duration, DRRD). In 
both conditions, an external clock indicated the target duration over a total of four 
training sessions. During the four test sessions that followed, only the children in the 
DRRD condition succeeded in producing accurate timing responses. In the DRRD 
condition, some 3-year-olds even reported that they had pressed hard on the button 
while they were timing their responses. The inhibition of motor responses is thus a 
critical factor in the emergence of temporal behaviors in children.  

Finally, it is in infants that temporal performance in FI seems to be the best. Lowe, 
Beasty, and Bentall [37] reported examples of infants who were able to wait in an FI 
condition. More precisely, the response pattern they produced was similar to that ob-
served in animals, i.e., a pause followed by a progressive increase in responses 
through to the end of the fixed interval. More surprising still, Darcheville, Rivière, 
and Wearden [38-39] observed low-rate patterns of responding in infants aged from 3 
to 23 months for different FI values ranging from 10 to 80 s. The infants made long 
pauses that were appropriate given the duration of the fixed interval. They then 
touched the touch-sensitive screen to obtain reinforcement [40]. Taken overall, these 
results obtained in children by means of temporal conditioning procedures reveal that 
very young children can implicitly learn temporal intervals or event durations and ad-
just their temporal behavior accordingly. However, as children become older, their 
behavior seems to become resistant to simple control by reinforcement over time. 
Consequently, one of the major challenges involved in the development of time dis-
crimination abilities is to find an experimental task that can be used both in verbal and 
non-verbal children, i.e., at all the levels of the ontogenetic scale. 

4   Early Ability to Discriminate Time in Bisection: Weber’s Law 
Holds! 

After many attempts to use temporal conditioning procedures, simpler temporal dis-
crimination tasks similar to those used in animals have been tested in children, name-
ly the temporal generalization task [41-43], and the temporal bisection task [43-44]. 
Of these tasks, the one that has been most frequently used is probably the temporal bi-
section task [45]. This task was originally used in rats by Church and Deluty in 1977 
[46], and was then adapted for use in human adults by Allan and Gibbon [47] and 
Wearden [48]. In this task, the participants are presented with two signal durations: a 
short (S) and a long (L). In the test phase, they are then presented with comparison du-
rations, which are either equal to S and L or have an intermediate value between S and 
L. The participants must either categorize the comparison durations as short or long 
[47] or judge whether these durations are more similar to the short or to the long stan-
dard duration [48]. In addition, some studies have also provided feedback for the two 
anchor durations during the test phase [47,49,50] while others have not [51-53]. De-
spite these experimental variants, the psychometric functions obtained in bisection in 
human adults are close to those observed in animals. The proportion of comparison 
durations judged as more similar to L (p(long)) systematically increases with the sti-
mulus duration value. According to Church and Deluty [46], the results obtained in 
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bisection in rats suggest “that they have some sort of internal clock that they can read” 
(p. 223). Consequently, Wearden [48] concluded that humans possess an internal 
clock that is in many ways similar to that found in animals. 

 

Fig. 1. Psychometric function in a temporal bisection task in 4-month-old infants. Proportion of 
long responses (p(long)) plotted against stimulus durations. 

We recently succeeded in adapting this temporal bisection procedure for use in in-
fants as young as 4 months old [54]. During a training phase, the infants were pre-
sented with two sounds, namely a short (0.5 s) and a long sound (1.5 s). They were 
then trained to look to the left after S and to the right after L (counterbalanced order), 
with a correct response resulting in the appearance of a picture on the side toward 
which the infant had looked (left or right; reinforcement). During the test phase, the 
infants were presented with S and L and sound durations of intermediate values (750, 
1000, 1250 ms). In this phase, S and L were followed by reinforcements either imme-
diately or after a 3 s interval. The first look to the right, to the left or elsewhere, and 
the time spent by the infants looking in these directions for a period of 3 s following 
the sound were recorded. As shown in Figure 1, in this bisection procedure, the in-
fants exhibited orderly psychometric functions with p(long) increasing with the stimu-
lus duration (i.e., they looked to the right for longer after L). This indicates that they 
were sensitive to changes in sound durations. In addition, in bisection, three indexes 
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of temporal performance are calculated: the Bisection Point (BP), the Difference Li-
men (DL), and the Weber Ratio (WR). The BP is the point of subjective equality, i.e. 
the stimulus duration (t) that gives rise to p(long) = .50. The DL is the just noticeable 
difference (t(p(long) = .75) - t(p(long) = .25) /2), i.e., the smallest change in stimulus 
durations that is detected and produces a change in behavior. 

The WR is the DL divided by the BP. Participants with a low WR exhibit a fairly 
high sensitivity to change in duration and produce very steep psychometric functions 
in bisection tasks. In contrast, participants with a high WR exhibit variable temporal 
discrimination capabilities. In others words, their sensitivity to time is poor, and their 
psychometric functions particularly flat. In our study, the infants obtained a BP of 
860, a value which was closer to the geometric mean (√S × L) (GM) than to the 
arithmetic mean (S + L /2) (AM) of the two anchor durations (500/1500). In addition, 
their WR was .32, thus indicating that they could discriminate differences in durations 
of 275 ms. This finding is consistent with the results obtained by means of a habitua-
tion paradigm in 6-month-old infants by VanMarle and Wynn [55] and by Brannon, 
Suanda, and Libertus [56]. These authors showed that the infants looked longer at the 
same event (Sylvester the cat moving his head from right to left during a sound, in 
one study, and a cow puppet opening and closing its mouth in the other) when its 
presentation duration varied by a ratio of 1:2 regardless of the absolute value of the 
durations tested (i.e., 0.5 vs. 1 s, 2 vs. 4 s and 1.5 vs. 3 s).  

In addition, to account for the infant data obtained in bisection tasks, we modeled 
their data using the mathematical models proposed by the Scalar Timing Theory 
[57,58], namely the Sample Known Exactly (SKE) model developed by Gibbon  [59] 
for animals and the Difference Modified (DM) model developed by Wearden [48] for 
human adults. These two models use the same parameters. They differ only in the 
type of decision rule employed. In the DM model, this decision rule is based on dif-
ferences, whereas in the SKE model it is based on ratios. The DM model responds 
long if S*-t > L*-t and short if S*-t < L*- t. In contrast, the SKE model 
responds long if (L*/t) < (t/ S*), and vice versa. It appears that the modified SKE 
model fits the data observed in infants better than the DM model, while the reverse 
appears to be true for older children [44]. This finding is explained by a smooth  
age-related rightward shift in the localization of the BP from a value close to the 
geometric mean to a value closer to the arithmetic mean of the two anchor durations, 
although a BP at the GM has also been observed in older children in certain experi-
mental conditions [60]. The BP has systematically been found to be close to the GM 
rather than the AM of S and L in animals [46,61-62], while, with only a few excep-
tions [47], it has regularly been found to be closer to the AM than the GM in human 
adults. The development of decision processes is thus a major factor that may explain 
age-related changes in the establishment of the BP [63-64]. In addition, Wearden, and 
Ferrara [65-66] have demonstrated that the localization of the BP is mainly deter-
mined by the ratio between the two standard durations. A small ratio (< 1:2) - when it 
is not easy to distinguish between S and L - shifts the BP from the AM to the GM of S 
and L. We can thus assume that infants find it more difficult than older children or 
adults to bisect durations that differ by a ratio of 1:3. Using a habitation paradigm, 
Brannon et al. [56] showed that 6-month-old infants were able to discriminate two du-
rations that differed by a ratio of 1:2 ratio (1.5 vs. 3 s) but not of 2:3 (1 vs. 1.5, 2 vs. 3 
s) while older infants aged 10 months succeeded in both conditions. Furthermore, in 
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our temporal bisection model, which enables us to account for infants’ bisection per-
formances, we found it necessary to add a parameter, which corresponds to the proba-
bility of producing a random response on each trial, irrespective of the stimulus dura-
tion. In particular, this parameter explains the high proportion of long responses for 
the shortest comparison durations. We can therefore conclude that the clock system 
that is thought to be responsible for the perception of time in animals and human 
adults is probably functional at an early age. However, infants’ ability to discriminate 
time is often masked by the high proportion of random responses that are produced. 
This is probably due to the inattentiveness of the subjects or to the experimental pro-
cedures used which, despite all the experimental ingenuity shown by researchers, ra-
pidly become boring for young children.  

Studies conducted in older children which have used a wide variety of durations, 
both shorter (0.2/0.8; 0.15/1.05; 0.5/1; 0.4/1.6 s) [43, 63,67-68] and longer than 1 s 
(1.25/2.5; 1/4; 2/8; 4/8; 4/10; 8/20, 15/30 s) [44,60,69-71], and which have primarily 
involved a ratio of 1:2 or 1:4, have obtained orderly psychometric functions from 
children in all age groups, from 3 to 10 years. At all ages, these children detect the 
differences in stimulus durations and the probability that they will respond long varies 
in consequence. This observation, however, applies to duration ratios ≥ 2:3 (Zélanti & 
Droit-Volet, in preparation). In the case of smaller ratios (3:3.6), 30 % and 45 % of 5-
year-old children, respectively, succeeded in producing quite orderly psychometric 
functions with a short (0.5/0.6 s) and a long duration (4/4.8-s), while 80 % and 95 %, 
respectively, of children aged 8 years succeeded in these two duration conditions. In 
addition, according to the scalar properties of timing, which have received widespread 
confirmation both in animals and human adults, time estimates are accurate on aver-
age, while temporal sensitivity also remains constant as durations vary [72]. This is 
exactly what we have found in children of different ages [41,44,67]. Children's tem-
poral behaviors conform perfectly to the scalar property of variance. Two methods are 
currently used to test this property. The first consists in calculating the WR, which is 
itself a sort of coefficient of variation (SD/M), and verifying whether it remains con-
stant with different durations. The second consists in testing the superposition of the 
psychometric functions when plotted on the same relative scale. We found that child-
ren’s WR remained constant with different durations and that their psychometric 
functions superimposed well both for durations longer and shorter than 1 s as shown 
in Figure 2. We nevertheless found a violation of the scalar property for very long du-
rations (15/30 s) [68]. Therefore, Weber's law holds in children at different levels of 
the ontogenetic scale. Overall, these results confirm that there is a primitive temporal 
discrimination mechanism that works well in young children.  

5   Age Similarities and Changes in Time Discrimination Capacities 

A debate is currently underway concerning the type of mechanism involved in the 
processing of time. According to the internal clock models [57-58,73], the raw ma-
terial for the representation of time comes from a pacemaker-like system that emits 
pulses. At the onset of the stimulus to be timed, an attentional switch connecting the 
pacemaker to the accumulator closes, thus allowing the pulses emitted by the pace-
maker to flow into the accumulator. At the offset of the stimulus, the switch reopens 
and stops the flow of pulses. The time estimate thus depends on the number of pulses 
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accumulated during the elapsed period: The more pulses that are accumulated, the 
longer the duration is judged to be. Numerous neuroscience researchers have tried to 
identify the neural substrates of this type of internal clock system. However, they 
have so far been unable to identify a simple neural mechanism dedicated to the 
processing of time. Brain activations during temporal tasks are always dependent on 
the type and complexity of the task used [74]. This has led Eagleman [75] to conclude 
that “the neural basis of time perception remains shrouded in mystery”. However, cur-
rent hypotheses consider that two main brain structures play a critical role in time 
perception: (1) the prefontral cortex and (2) the striatum, or more precisely the cau-
date and putamen of the dorsal striatum via dopaminergic modulations [76]. In the 
striatal beat frequency model, Matell and Meck [77-78] suggested that the neural in-
puts that constitute the time code arise from the oscillatory activity of large areas of 
the cortex. At the onset and the offset of the stimulus to be timed, the oscillatory ac-
tivity of a subset of these cortical neurons is synchronized. The striatal spiny neurons 
that receive inputs from the cortex detect patterns of oscillatory firing (or beats) that 
match other patterns stored in memory. They then fire to indicate that the interval has  
 

 

Fig. 2. Superimposition of psychometric functions for different duration ranges (1/4 and 2/8s) 
in 3-, 5-, and 8 year-old children 
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elapsed. In other words, the striatum of the basal ganglia plays a central role in timing 
by reading the temporal code provided by oscillating neurons in the cortex. Other  
recent models have nevertheless completely abandoned the idea that there is a specia-
lized brain system for representing time. They argue that the neural circuits are inhe-
rently capable of processing temporal information as a result of state-dependent 
changes in network dynamics [79,80]. Time is therefore an emergent property of 
changes in neural firing patterns. However, these models only account for the automat-
ic processing of short durations of tens or hundreds of milliseconds (< 500 ms). What-
ever the case, the time courses of maturation of the prefrontal cortex and the striatum 
are totally different. Subcortical structures that are phylogenetically older mature earli-
er. The structures that constitute the basal ganglia (e.g., caudate, putamen, substantia 
nigra) are effectively the first of the telencephalic structures to begin to myelinate. In 
contrast, the prefrontal cortex matures slowly [81]. More precisely, the frontal cortex 
matures relatively quickly from birth through to 2 years of age before reaching a stable 
volume at the age of 5 years old. However, it then continues to develop gradually until 
the end of adolescence, a period characterized by neural elimination and reorganization 
and an increase in white matter [82,83]. Finally, the type of temporal judgment re-
quired and the underlying processes may partly explain similarities and differences in 
temporal performance as a function of children's age.  

The basal ganglia influence time perception via the dopaminergic (DA) system. 
Many pharmacological studies have shown that the administration of a drug that in-
creases the level of DA in the brain (metamphetamine, cocaine) speeds up subjective 
time, thus producing a lengthening of the stimulus duration to be encoded [61-62,84-
86]. In response to negative emotions such as fear, when the organism detects a dan-
ger, there is also a release of DA in the brain. According to Kienast et al. [87], the 
feeling of stress is directly dependent on the DA storage capacity in the brain. Nu-
merous studies on the perception of time have shown that time is overestimated in re-
sponse to a threatening stimulus (e.g., angry faces, threatening events) compared to a 
neutral stimulus [88-92]. More interestingly here, the lengthening effect produced by 
highly arousing emotional stimuli (angry faces) has been observed in children of dif-
ferent ages (from 3 to 8 years) in the absence of any developmental effect [93]. These 
results have since been replicated in children aged 5 and 8 years as well as in adults, 
although the magnitude of the emotional effect has been found to be larger in the 
youngest children (Fig. 3) [94-95]. One of the stimuli that are renowned for speeding 
up the internal clock is the presentation of periodic events (repetitive clicks, flickers) 
[96]. As recently concluded by Wearden et al. [97], the click train effect on the per-
ception of time due to a speeding up of the internal clock is one of the more robust ef-
fects to be observed in time psychology. In this condition, in exactly the same way as 
in adults, children’s psychometric functions in bisection shift toward the left in flicker 
compared to no-flicker conditions [98]. In other words, in the same way as in adults, 
children overestimate time in the presence of flickers. Between 3 and 8 years, there is 
no age-related difference in the flicker effect on time perception. Furthermore, the 
magnitude of this leftward shift in bisection functions does not appear to be constant 
but instead proportional to the duration values. This observation is more compatible 
with a multiplicative effect due to a speeding up of the internal clock than with an ad-
ditive effect related to an earlier closure of the attentional switch. Although the me-
chanisms underlying the production of temporal overestimation in the presence of 
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click trains or flickers are far from clear [99-100], when considered in combination 
with those found in response to highly arousing emotions, these findings illustrate that 
the mechanisms underlying the perception of time conform to the scalar property of 
time at all ages. Weber’s law holds under all circumstances. 

  

Fig. 3. Psychometric functions in a bisection task with neutral and angry faces 
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Beyond phylogenetic and ontogenetic similarities in the perception of time, there 
are also developmental changes in the ability to discriminate time. All the bisection 
studies cited above have revealed that children's sensitivity to time improves with age. 
As Figure 4 illustrates, when the durations are easy to discriminate (ratio of 1:4 or 
1:2), and whatever the absolute value of the durations shorter than 1 s, between 1 and 
4 s, or longer than 4 seconds, the slope of the psychometric functions in bisection al-
ways increases with age. Children aged 3 and 5 years systematically produce flatter 
psychometric functions than older children. At the age of 8 years, the slope of the bi-
section curve becomes close to that produced by adults, although some age differenc-
es subsist and especially for very long durations (> 8 s) [68]. A calculation of the 
mean WR values obtained in our bisection studies reveals that the mean WR values 
obtained were .17 for adults, .21 for 8-year-olds and .32 for 5-year-olds, with the 
greatest inter-study variations in these values being observed for the youngest child-
ren and the longest durations (> 4 s) (see Table 1). The question, which we now have 
to answer, is why young children have a lower sensitivity to time. To try to find the 
sources of this developmental change in time sensitivity, we have modeled children’s 
bisection data on the basis of parameters taken from bisection models used in animals 
and human adults. We have also experimentally manipulated variables, which specifi-
cally affect memory, attention and decisional processes, and, more recently, we have 
evaluated the differences in cognitive abilities by means of neuropsychological tests. 
Taken together, our findings demonstrate that the development of attention-related 
cognitive capacities as well as that of the executive functions, which depend upon the 
slow maturation of the frontal cortex, explain in great part developmental changes in 
the ability to discriminate time.  

Table 1. Bisection Point (BP), Difference Limen (DL) and Weber Ratio (WR) for the children 
aged 5 years old and 8 years old, as well as in the adults for durations that differ by a ½ ratio in 
different duration ranges [68] 

  PB   DL   WR   
  M SD M SD M SD 
5 years       
  0.5/1-s 0.88 0.32 0.34 0.23 0.39 0.20 
  1.25/2.5-s 1.76 0.30 0.52 0.14 0.32 0.17 
  4/8-s 5.16 1.40 1.86 0.52 0.42 0.32 
  15/30-s 21.74 5.88 8.34 3.47 0.44 0.19 
9 years       
  0.5/1-s 0.81 0.08 0.17 0.05 0.21 0.06 
  1.25/2.5-s 1.80 0.19 0.37 0.09 0.21 0.07 
  4/8-s 5.63 0.89 1.40 0.33 0.26 0.10 
  15/30-s 19.92 5.39 6.97 2.83 0.40 0.27 
Adults       
  0.5/1-s 0.77 0.06 0.13 0.02 0.17 0.02 
  1.25/2.5-s 1.82 0.14 0.32 0.05 0.18 0.03 
  4/8-s 5.73 0.44 0.97 0.18 0.17 0.03 
  15/30-s 21.5 2.74 5.02 1.40 0.23 0.06 
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Fig. 4. Psychometric functions in different duration ranges in children and adults (from [68]) 

6   The Cognitive Sources of Children's Lesser Ability to 
Discriminate Time 

As suggested above, several models have been proposed to account for bisection per-
formance in animals and humans based on the scalar timing theory [48,50,57]. These 
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models have generally provided good fits for the bisection data on the basis of two pa-
rameters. The first parameter, c, is the coefficient of variability of the representation 
of standard durations (S and L) in memory. This parameter is a kind of sensitivity pa-
rameter that controls the slope of the psychometric function in bisection. When the 
memory representation of S and L is fuzzier, the psychometric function becomes flat-
ter. The second parameter, β, is related to the localization of the BP. This is a sort of 
decisional bias toward responding long when faced with ambiguous cases, i.e. when 
the participants cannot tell whether the comparison value is closer to S or L. In these 
models, the main source of temporal variance lies in the memory processes rather 
than in the perception of time, which is thought to be accurate. The models that have 
used these two parameters also fit well with children’s data in bisection tasks, even 
though it has often been necessary to include an additional parameter relating to ran-
dom responses [44,67]. This therefore suggests that children’s lower sensitivity to 
time might be due to their fuzzier memory representations of the standard durations. 
However, in their model, McCormack et al. [43] added another parameter, q, which 
represents noise in the perceived duration. In accordance with Weber's Law, the pro-
portion of noise in the perceived duration should be proportional to the length of the 
duration. Children would therefore have a "noisier" perception of time. 

Finally, the question that has to be answered is what is it that leads to greater va-
riability in young children's memory representations of standard durations. One initial 
hypothesis consists in the idea that there may be a specific problem relating to the 
memory retention of standard durations. Rattat and Droit-Volet [71,101-102] showed 
that the bisection task is a temporal task involving explicit memory, and that young 
children remember durations better in an implicit than in an explicit memory task. In 
bisection, when a long retention delay (15 min, 24 h) or an interference task has been 
introduced between the phase in which the standard durations are presented and the 
test phase, psychometric functions have been seen to become flattened in 5-year-olds 
and their time sensitivity poorer. Under the same conditions, 8-year-olds and the 
adults change their strategies. They no longer refer to the representation of standard 
durations in memory but instead partition the comparison durations into short and 
long. However, using a temporal bisection task, Droit-Volet and Rattat [70] showed 
that developmental differences in time sensitivity subsist even in a partition task when 
no standard durations are stored in reference memory. A second hypothesis would 
therefore consist in supposing that the representation of standard durations in refer-
ence memory results from what has previously been encoded, i.e., during the percep-
tion of time before inclusion in reference memory. Delgado and Droit-Volet [103] 
tested the reference memory of standard durations in bisection by introducing va-
riance in the samples of standard durations and showed that the value of the memory 
parameter, c, used in the bisection model depends directly on the initial noise intro-
duced during the encoding of temporal samples. 

Instead of pointing to a major problem of retention in the memory for durations, 
developmental studies suggest that the difficulties young children experience in fo-
cusing and sustaining their attention on the continuous flow of time accounts for the 
variability of their time judgments. This explains why time estimation is often im-
paired in children with Attention Deficit Hyperactivity Disorder (ADHD) [104-106]. 
Recently, Zélanti and Droit-Volet [68] used a series of neuropsychological tests to as-
sess cognitive abilities in children. The results enabled them to point out significant 
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correlations between temporal sensitivity (WR) and the attention/concentration index 
of the Children’s Memory Scale (CMS) [107]. The higher the attention/concentration 
score, the lower the WR value, and the better sensitivity to time. The atten-
tion/concentration index of the CMS also involves working memory. According to the 
leading models in this domain [108-109], working memory consists of a central ex-
ecutive system, which manages attentional resources by directing attention toward re-
levant information, suppressing irrelevant information and keeping the information 
present in memory active. Precisely, the working memory capacity assessed in our 
study by means of the backward memory span test, (and, in particular, the visuo-
spatial component) also predicted the age differences in time sensitivity for the long 
durations (> 1 s, and more particularly > 4 s). For short durations of less than 1 s, the 
short-term memory span (forward memory span) was the only reliable factor allowing 
us to predict age changes in bisection performance. Our findings on working memory 
and time in children are entirely consistent with those of recent studies that have stu-
died temporal reproduction in adults and shown that temporal precision improves with 
increased working memory capacity [110- 112]. 

As reported above, according to scalar timing theory, the clock system consists of a 
pacemaker, a switch and an accumulator. When the behavioral data obtained in bisec-
tion tasks suggest the presence of an effect related to clock rate (multiplicative effect), 
this may be due to variations in the speed of the pacemaker or to the flickering of the 
switch-accumulator system [113]. In behavioral studies, it is difficult to distinguish 
between these two types of mechanism (pacemaker vs. accumulator/switch) because 
they have the same effects on temporal performance (multiplicative effect). Neverthe-
less, studies conducted among children suggest that the development of time sensitivi-
ty is better explained in terms of an impairment to the switch/accumulator system than 
the idea that the pacemaker runs more slowly in children than in adults, although both 
explanations are possible. More precisely, the accumulator/switch system would be 
less efficient in young children due to their limited attentional capacities. The accu-
mulator/switch system is indeed thought to depend on both mental load in working 
memory and attentional demands [114]. While the passage of time is being tracked, it 
would be more difficult for the switch to stay closed in children than in adults. In oth-
er words, the “child switch” would be more variable and would flicker more often 
than the “adult switch”.  

It does indeed appear that the accurate processing of time involves all the dimen-
sions of attention: oriented attention, divided attention, selective attention and sus-
tained attention. At the risk of losing some of the temporal information, attention must 
be prepared so that the subject can capture the beginning of the forthcoming stimulus. 
Droit-Volet [115] showed that a signal warning participants of the onset of a visual 
stimulus which they had to time produced a temporal overestimation of this stimulus 
because the attentional switch have closed earlier. More importantly, however, this 
warning signal also reduced the variability in time discrimination in the younger child-
ren. The warning signal thus reduced the children’s variability in the attentional cap-
ture of the onset of a visual stimulus to be timed. Furthermore, if individuals are to be 
able to process time correctly, they must have sufficient attentional resources available 
to them. As a number of studies have demonstrated, when attention is divided between 
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a temporal and a non-temporal task, time is judged shorter [116,117,118]. Using a 
dual-task paradigm, it has been demonstrated that 5-year-olds, who possess a limited 
pool of attentional resources, produce greater temporal underestimations than older 
children [119-122]. The development of selective attention capacities also allows 
children to resist attentional distractors and focus their attention on the processing of 
time. The introduction of attentional distractors in a temporal bisection task has thus 
been found to impair children's time discrimination to a greater extent at the age of 5 
years than at the age of 8 [121]. In sum, children’s distractibility and their deficit in in-
hibitory control prevent them from correctly apprehending the continuous flow of time. 

The attentional control deficit exhibited by young children explains why they are 
more subject than adults to temporal illusions. Two temporal illusions have been 
widely investigated in time psychology: (1) the visual-auditory illusion, and (2) the 
empty-filled illusion. The visual-auditory illusion consists in the fact that the duration 
of an auditory signal is judged longer than that of a visual signal presented for the 
same period. The empty-filled illusion is reflected in the fact that an empty duration 
(temporal interval between two short signals) is judged to be shorter than a filled du-
ration (duration of a signal). Developmental studies of these visual-auditory temporal 
illusions have shown that theses illusions are greater in 5-year-olds than in 8-year-
olds or adults [67,123-124]. Similarly, the scale of the empty-filled illusion has been 
shown to decrease as children develop [125]. A greater level of attention is indeed in-
volved in the control of the switch-accumulator system during the processing of visu-
al rather than auditory signals as well as that of empty compared to filled durations. In 
the case of visual signals, young children have to keep their attention focused on the 
computer screen, whereas in the case of empty durations, they must not become dis-
tracted during the temporal interval, i.e., they must wait without doing anything.  

In addition to attentional processes, as previously suggested, the development of 
decision processes may also modify time judgments in children [63-64]. However few 
studies have focused on the decisional strategies and the "metacognition of time”. We 
do not know the precise role of the development of knowledge and beliefs concerning 
time in our own time judgments. This is a new avenue of research that we have de-
cided to investigate. In our studies, we have nevertheless already shown that children 
have a lesser feeling of knowing (whether the duration is long or short) and that this 
affects the localization of their PB in bisection. According to the mathematic models 
of bisection, children’s feeling of knowing should be related to the variability of their 
representation of time in memory [41]. What, ultimately, is the cause of this lesser 
feeling of knowing concerning time discrimination: children's awareness of their poor 
temporal abilities or a general problem of metacognition? Finally, developmental stu-
dies reveal that the explicit judgments of time are highly dependent upon contexts, 
because the flow of time must always remain in the attentional focus or awareness. It 
therefore seems to be very important to investigate in greater detail the differences be-
tween implicit and explicit time judgments in children. 
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Abstract. Emotion and time perception are in constant interaction in everyday 
life activities. While growing literature explored the mechanisms underlying 
emotional timing, the neural correlates remain unknown. The present experiment 
explored evoked-related potentials associated to the estimation of emotional 
sounds duration and to its modulation by attention. Electroencephalographic 
activity and skin conductance response were recorded during a time estimation 
task, in which participants were instructed to attend either to time or to emotion. 
Attending to emotion increased autonomic arousal and lengthened subjective 
duration of stimuli. Conversely, focusing attention away from emotion decreased 
physiological arousal and shortened time estimates. ERP results showed that 
subjective time dilation was associated to enhanced amplitude of the Contingent 
Negative Variation - a slow negative wave involved in time processing. This 
result supports models of time perception assuming that subjective time is based 
on an accumulation process in the brain.  

Keywords: Time perception, Emotion, ERP, CNV, Arousal. 

1   Introduction 

Timing events is critical for adaptive behaviors. This ability is especially important in 
presence of events that have an adaptive value and thus generate an emotional 
response. This last decade, there had been growing behavioral studies that have 
explored the links between emotion and time perception [1]. To date however, little is 
known about the neural correlates of emotional timing. Behavioral experiments using 
standardized material suggest that emotional events seemed to last longer than non 
emotional [2-7]. This effect has been observed in early childhood [8] as well as in 
adults and was demonstrated in both the visual [9] and the auditory modalities [6]. 
The most prominent hypothesis proposed to account for the temporal dilation is that 
autonomic arousal generated by emotional situations speeds up the rate of a neural 
timing system [1,5,6,10]. Such a hypothesis comes from a dominant theory of time 
perception postulating that the representation of time is given by an internal clock, 
composed of a pacemaker that generates pulses at a given rate and a counter in which 
pulses are accumulated [11-13]. The subjective duration of an event will depend on 
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the number of accumulated pulses: the more pulses accumulated the longer the 
subjective duration. Several studies have shown that the clock speed was affected by 
manipulations generating modification in arousal level, for example drugs [14-15] or 
visual/auditory clicks trains [16-17]. In line with these observations, experienced 
emotion is thought to accelerate the pacemaker rate by inducing a higher level of 
arousal. More temporal information would be accumulated and duration would then 
appear longer. This assumption was confirmed by a recent study demonstrating that 
the emotional effect on time perception was associated to a higher level of autonomic 
arousal, attested by skin conductance response (SCR) [5]. The present experiment 
aimed at deepened knowledge of the mechanisms by which emotion affects time 
processing by the use of the electroencephalographic (EEG) method.  

EEG studies have described sensitivity to temporal information processing of the 
contingent negative variation (CNV), a slow negative wave developing over frontal 
and central areas between a warning signal and a subsequent imperative stimulus. A 
CNV develops when subjects reproduce or judge the duration of a given interval 
relative to a standard [18-23]. Previous studies have demonstrated that CNV was a 
sensitive index to subjective duration [18-20,24]. Latency of the CNV is more 
specifically related to decision processes involved in timing [25] while its amplitude 
has been associated to the length of experienced duration [18-19]. Using both a 
production and a comparison task, Macar and collaborators [19] reported greater CNV 
amplitudes on fronto-central area associated to longer than those associated to shorter 
estimates in the production task. Similarly, in the comparison task CNV amplitude 
measured on fronto-central site was found to reflect the judged interval duration (short, 
equal, or long), despite the fact that its objective duration was strictly the same. Using a 
temporal discrimination paradigm, Bendixen et al. [18] found larger CNV amplitudes 
to physically identical stimuli when they were judged as longer than the memorized 
standard duration as compared to being classified as shorter. Relation between CNV 
amplitude modulation and subjective duration is consistent with the postulate of an 
accumulator-type neural activity for the representation of duration [26-27]. 
Considering these previous findings, one may expect that emotion-related differences 
in subjective duration be reflected by modulation of the CNV. 

To test this hypothesis, we used a paradigm adapted from Mella and collaborators 
[5], in which participants were instructed to attend either to time or to emotion while 
estimating the duration of neutral and negative sounds of varying emotional intensity. 
In addition to EEG measures, SCR was recorded to control for the level of autonomic 
arousal. Considering previous findings, we expected that for highly arousing negative 
sounds the duration will be judged as longer than that of less arousing sounds when 
attention is oriented toward emotion. Such an effect should be less important when 
attention is oriented toward time. As arousal is assumed to be responsible for the 
subjective duration modulation by emotion, SCR should be higher when time estimates 
are longer. Furthermore, considering that CNV may be an index of experienced 
duration, we expected that emotional modulation on time judgements would be 
reflected in CNV amplitude modulations. 
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2   Method 

2.1   Participants 

Twelve right-handed volunteers (six females) took part in the experiment (mean age: 
24 ± 1.94). Informed consent was obtained for each of them. Prior to experiment, we 
ensured that none of them had a history of neurological or psychiatric disorders, and 
that they were not taking any medication. The experiment was conducted in 
accordance with the Declaration of Helsinki and has been approved by the local 
ethical committee.  

2.2   Stimuli 

The training phase was conducted using a pure beep-like tone of 500Hz lasting either 
2000, 1800, or 2200ms. For the test phase, 32 sounds rated for valence and emotional 
intensity were selected in the IADS (International Affective Digitalized Sounds 
System [28]. 16 neutral sounds (mean arousal 4.39), 8 low negative sounds (mean 
arousal 5.71), and 8 high negative sounds (mean arousal 7.58). As the original sounds 
lasted 6s, fragments of 2s were selected for each of them. A prior experiment 
demonstrated that such a manipulation did not affect judgments of valence and 
emotional intensity of the selected sounds [6]. Fragments of 1s and 4s, which were 
used as fillers, were also selected from 8 sounds (4 neutral, 2 low arousing negative, 
and 2 high arousing negative). Intensity of all sounds had been averaged to 75dB 
using Adobe Audition.  

2.3   Experimental Procedure 

Once the electrode cap and electrodes for peripheral measures had been fitted, 
participants were comfortably seated in a small dimly lit room, in front of the stimulus 
presentation monitor. Auditory stimuli were presented binaurally via headphones. 
Participants’ judgments were given with a three-button control device held in their 
dominant hand. 

The experiment consisted in two phases - a training phase and a test phase. During 
the training phase, participants had to memorize the standard duration of a pure tone 
(2s). This standard was first presented ten times, followed by 30 trials in which the 
duration could either be slightly shorter (1800ms), equal (2000ms), or slightly longer 
(2200ms). Trials were equiprobable and occurred randomly. Participants had to 
decide whether the presented sound was shorter, equal, or longer than the standard, 
using their index finger, middle finger or ring finger respectively to indicate their 
responses on the three-button panel. Three seconds after the end of the sound, 
feedback was provided on the screen. The standard duration was considered to be 
correctly memorized when at least 80% of correct responses were reached. The 
training phase was repeated once if necessary.  

In the test phase, each trial began with a fixation cross lasting 1s. Then, an 
attentional cue was presented on the screen for 1s, informing participants to attend 
either to Time (a “T” was given on the screen) or to Emotional intensity (an “I” was 
given on the screen). In the “T” condition, participants were asked to focus on the 
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sounds duration in order to inhibit emotion. In the “I” condition, participants were 
asked to focus on the emotional intensity of the sounds, keeping in mind that a duration 
judgment will also be asked. After a 780-820ms varying delay, sounds of IADS were 
presented. 80% of these sounds were of the same duration as the standard (2s), 10% 
were shorter (1s) and 10% longer (4s). In both conditions of attentional cue, 
participants had to decide (1) whether the presented sound was of shorter, equal or 
longer duration than the standard duration and (2) whether its emotional intensity was 
low, middle or high. Judgments were given with the same three buttons panel (index 
finger: shorter/low intensity; middle finger: equal/middle intensity; ring finger: 
longer/high intensity). To reinforce the attentional cue, order of responses was fixed: a 
judgment about time was first asked in the “T” condition, and then a judgment 
concerning the emotional intensity and vice-versa in the “I” condition. 

The test phase was composed of 4 sequences of 32 trials with sounds lasting 2s, 
balancing the emotional intensity and the attention conditions. 8 trials with shorter 
and longer durations, considered as fillers, were added to each sequence. Intertrial 
intervals varied between 2 and 3s. Prior to the test phase, participants were given 
some practice trials. In order to limit eye movements, they received the instruction to 
avoid blinking from the onset of the attentional cue to the sound offset and to fix the 
fixation cross presented on the screen during the whole sound duration. 

2.4   Skin Conductance Response Data Collection and Reduction 

SCR was recorded using an MP-150 psychophysiological monitoring system (Biopac 
Systems, Santa Barbara, CA). It was measured using two Ag–AgCl electrodes filled 
with isotonic NaCl unibase electrolyte that were attached to the palmar surface of the 
middle phalanges of the third and fourth fingers of the non-dominant hand. Before the 
electrodes were attached, the skin was cleaned with abrasive gel and alcohol. Raw 
SCR signals were recorded at a sampling rate of 2 KHz, amplified and band-pass 
filtered online at 0.05-10 Hz. Signals were sampled off-line at 2Hz and a log 
(SCR(μS) + 1) transformation was performed in order to normalize the data and to 
include zero responses [29]. The amplitude of SCR was determined by the maximum 
level recorded within the 1-6s time window following the sound onset from which 
was subtracted a baseline computed within 1s before the sound onset. Maximum 
SCRs were then averaged for each condition and subjected to statistical analyses.  

2.5   EEG Data Collection and Reduction 

Continuous EEG activity was recorded with a MICROMED EEG system from 72 
electrodes evenly distributed over the scalp, according to the 10/10 extended system, 
using an ElectroCap. Continuous EEG was recorded at a sampling rate of 1024 Hz. 
Electrode impedances were kept under 5 kΩ. The signal was amplified and band-pass 
filtered online at 0.16–160 Hz. Four facial bipolar electrodes placed on the outer canthi 
of the eyes and in the inferior and superior areas of the director eye orbit monitored, 
respectively, horizontal and vertical EOG. Trials containing artifacts were manually 
rejected. Blinks and vertical eye movements were automatically corrected with 
dedicated software developed in our laboratory [30]. Due to intensive blinking, data 
from one participant (male) had been removed from analyses. All scalp electrodes were 
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off-line referenced to both earlobes. ERPs were computed for each participant at all 
recording sites with epochs extending from 200ms before the sound onset to 2000ms 
after (including a 200ms prestimulus baseline). Signal was then low-pass filtered 
below 12 Hz in order to increase the signal-to-noise ratio by eliminating those 
frequencies that were irrelevant to the measurements of interest and ERPs were 
averaged across participants.  

2.6   Data Analyses 

Subjective reports and SCR data 
Mean index for time judgments (MT) was computer by subtracting the number of 
“shorter” responses (Nshorter) to the number of “longer” responses (Nlonger), divided by 
the total number of responses (Ntotal). Similarly, the mean index for the evaluation of 
emotional intensity (MI) was computed by subtracting the number of “low emotional” 
responses (Nlow) to the number of “high emotional” responses (Nhigh), divided by the 
total number of responses (Ntotal):  

 
 MT = (Nlonger − Nshorter) / Ntotal  
  
and 
 
 MI = (Nhigh − Nlow) / Ntotal 
  

These indexes as well as maximum amplitudes of SCR were submitted to repeated 
measures analyses of variance (ANOVA) with two factors: “Attention” (attend to 
time (T), attend to emotional intensity (I)) × “Emotional intensity” (neutral, low 
arousing negative, high arousing negative). When needed, posthoc analyses were used 
(Newman Keuls).  

 
ERP data 
Inspection of the ERP cartography showed in each condition a negative component 
between 50 ms and 150 ms (N1) peaking over frontocentral electrodes followed by a 
positive component between 150 and 250ms (P2), peaking over central-parietal sites. 
This was followed by a broadly distributed negative component over medial and 
bilateral frontal and central sites (CNV-like) between 350 and 800ms. 

Thus, for each participant and each condition, maximum amplitudes for the N1 and 
the P2 components were measured over FCZ and CPZ, respectively. Furthermore, 
mean CNV amplitudes were computed between 350 and 800ms over right, medial and 
left frontal and central sites (F5, FZ, F6, C5, CZ, and C6). Repeated measures 
analyses of variance (ANOVA) were carried out including different factors according 
to the ANOVA: emotional intensity (low, middle, high), attention (T, I), scalp region 
(e.g., frontal, central) and lateralization (e.g., left, right).  

Additionally, correlations analyses between brain potentials and temporal 
judgments were carried out. Firstly, we investigated whether temporal judgment (MT) 
covariated with electrical activity of interest, i.e., amplitude of the CNV. Secondly, 
we investigated whether the effect of attention observed on temporal judgments 
covariated with those observed over the CNV amplitude.  
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3   Results 

3.1   Subjective Reports 

Evaluation of emotional intensity  
The ANOVA conducted on the index of subjective emotional intensity (MI) revealed 
a main effect of “Emotional Intensity” [F (2; 20) = 92.21, p < .0001; η²p = .90], 
indicating that neutral sounds were judged of lowest intensity (mean = -0.57) than low 
arousing negative sounds (mean = 0.02), themselves judged of lowest intensity than 
high arousing negative sounds (mean = 0.55). Main effect of “Attention” was also 
significant [F (1; 10) = 21.54, p < .001; η²p = .69]: when participants attended to time, 
sounds were judged less intense than when they attended to emotional intensity.  

 
Temporal judgment 
Fig. 1 shows mean temporal judgment of 2s sounds as a function of “Emotional 
intensity” and “Attention”. The ANOVA showed a main effect of “Emotional 
Intensity” [F (2; 20) = 6.41, p < .05; η²p = .39], indicating that high arousing negative 
sounds were judged as longer than low arousing negative and neutral sounds. Posthoc 
comparisons showed significant differences between conditions. When participants 
attended to emotional intensity, high arousing negative sounds were judged 
significantly longer than in all other conditions (all ps < .001) (see Fig. 2). No 
differences due to “Attention” were observed with neutral or low arousing negative 
sounds (all ps > .05).  

The main effect of “Attention” as well as the “Emotional intensity” x “Attention” 
interaction were not significant [F (1; 10) = 0.46, p > .05; F (2; 20) = 1.35, p > .05, 
respectively]. 

 

Fig. 1. Mean subjective duration for 2s sounds indicated by the following ratio: (number of 
“longer” responses – number of “shorter” responses) / total number of responses, as a function 
of attention (T: attend to time, I: attend to emotional intensity) and of the emotional intensity 
level (low intensity for neutral sounds, medium intensity for low negative sounds, and high 
intensity for high negative sounds) 
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3.2   SCR Analyses  

The ANOVA carried out on maximum SCR amplitudes showed a significant main 
effect of “Emotional intensity” [F (2; 20) = 5.17, p < .05; η²p = .32], indicating that 
negative sounds of high emotional intensity were associated to a greater SCR than 
neutral and negative sounds of low intensity (all ps < .05). The main effect of 
“Attention” was also significant [F (1; 10) = 6.18, p < .05; η²p = .36], indicating that a 
greater SCR when participants attended to emotional intensity than when they 
attended to time. The “Emotional intensity” × “Attention” interaction was not 
significant [F (2; 20) = 1.65, p > .05] but post-hoc comparisons showed that SCR was 
significantly greater for high arousing emotional stimuli when participants attended to 
emotional intensity than in all other conditions (all ps < .05). While mean SCRs did 
not differ (all ps > .05) with the attention instruction for neutral and low arousing 
negative sounds, a significantly greater level of SCR was observed for high arousing 
negative stimuli when participants attended to emotional intensity than when they 
attended to time (p < .05) (see Fig. 2).  

 

Fig. 2. Mean SCR amplitude (in log (µS+1)) as a function of attention and the emotional 
intensity level (low intensity for neutral sounds, medium intensity for low negative sounds and 
high intensity for high negative sounds). Bars represent SEMs.   

3.3   ERPs Analyses 

The ANOVA carried out on mean CNV amplitudes showed a significant interaction 
between “Emotional intensity” and “Scalp region” [F (2; 20) = 7.62, p < .05; η²p = 
.29], indicating that while no differences were observed over central sites, CNV 
amplitude was greater with highly arousing negative sounds than with neutral or less 
arousing negative sounds over frontal sites (all ps < .001). Results also revealed a 
significant interaction between “Emotional intensity” and “Lateralization” [F (4; 40) = 
2.66, p < .05; η²p = .21], indicating that CNV amplitudes were greater over the right 
sites than over the left sites, whatever the sounds arousal level (all ps > .05).  

Interestingly, a significant interaction between “Emotional intensity”, “Attention”, 
“Scalp region”, and “Lateralization” was observed [F (4; 40) = 2.44, p < .05; η²p = 
.26]. Posthoc comparisons showed that while there were neither effects of “Attention” 
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over left, medial and right central sites nor over left and medial frontal sites (all ps > 
.05), whatever the sounds arousal level, the right frontal site displayed a significantly 
greater CNV amplitude associated to highly arousing sounds when participants 
attended to emotional intensity than when they attended to time (p < .05) (see Fig. 4). 
By contrast, CNV amplitudes associated to neutral and less arousing negative sounds 
showed no differences between “attention” conditions (all ps > .05) (see Fig. 3).  

Main effects of “Scalp region” and “Lateralization” were also significant [F (1; 10) 
= 28.42, p < .05; η²p = .34] and [F (2; 20) = 40.46, p < .01; η²p = .47], respectively. 

 

 

 

Fig. 3. Temporal course of the CNV. Grand-average ERPs of eleven subjects elicited by neutral 
sounds, negative sounds of low intensity and negative sounds of high emotional intensity, when 
participants attended to time (dotted line) or to emotional intensity (plain line), over the left, 
medial and right frontal electrodes (F5, FZ, F6). The red line constitutes the time window of 
analysis, in the condition where an effect of Attention was observed. The horizontal axis 
represents the time (ms), the 0 being the onset of the stimulus.   

3.4   Correlations between Brain Potentials and Subjective Time 

Correlation analyses were conducted using the CNV amplitude over the right frontal 
site (where amplitudes were maximal and were attention and emotional intensity 
interaction was observed). 

Correlations between temporal judgments and right frontal CNV amplitude were 
not significant (all ps > .05). Correlations analyses concerning the effect of attention 
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showed a significant positive correlation for negative sounds of high intensity (r = 
.77, p < .01), indicating that individuals who had the greatest effect of attention on 
time judgments were also those who had the greatest effect of attention on mean CNV 
amplitude. For neutral sounds and negative sounds of low intensity, correlations were 
also positive but not significant (r =.36 and r = .14, respectively, all ps >.05).  

 

Fig. 4. Mean amplitude and SEMs of the CNV (in μV) over the right frontal site (F6) elicited 
by neutral sounds, negative sounds of low intensity, and negative sounds of high emotional 
intensity, when participants attended to time or to emotional intensity. The effect of Attention 
was significant only with negative sounds of high emotional intensity. 

4   Discussion 

4.1   Behavioral and SCR Results 

Consistently with previous studies [4-6], time judgments were affected by the 
emotional intensity of sounds: the duration of highly arousing negative sounds were 
judged longer than that of neutral or less arousing negative sounds. This subjective 
temporal dilation was associated to a higher SCR level, which is considered as a 
reliable index of autonomic arousal. Replicating previous results [5], our result gives 
further support to an arousal effect of emotion on time perception and more generally 
to the postulate of an arousal-sensitive internal clock implicated in the timing of few 
seconds [5,13]. Furthermore, attention affected temporal judgments and autonomic 
arousal only when participants were exposed to highly arousing sounds. When 
participants attended to time, highly arousing sounds were judged shorter than when 
they attended to emotional intensity. Similarly, the level of SCR decreased. 
Consistently with a dampening of autonomic arousal, emotional intensity ratings were 
lower. Then, regulating emotion by attentional control alters its related effect on time 
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judgment [5]. Alternatively, one may consider that attending to emotional intensity 
enhanced the emotion-induced arousal effect on time judgments. In this case, the 
absence of attentional effect on the timing of neutral and less arousing sounds may be 
explained by the fact that there was little emotional intensity to focus on. Both 
alternative views argue in favor of an effect of attention on arousal, as shown by the 
modulation of autonomic arousal, emotional intensity judgments and the emotional 
effect on time judgments.  

4.2   ERPs Results 

As expected, amplitude of the CNV was modulated by the emotional intensity of the 
sounds. Over frontal sites, amplitudes were greater with high arousing stimuli than 
with those of lower intensity, i.e., neutral and negative sounds of low intensity. This 
effect was modulated by attention over the right frontal site but not over medial and 
left sensors: CNV amplitude, associated to highly arousing sounds, was larger when 
participants attended to emotional intensity than when they attended to time. Then, for 
a same objective duration, sounds, which were perceived to be longer, were 
associated to greater CNV amplitude. Implication of right frontal areas in temporal 
estimation has been widely documented [31-35]. In an fMRI study, Coull and 
collaborators [32] manipulated the amount of attention allocated either to the duration 
or to the colour of a stimulus. They showed that attending to time recruited the right 
prefrontal cortex, in addition to AMS, insula, putamen, intraparietal sulcus and right 
premotor and temporal cortices. Coupling EEG and TEP methods Pouthas and 
collaborators [35] showed that the temporal course of the CNV paralleled a right 
frontal activity. Consistently, our results demonstrate a relation between right frontal 
ERP and temporal judgements. They give further support to previous observation of 
an existing relation between amplitude of the CNV and online experience of duration 
[18,36]. The nature of such a relation remains to be clarified. It has been proposed 
that the CNV amplitude reflects the accumulation process underlying temporal 
judgement [37], which would imply that a greater amount of temporal information is 
accumulated in highly arousing context, leading to a longer subjective duration. Such 
an accumulation process has been observed in neurophysiological animal studies that 
showed specific climbing neuronal activity - interpretable as representing a temporal 
integrator-like function - involved in the encoding of short durations [26,27]. In 
humans, fMRI studies reported correlations between the duration being measured and 
signal in different parts of the brain [38,39]. Wittmann and collaborators [39] reported 
an accumulatory-type activity within the insula and suggested that this may encode of 
duration of multiple seconds. In the same line, covariation of regional brain activity 
with CNV amplitude was found in the thalamus, cingulated cortex, and insula [40]. It 
is noteworthy that these regions, in particular the anterior cingulate cortex (ACC) and 
insula, are thought to be involved in subjective feeling states and interoceptive 
awareness [41,42], which has been proposed constitute the basis for time processing 
[43]. According to Craig, the insula integrates the salience of the environment via 
representation of the body condition, and then motivational, hedonic and social 
conditions represented in other interconnected parts of the brain. This hierarchical 
integration of the salience leads to a unified representation of a ‘‘global emotional 
moment’’ at the immediate moment of time—‘now’. Accordingly, the succession of 
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‘‘global emotional moments’’ would be used for subjective time estimation. On this 
account, one may speculate that modulation of the CNV amplitudes by highly 
arousing stimuli reflect climbing neuronal activity in the insula, which would index 
the accumulation of physiological changes in body states or the representation of 
“global emotional moments”.  

Interestingly, our correlation results showed that, while temporal judgments and 
CNV amplitudes did not correlate, the effect of attention on temporal judgement and 
on CNV amplitude did (r = .77), which enlightens the role of attention in the arousal-
induced modulation of both the CNV amplitude and temporal judgements. Some 
studies have demonstrated that CNV amplitude may be modulated by peripheral 
arousal state, for example, increased heart rate [44]. In a non temporal task inducing a 
CNV, Nagai and collaborators [40] reported that, while ACC and insula regions were 
influenced by peripheral autonomic arousal state of the subjects, enhanced activity in 
parietal and medial prefrontal cortical regions was common to both CNV amplitude 
and increasing SCR. These regions are known to show activity enhancement during 
sustained attention tasks, suggesting that arousal level enhances attention to different 
features of emotional stimuli, including its duration.  

5   Conclusion  

The present study brings contribution to a better understanding of how emotion 
modulates our sense of time. In line with previous behavioural findings, it suggests 
that physiological arousal plays a key role in the experience of emotional duration, 
showing that its modulation correspondingly modulates emotional effect on time 
judgements. Such modulations could be indexed by electrocortical activity, 
supporting the hypothesis that the representation of duration in the multiple-seconds 
range is underlined by the accumulation of brain activity [45].  
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Abstract. According to the temporal resolution power (TRP) hypothesis, 
individual differences in mental ability (MA) can be explained by differences in 
the neural oscillations of the central nervous system which find expression in 
the acuity of temporal information processing: Faster neural oscillations do not 
only lead to better temporal information processing but also to faster speed of 
information processing and to better coordinated mental operations which, in 
turn, lead to higher MA. Empirical evidence for this hypothesis is reviewed in 
this chapter. Also, critical findings challenging the TRP hypothesis are 
compiled. For example, it is not yet clear whether the relations of MA to 
temporal and non-temporal discrimination ability can be dissociated from each 
other. In addition, the role of attention as a possible underlying mechanism of 
the relation between TRP and MA needs further exploration. 

Keywords: Time perception, Mental ability, Intelligence, Temporal resolution 
power, Sensory discrimination, Working memory, Mismatch negativity. 

1   Introduction 

For a long time, it has been known that better performance on sensory discrimination 
tasks is highly associated with higher mental ability (MA) [1-3]. The mechanisms 
underlying this relationship, however, are not at present understood. Most of these 
studies used pitch, brightness, loudness, or colour discrimination tasks and high 
correlations can only be obtained if performances on several tasks are combined by 
means of factor analysis. Rammsayer and Brandler [4,5] probed whether such a 
relation between sensory discrimination and MA would also hold for performance on 
duration discrimination and other psychophysical tasks assessing various aspects of 
temporal information processing such as temporal generalization, rhythm perception, 
and temporal-order judgment.  

Rammsayer and Brandler [4,5] used three duration discrimination tasks in which 
participants were required to decide which of two successively presented intervals 
was of longer duration. Two out of the three discrimination tasks used filled intervals 
(white-noise bursts) with standard durations in the range of milliseconds (50 ms) and 
seconds (1,000 ms), respectively. In the third duration discrimination task, stimuli 
were empty intervals with the onset and the offset of the intervals marked by clicks 
and a standard duration of 50 ms. 
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In two temporal generalization tasks, participants were initially required to 
memorize a standard duration of 75 or 1,000 ms, respectively. In the subsequent test 
phase, standard and nonstandard stimuli were presented and participants had to decide 
whether or not the presented stimulus was of the same duration as the initially learned 
standard interval. 

In a rhythm perception task, participants had to detect a deviation from a regular 
sequence of click-to-click intervals. The participants’ task was to indicate whether 
they had perceived a regular or an irregular rhythmic pattern.  

Finally, in a temporal-order judgment task, a tone and a red light were presented 
with a very short delay between the onsets of the two stimuli. It was determined how 
long the delay had to be, so that the participants were able to correctly indicate, with a 
probability of .75, whether the tone or the light was presented first. 

Human timing and time perception as reflected by these psychophysical timing 
tasks is often explained by the general assumption of a hypothetical internal clock 
based on neural counting [6-8]. Main features of such an internal-clock device are a 
pacemaker and an accumulator. The pacemaker emits pulses and the number of pulses 
relating to a physical time interval is recorded by the accumulator. Thus, the number 
of pulses counted during a given time interval is the internal representation of the 
interval. The higher the clock rate, the finer is the temporal resolution of the internal 
clock which is equivalent to higher temporal sensitivity as indicated by better 
performance on all sorts of timing tasks (for a concise review see [5]).  

Based on these considerations, Rammsayer and Brandler [4] proposed neural 
oscillations to be functionally equivalent to the pulses emitted by the pacemaker. It 
seems reasonable to assume that a higher frequency of pulses corresponds with higher 
temporal resolution power (TRP) of the central nervous system and, hence, with 
better timing accuracy.  

The basic notion of neural oscillations controlling a hypothetical master clock can 
be traced back to Surwillo [9]. He proceeded on the assumption that an internal master 
clock in the brain is responsible for the coordination of different mental operations. 
More specifically, he proposed that speed and efficiency of information processing are 
positively related to clock rate. Later, Burle and Bonnet [10,11] provided converging 
evidence for the existence of some kind of master clock in the human information 
processing system. Thus, there had been early ideas that eventually became manifest in 
the TRP approach to MA.  

The basic idea of the TRP approach to MA acts on the assumption that a higher 
neural oscillation rate corresponds with higher TRP of the central nervous system and, 
hence, with better timing accuracy [4]. In a series of experiments, Rammsayer and 
Brandler [4,5,12] carried out principal component analyses on performance measures 
of the above-mentioned psychophysical timing tasks. Their results supported the view 
that performance on various timing tasks can be assigned to one common latent 
dimension of temporal information processing. This dimension was referred to as 
TRP and found to be related to MA, which was derived from a battery of 
psychometric intelligence tests. The observed correlations ranged from r = .47 to .56 
indicating that better timing performance is accompanied by higher MA [5, 13-15]. 
Proceeding from these findings, Rammsayer and Brandler [5] put forward the TRP 
hypothesis to explain individual differences in MA. According to this theoretical 
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account, TRP of the brain represents a basic property of the central nervous system, 
which may be crucial for both temporal information processing, as well as, different 
aspects of cognitive abilities. 

2   Temporal Resolution Power, Speed of Information Processing, 
and Mental Ability 

An idea akin to the TRP approach was put forward by Jensen [16,17] to explain the 
highly consistent association between MA and speed of information processing as 
measured, for example, with simple and choice reaction times in the Hick task (e.g., 
[18]) or the inspection time paradigm [19]. Within his so-called Oscillation Theory, 
Jensen [17] proposed that individual differences in speed of information processing are 
due to individual differences in the oscillation rate of excitatory and refractory states of 
a neuron (or group of neurons). If, for example, a stimulus is presented during the 
refractory state, the mental representation of the stimulus can be transmitted faster 
when the refractory state is short, i.e., when the oscillation rate is high. A faster 
oscillation rate leads to less decay of information before entering short-term memory 
and to a lower strain of working memory (WM) capacity because fewer elements of 
the stimuli (or a complex task) have to be stored in WM. Slower oscillation rates, 
however, may lead to an overstrain of WM capacity and, consequently, to a breakdown 
and response errors. As a result, the neuronal oscillation rate does not only contribute 
to speed but also to efficiency of information processing. 

In contrast to Jensen’s [17] model of neuronal oscillation rate, the TRP hypothesis 
provides a more direct link between neural oscillations and manifest behavior, i.e., 
performance on psychophysical timing tasks assessing temporal sensitivity and timing 
accuracy. Proceeding from the assumption that TRP is functionally equivalent to the 
neuronal oscillations, which control speed of information processing, individual 
differences in TRP should be able to account for the relation between speed of 
information processing and MA. This assumption was investigated by Helmbold, 
Troche, and Rammsayer [13]. They used a reaction time (RT) task based on the Hick 
paradigm [20] to obtain a measure of speed of information processing. This RT task is 
one of the most frequently used elementary cognitive tasks to investigate the relation 
between speed of information processing and MA [21]. Typically, the Hick task 
consists of three or four conditions with different amounts of information to be 
processed. Participants are required to simply react to a (visual) stimulus or to make 
simple decisions at which of two, four, or eight positions a stimulus was presented. 
Individuals with higher MA show consistently faster RT and less intraindividual 
variability of RT compared to individuals with lower MA. Furthermore, the increase of 
RT with complexity of the condition is less pronounced in individuals with higher MA 
(e.g., [22]). 

Helmbold et al. [13] used confirmatory factor analyses and structural equation 
modelling to investigate the interplay among TRP, MA, and speed of information 
processing. A latent variable Speed of Information Processing was derived from 
central tendencies and intraindividual variabilities of RTs obtained with different 
conditions of the Hick task. The latent variable TRP was measured with seven 
psychophysical timing tasks, while MA was assessed with a battery of ten different 
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intelligence scales. MA was reliably related to both Speed of Information Processing 
(r = -.49) and TRP (r = .59) indicating faster and less variable RTs as well as better 
timing performance in individuals with higher compared to lower MA. In additional 
analyses of the common and unique contributions of TRP and Speed of Information 
Processing to MA, the effect of Speed of Information Processing on MA was nearly 
completely mediated by TRP (see Fig. 1). This finding is in line with the assumption 
of the TRP hypothesis that TRP is the basic brain mechanism underlying the relation 
between speed of information processing and MA. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The interplay of speed of information processing, temporal resolution power (TRP), and 
mental ability (adapted from [13]) 

3   Temporal Resolution Power, Working Memory Capacity, and 
Mental Ability 

The TRP hypothesis also states that higher TRP should lead to better coordination of 
mental operations providing a direct link from TRP to efficiency of information 
processing. Individual differences in the coordination of information processing 
should be particularly salient when information processing is subjected to capacity 
limits. WM is one of the best-investigated stages of information processing with 
limited capacity, which is closely associated with MA [23]. Although there are 
several different views and definitions of WM [24], maintenance of information and 
its concurrent processing can be considered the least common denominator of all 
these divergent views [25-27].  

To test the assumption that higher TRP represents a major prerequisite for better 
coordination of information processing, and as a consequence, for higher MA, Troche 
and Rammsayer [14] investigated the interplay of TRP, WM capacity, and MA. For 
this purpose, a sample of 200 participants performed three psychophysical timing 
tasks (duration discrimination with empty intervals, temporal-order judgment, and 
temporal generalization) and three WM tasks (a numerical memory-updating task, a 
figural dot-span task, and a verbal monitoring task). According to the above given 
definition, in all three WM tasks the amount of information to be maintained and the 
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number of required mental operations was continually increased until the individual 
upper limit of the WM capacity was reached. It is this situation in which higher TRP 
should lead to higher WM capacity due to better coordinated mental operations. 
Beside the psychophysical timing and WM tasks, measures of speed- and reasoning-
related facets of MA were obtained from intelligence subtests of the Berlin 
Intelligence Structure test [28]. Using structural equation modelling, the data could be 
best described in accordance with the idea that TRP leads to better coordination of 
mental operations (i.e., higher WM capacity) and, in turn, to higher reasoning- and 
speed-related MA (see Fig. 2). 

 

 
 
 
 
 
 
 
 
 

Fig. 2. TRP predicts WM capacity, which, in turn, is related to reasoning- as well as speed-
related aspects of MA as measured with the Berlin Intelligence Structure (BIS) test (adapted 
from [14]) 

4   The Relations of Mental Ability to Duration and Frequency 
Discrimination 

As already mentioned, MA seems to be related to performance on any kind of sensory 
discrimination. Such relations were shown for frequency [29], color [30], or texture 
and shape in the tactile modality [31]. Therefore, it could be argued that general, 
unspecific discrimination performance rather than specific processing of temporal 
information may account for the observed association between TRP and MA. In a 
first study on this topic, Helmbold, Troche, and Rammsayer [32] tried to dissociate 
the relations of MA to duration and frequency discrimination. Using a frequency- and 
a duration-generalization task to predict MA by (non-temporal) frequency and 
(temporal) duration discrimination performance, 24% of MA variance could be 
explained by both tasks. Only 9%, however, was commonly accounted for by 
duration- and frequency-discrimination performance, while 9% and 6% of variability 
in MA were explained uniquely by duration and frequency discrimination, 
respectively. Helmbold et al. [32] concluded that the relation between TRP and MA is 
twofold with one part of this relation due to rather unspecific, general discrimination 
ability and another part specifically due to the processing of temporal information.  

Also, a subsequent study by Troche, Houlihan, Stelmack, and Rammsayer [33] 
suggested that the relations of MA to duration and frequency discrimination are, at least 
partly, dissociable from each other. In this study, event-related potentials (ERPs) were 
recorded while subjects performed experimental tasks. In one task, a long sequence of 
standard tones of 200 ms duration and 1000 Hz frequency was interrupted by 
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infrequently occurring deviant tones of 275 ms duration and 1000 Hz. In the other task, 
the deviants were of the same duration as the standard tone but of higher frequency 
(1045 Hz). Participants’ task was to press a key as soon as they detected a deviant tone. 
The ERP was determined separately for the standard and deviant tones. To isolate the 
neural activity related to the detection of change, the ERP waveform to the standards 
was subtracted from the waveforms to the deviants. The resulting difference waveform 
is called mismatch negativity (MMN), which is most prominent at frontal electrode sites 
and peaks at about 200 ms after stimulus onset. Because MMN can be observed even 
when participants do not pay attention to the stimuli, it was concluded that MMN 
reflects a sensory pre-attentive process [34,35]. With increasing difference between 
standard and deviant tones, MMN amplitude increases and latency decreases. Therefore, 
MMN seems to be an important mechanism involved in the discrimination process. This 
view is supported by studies reporting a functional relationship between behavioral 
discrimination performance and MMN amplitude [36,37]. 

In the study by Troche et al. [33], larger MMN amplitudes were related to better 
discrimination performances. This was true for duration and frequency discrimination. 
Larger duration and frequency MMN was also associated with higher MA. A more 
detailed analysis of these associations revealed that duration and frequency MMN shared 
some common variance with MA. Most importantly, however, duration but not frequency 
MMN explained also unique portions of overall variability in MA. Thus, similar to the 
results by Helmbold et al. [32], temporal discrimination was related to MA and this 
relation was dissociable from (non-temporal) frequency discrimination even at an early 
level of processing as indicated by MMN. Troche et al. [33] tentatively interpreted this 
finding as evidence for the notion that the relation between temporal information 
processing and MA is independent from attentional processes as MMN is commonly seen 
to reflect a pre-attentive process even when participants attended the stimuli.  

More recently, Troche, Houlihan, Stelmack, and Rammsayer [38] examined the 
relation of MA to duration and frequency MMN amplitude when participants’ attention 
was directed away from the stimulus tones [38]. In this study, neither duration nor 
frequency MMN amplitude was related to discrimination performance. Moreover, larger 
frequency but not duration MMN amplitudes went with higher MA. This latter finding 
suggests that attentional processes may play a crucial role for the relation between 
temporal information processing and MA. Further research should clarify the interplay 
between TRP, attention, and MA to elucidate whether (and to what extent) the relation 
between TRP and MA is mediated by attentional processes.  

5   Temporal Resolution Power, General Discrimination Ability, 
and Mental Ability 

There is good evidence for the notion that the relation between sensory discrimination 
ability and MA substantially increases when sensory discrimination is examined at the 
level of latent variables. For example, Spearman [3] and, more recently, Deary et al. 
[1] and Meyer et al. [2] reported an almost perfect relationship between latent variables 
referring to MA and General Discrimination Ability with the latter derived from 
performances on several non-temporal discrimination tasks. Helmbold et al. [32] as 
well as Troche et al. [33], however, dissociated the relations of MA to duration and 
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frequency discrimination performance with only one task, respectively. Hence, these 
studies do not answer the question of whether the observed relation between temporal 
information processing and MA reflects a time-specific neural property as suggested 
by the TRP hypothesis or whether it should be attributed primarily to a less specific 
association between MA and discrimination ability in general. Troche and Rammsayer 
[15], therefore, derived a latent variable TRP from a battery of timing tasks (duration 
discrimination, temporal generalization, rhythm, and temporal-order judgment) and a 
latent variable Non-Temporal Discrimination Ability from a frequency, an intensity, 
and a brightness discrimination task. Again, speed- and reasoning-related facets of MA 
were determined. It was tested whether the prediction of MA by temporal and non-
temporal discrimination abilities could be dissociated from each other (see left panel of 
Fig. 3). TRP predicted both, reasoning- and speed-related aspects of MA, while Non-
Temporal Discrimination Ability was related to reasoning- but not (directly) to speed-
related aspects of MA. This differential pattern of results suggests two dissociable 
processes underlying temporal and non-temporal discrimination ability. There was, 
however, an almost perfect correlation of r = .94 between temporal and non-temporal 
discrimination ability indicating virtual identity of the two latent variables. Indeed, a 
one-factor solution with a latent variable General Discrimination Ability derived from 
all seven temporal and non-temporal discrimination tasks explained the data better than 
the former model (see right panel of Fig. 3). 

 
 
 
 
 
 
 
 
 
 
 

Fig. 3. The relations of TRP and non-temporal discrimination ability (NTD; left panel) as well 
as General Discrimination Ability (GDA; right panel) to reasoning- and speed-related aspects 
of MA as measured with the Berlin Intelligence Structure (BIS) test (adapted from [15]) 

This strong overlap of temporal and non-temporal discrimination may be explained 
by the high similarity of the discrimination tasks used to measure temporal and non-
temporal discrimination performances. In future research, this explanation should be 
empirically tested by means of a multitrait-multimethod analysis controlling for the 
influence of variance due to the employed methods. Furthermore, future studies should 
also concentrate on the biological underpinnings of the relation between MA and 
temporal as well as non-temporal information processing. In a recent neuroimaging 
study using functional MRI techniques [39], MA, and timing accuracy were positively 
associated with prefrontal white matter volume (PWMV). PWMV reflects the extent of 
neuronal connections and represents a neurobiological basis for mental operations 
requiring neural synchrony in prefrontal neuronal networks. If future research could 
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show that this functional relationship holds for temporal but not for non-temporal 
discrimination, this would provide converging evidence for distinct brain mechanisms 
involved in temporal but not in non-temporal discrimination ability. 

6   Summary and Perspectives 

In sum, the TRP hypothesis predicts that temporal acuity of the brain is a fundamental 
mechanism underlying MA. This assumption was confirmed repeatedly by the finding 
of highly reliable correlations between TRP and MA [4, 5, 13-15, 32, 40]. In line with 
the TRP hypothesis, it was shown that the association between MA and speed of 
information processing can be explained by the relation between MA and TRP [13]. 
Furthermore, TRP results in better coordinated mental operations as indicated by 
higher WM capacity which, in turn, leads to higher MA [14]. Nevertheless, there are 
open questions, which have to be addressed in future research. Can TRP be 
dissociated from general discrimination ability? Can TRP be increased experimentally 
as suggested recently by Jones, Allely, and Wearden [41] and how would such an 
increase affect the relation between TRP and MA? Psychophysiological measures 
such as alpha rhythm or event-related desynchronization, have been suggested to be 
related to temporal information processing [42,43] as well as to mental ability [44,45]. 
Can these methods help understand the relation between TRP and MA? Is it 
specifically the processing of temporal information, which accounts for the relation to 
MA? Or can the relation between TRP and MA be accounted for by rather general 
attentional processes required for both performances on timing tasks as well as on 
tasks assessing MA? 
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Abstract. In this essay, we explain time estimation on the basis of principles of 
self-organization. Timing behavior can be seen as an outcome of the coupling 
and coordination across physiological events, overt behavior, and task demands. 
Such coupling reveals itself in scaling relations known as fractal patterns. The 
self-organization hypothesis posits a coherent relation between frequency and 
amplitude of change, as a single coordinated unity, that possess fractal features. 
Empirical data lend support of this hypothesis, initiating a discussion on how 
fractal properties of time estimation can be altered by the interplay of voluntary 
and involuntary control of behavior.  

Keywords: Time Estimation, Pink noise, Fractal Time, Self-Organized 
Criticality, Involuntary and Voluntary Control. 

1   Introduction 

Timing is a central feature of behavior, whether the behavior pertains to physiological 
events such as brain activity, heartbeat, or breathing; overt motor behavior such as 
walking or dancing; or cognitive behaviors such reading, speaking, interacting 
socially, or participating in a laboratory task. In all these examples, the body finds a 
proper rhythm with surprising ease to ensure adaptive functioning (cf. for social 
coordination) [1-3]. What makes it possible that the activities of the body are so 
precisely orchestrated over time?  

The question of timing has traditionally motivated a search for internal clocks – 
rhythmic structures of some sort that could supply timing information to human 
physiology and behavior. This approach to the many different timing concerns of the 
mind and body proposes a hierarchy of clock times ranging from circadian time, one 
day to the next, to the rapidly changing millisecond timescales of speech, movement 
coordination, and brain activity. Each timescale has been thought to be represented by 
its own clock network of brain structures, distributed across the brain [4-5].  

The hypothesis of internal clocks has some drawbacks however. For example, the 
results of neuroimaging studies have failed to converge on a set of distinct timing 
networks that could correspond to the hierarchy of internal clocks. Instead, it appears 
as though the same brain networks are reused in a multitude of unrelated functions – 
rather than being dedicated in a modular fashion to timing functions (or to any other 
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mental functions, for that matter). Consequently, Anderson [6] has called for 
alternative hypotheses to make sense of neural reuse, which appears to be the basis for 
all cognitive functions. 

In this essay, we describe such an alternative – one that is based on the idea of self-
organization. Self-organization of a system’s behavior takes place without a central 
executive authority or isolated causal timing structures. Instead local interactions 
among the components of a system yield the global pattern of the system’s behavior. 
Examples of such self-organization come from a variety of domains in human 
behavior, including motor coordination [7], decision making [8], and brain activation 
[9]. For example, evidence from EEG studies suggests that the brain self-organizes 
global patterns of activity on the fly –– even coming up with different functional 
organizations to suite the requirements of specific contexts [7, 10-13]. Similarly, 
networks of motor neurons and inter-neurons that produce rhythmic timing functions, 
so-called central pattern generators, were found to self-organize into context-
dependent structures [14-16]. Previously inhibitory connections are reused as 
excitatory connections, new neurons that were not part of the network previously can 
be incorporated, or separate networks become fused into a new central pattern 
generator with changed timing pattern [17]. The inherent flexibility of the network 
structure originates in temporary synergies among the elements of the network that 
assemble to meet the demands of the immediate context [18-20]. 

Our goal in this essay is to explain behavioral phenomena of time estimation on the 
basis of these principles of self-organization. In doing so, we look at one particular 
task, one in which the participant first listens to a metronome beat marking the passing 
of repeatedly identical time intervals. The task is then to reproduce the duration of the 
time interval between metronome beats, repeatedly, after the metronome is turned off. 
This is a classic time-estimation task (cf. [5]) that has been used in several variations. 
For example, sometimes the participant controls the pace of responding, pressing a 
response key as each estimated interval passes. And sometimes a prompt appears 
(marking the beginning of the interval) and the participant responds when the 
estimated interval passes, after which another prompt will appear, and so on. What do 
data obtained from these kinds of tasks reveal about the kinds of processes that could 
give rise to time estimation? 

The phenomena that are revealed in time estimation data are generic patterns of 
local changes that emerge across successive time-estimation trials [8, 21-24]. Figure 1 
illustrates how such patterns are visualized in a spectral plot (following the 
prescriptions for spectral analysis of Holden, [25]): The raw data (a series of 
successive time estimates; shown at the top right of the figure) are decomposed by a 
Fourier transformation into sine waves (illustrated by examples on the left side of the 
Fig. 1). Slow changes in the data series are simulated by the low-frequency sine 
waves and fast changes are simulated by high-frequency waves. Similarly, large 
changes are simulated by high-amplitude sine waves, and small changes are simulated 
by low-amplitude sine waves. The ordered pairs of frequency and power (amplitude 
squared) for each of the obtained sine waves are then plotted on log/log scales (shown 
at the bottom right of the Fig. 1). The remarkable phenomenon is that the paired 
amplitudes and frequencies of the simulated changes turn out to be proportional, 
aligning themselves together along a regression line, also known as scaling relation. 
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The scaling relation illustrated in Fig. 1, aligning amplitude (power) and frequency 
of change, is a common identifier of fractal structure. Fractal structure suggests a 
coherence across scales, which in turn implies a coupling among the processes of the 
mind, brain, and body, across all the scales of the mind, brain, and body. Coupling 
allows continuous updating of each process by every other process, ensuring that each 
process informs the dynamics of every other process. Appropriately conceived, it 
provides a basis for the alignment of frequency and amplitude of change in the scaling 
relation [26, 28-30]. 

Applied to time estimation (as well as the observed timing of physiology and 
behavior), timing intervals of timing behavior can be seen as the outcomes of the 
coupling and coordination of the body. The self-organization of coordination itself is 
the paramount activity. Time estimation is simply a product of that activity, not the 
other way around. This view allows us to dispense with the anti-realist assumption 
that space and time constitute fundamental dimensions of human embodiment or 
phenomenology. Instead embodied time is a performance, physiological and 
behavioral events are primary, while their timing reflects the coordination across the 
sequential orders of events (cf., [31, 32]). 

Of course, one could be skeptical of the self-organization hypothesis. The scaling 
relation might be an idiosyncratic feature of behavior; or it might be a simple aggregate 
of ordinary mechanisms that happen to change on different timescales. Alternatively, 
the scaling relation might be equated with one or more specific mechanisms, elicited 
by the particular task environment, in line with the conventional idea of distinct mental 
functions [33-36]. For example, the high-frequency range of the spectral plot might 
reflect a motor component, while the low-frequency range might reflect a conceivably 
cognitive timing-function underlying time estimates. Finally, the scaling relation could 
reflect a spectrum of distinct internal clock frequencies that accidentally align their 
amplitudes [37].  

These contrasting viewpoints differ from our viewpoint in terms of their predictions 
about the coherence of the apparent scaling relation. They predict that the scaling 
relation comprises an independent process or is composed of independent processes. 
Thus the right kind of manipulation could possibly dissect a scaling relation into 
distinct components, with different frequencies and amplitudes of change. The self-
organization hypothesis, on the other hand, predicts a coherent relation between 
frequency and amplitude of change, which means that it will change in unity, as a rigid 
line that changes in slope. Holden and collaborators tested this prediction by injecting 
random white noise into the experimental protocol of time estimation and manipulating 
its amplitude [38]. Findings show that the injected low-amplitude noise changed the 
slope of a spectral plot toward whiter noise, but without splitting the spectral plot along 
lines of frequency or amplitude. Similarly, the injected high-amplitude noise changed 
the slope toward whiter noise (much more than before), but again without splitting the 
spectral plot. In both cases, spectral slopes changed equivalently across the spectrum of 
amplitudes, as a coherent relation between frequency and amplitude (cf. [39-40]). 
These findings undermine the idea of causally independent processes within the scaling 
relation. Instead they suggest that timing behavior results from the coupling and 
coordination of all the components of body and mind [26, 41]. 
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1.2   The Meaning of Spectral Slopes 

So far we have ignored an important aspect of spectral plots: the slope of the regression 
line between the amplitude, S (f), and frequency of change, f. The negative slope of the 
regression line, indicated as – α, is used to estimate a scaling exponent α, such that: S 
(f) = 1/f α = f –α. In the data set shown in Fig. 1, the obtained scaling exponent is α ≈ 
0.86, a value close to α = 1.0. This value (and values near to α = 1.0) is explicitly 
predicted by a core feature of the self-organization: self-organized criticality [28]. The 
value α = 1.0 represents the ideal scaling relation of fractal time, predicted to appear 
near criticality [42, 43]. So-called critical states are tipping points at which complex 
systems spontaneously reorganize, consistent with the neural reuse hypothesis and 
observed spontaneous reorganization of the central nervous system [7]. Indeed, skilled 
motor performance will converge on the scaling relation of α = 1 over extended or 
developmental time (e.g., for Fitts task performance: [44]; for walking: [45]).  

Time estimation data often reveal near pristine examples of fractal time [26]. 
Likewise, time estimation performance appears to converge on the scaling relation α 
= 1 across development [46]. The task was identical to the generic time-estimation 
task: after the metronome was switched off, children between 4 and 12 years of age 
pressed a button repeatedly to indicate when the designated time interval had passed. 
Data were subjected to analyses like that portrayed in Fig. 1, yielding a reliable 
developmental trend. Younger children produced patterns more like overly random 
white noise, while older children and adults produced patterns more like fractal time 
with α = 1. Younger children might lack capacities to sufficiently control the degrees 
of freedom afforded by the unusual task. With development, they might better 
coordinate their bodies with an idiosyncratic task, and they might better sustain the 
intentions that follow from experimental instructions.  

Despite findings of fractal time, note that the scaling relation of α = 1 is not equally 
present in every time estimation performance (or, for that matter, in other task 
performances that reveal scaling relations). Different task conditions can change the 
pattern of variation across time estimation data, usually to become more like a random 
pattern of white noise. For example, the fractal parameter of the scaling relation is 
close to zero when the metronome is left on during testing trials – but not when or 
when participants tap in a syncopated rhythm, between the beats of a metronome [47]. 
Similarly, the fractal parameter is close to zero when participants are provided with 
feedback on every time-estimation trial [48]. What does the change in spectral slope 
reveal about the system that gives rise to the observed performance? 

Figure 2 shows idealized data patterns and spectral plots that define the range of 
scaling relations discovered using different tasks and task conditions. The range runs 
from random white noise with α = 0 to brown noise with α = 2 at least or higher. We 
argue that the range of scaling relations can often be understood as a trade-off between 
voluntary and involuntary control [49]. To explain, we discuss the nature of control in 
more detail below (see also [28, 50]). 
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         Variation in Human Performance ׷ O୴ୣ୰ Rୟ୬ୢ୭୫O୴ୣ୰ Rୣ୥୳୪ୟ୰ ൌ I୬୴୭୪୳୬୲ୟ୰୷ C୭୬୲୰୭୪V୭୪୳୬୲ୟ୰୷ C୭୬୲୰୭୪ .  (1)

More formally, voluntary and involuntary control can be reframed with respect to the 
timescales of observation. Voluntary control brings temporary constraints into and out 
of existence as task performance requires. These constraints tighten or loosen the 
coupling between task and participant in vigilance, poise, mental set, anticipation, and 
so on. Such waxing and waning sources of voluntary control unfold more slowly than 
the trial kinematics of measured behavior. That is, constraints due to voluntary control 
change more slowly than the trial performances that are controlled. These sources of 
constraints, changing more slowly than the pace of measurement, amplify slow 
frequency variation in performance to resemble brown noise. In other words, voluntary 
control exaggerates over regular, slower oscillations supplying higher amplitude, more 
slowly changing variation to the data. High-amplitude slow changes are the basis for 
change in the direction of brown noise with α = 2 in the spectral portrait.  

Involuntary control, on the other hand, concerns all other sources of constraints 
apart from voluntary control. Changes in the difficulty of a task or task demands, the 
knowledge or skill of a participant, or across the participant’s development are all 
changes in involuntary control. Involuntary sources of constraint may affect all 
timescales of constraint. Sources of involuntary control that change on timescales 
faster than (or as fast as) the measurement will perturb performance unsystematically, 
changing the pattern of variation to resemble white noise. In contrast, sources of 
voluntary control that change on slower time scales than the time scale of the 
measurement will change the pattern of variation to resemble brown noise.  

Taken together, these predictions give a good account of the observed changes in 
time estimation data. For instance, consider the baseline to be the fractal time obtained 
when participants listen to the metronome beat until the metronome is turned off, and 
then produce the remembered time interval. An increase in involuntary control can be 
enacted by leaving the metronome on, eliminating the need to remember the time 
interval, and ceding this source of control to the task metronome. Indeed, leaving the 
metronome on, as an enhanced source of involuntary control, yields the expected 
change in variation toward overly random white noise [47]. Anecdotally, we have also 
observed skilled drummers who cede control to their automatic skill set, producing 
white noise in the metronome-off condition. 

Now taking the metronome-on condition as a baseline, an increase in voluntary 
control can be necessitated by another change in the task instructions. Instead of 
instructions to produce intervals in synch with the metronome, the participant is 
instructed to produce syncopated intervals that begin and end between the beats of the 
metronome. Compared to the in-synch condition, the more difficult syncopated 
intervals require a concentrated voluntary effort to sustain accurate performance. The 
enhanced voluntary control moves the pattern of time estimate variation back away 
from a resemblance to white noise and α = 0 toward brown noise with α = 2 [47]. 

Finally, consider the change in control that comes from the presence or absence of 
trial feedback. Feedback perturbs time estimation data, trial to trial, resulting in an 
unsystematic source of perturbations with respect to the behavioral measures of tapping. 
In contrast, feedback is a source of slow changes with respect to more rapidly changing 
brain activity. Slowly changing constraints on brain dynamics originate in the voluntary 
use of feedback to constrain and improve an upcoming performance. In other words, it 
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is the relative timescales of the measurement that determines whether trial-to-trial 
feedback moves variation in data toward white noise or brown noise. Feedback in time 
estimation fits these predictions. When the measurement pertains to tapping, trial 
feedback is a source of involuntary control, which in turn perturbs the pattern of 
variation in the direction of white noise [48]. On the other hand, when the measurement 
pertains to rapidly changing brain dynamics, slow trial feedback moves the variation in 
measurements of brain dynamics in the direction of brown noise [56, 57]. 

2   Conclusions 

Our goal was to address the issue of timing under the framework of self-organization. 
Under this framework, performance – in this case proper timing – does not require 
separate causal structures. No internal clock needs to be postulated to explain the 
intricate and apparently effortless timing performances that humans display. Self-
organization postulates instead that higher-order structures arise from the interplay 
among a multitude of component processes that interact as a balance of competing 
and cooperating tendencies. Timing performance is a product of such an interaction. 

Evidence for our claims comes from the persistent coherence between the ordered 
pairs of amplitude (power) and frequency of sine waves that simulate variation in 
performance. Whether the task involves tapping out a learned rhythm, or syncopated 
tapping between the beats of a metronome, spectral analyses reveal a characteristic 
pattern: Rather than arbitrary pairings of possible amplitudes and frequencies, 
systematic changes are apparent. A scaling relation changing in unity speaks to the 
interdependence of the component processes of the system. Whether a process changes 
on a faster or slower time scale, it is coordinated with other processes, which self-
organize human performance in task specific and participant specific ways. Timing 
then is a result of such self-organization embodied in the interaction of processes at all 
the scales of the body and brain.  
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Instituto de Neurobioloǵıa, UNAM, Campus Juriquilla.
Boulevard Juriquilla No. 3001 Querétaro, Qro. 76230 México
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Abstract. We used different tools from experimental psychology to ob-
tain a broad picture of the possible neural underpinnings of temporal
processing in the range of milliseconds. The temporal variability of hu-
man subjects was measured in timing tasks that differed in terms of:
explicit-implicit timing, perception-production, single-multiple intervals,
and auditory-visual interval markers. The results showed a dissociation
between implicit and explicit timing. Inside explicit timing, we found
a complex interaction in the temporal variability between tasks. These
findings do not support neither a unique nor a ubiquitous mechanism
for explicit timing, but support the notion of a partially distributed tim-
ing mechanism, integrated by main core structures such as the cortico-
thalamic-basal ganglia circuit, and areas that are selectively engaged
depending on the specific behavioral requirement of a task. A learning-
generalization study of motor timing also supports this hypothesis and
suggests that neurons of the timing circuit should be tuned to interval
durations.

Keywords: Interval perception and production, circle drawing, multi-
dimensional statistics, learning and generalization.

1 Introduction

Time is among the most crucial magnitudes that living beings must quantify in
order to survive. From microseconds to circadian rhythms, temporal information
is used to guide behavior and specific brain mechanisms have been suggested for
the time processing in different time scales covering twelve orders of magnitude.
Even though there is not a time sensory organ, organisms are able to extract
temporal information from stimuli of all sensory modalities, whether it is the
interval between two notes in a symphony or the duration of an eclipse. In ad-
dition, during music execution and dancing human beings can generate complex
sequences of time intervals with their movements. In some behaviors, an explicit
representation of the interval to be timed is used as in tapping with a rhythm,
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while in others time processing is covertly present or implicit as during continu-
ous drawing, where timing is an emergent property of the trajectory produced [1].
Also, time intervals can be produced or estimated just once or as many times as
it is needed. Therefore, some of the key elements of temporal processing include
the time scale being quantified, the modality of the stimulus, whether time is
being measured for a movement or for a perceptual decision, whether the task
involves single or multiple intervals, and the implicit or explicit nature of timing.

A central question among time researchers is whether a single neural mecha-
nism is employed for the measurement of time across all kinds of behaviors or
if, on the contrary, different areas and encoding strategies are employed by the
brain depending on the behavioral context in which time is processed. These two
opposing views regarding the mechanism of explicit timing are mainly used for
the range of hundreds of milliseconds, a time scale that has been investigated in
our laboratory. Although many behaviors that are essential for survival require
the temporal processing in this range, the search for the brain mechanisms for
time measurement in the scale of milliseconds has not been investigated until
recently. In contrast, the psychophysics of temporal quantification started as
early as the late XIX century (see [2]), and many timing tasks have been used to
test the existence of one or multiple neural clocks. As a natural extension of the
psychophysical experiments, a large amount of neuroimaging studies have been
conducted recently to describe the brain circuits that are activated in a number
of timing tasks.

The present chapter is divided in two sections. The first one is devoted to the
comparison between the neuroimaging results and the predictions made by the
psychophysical measurements performed in our laboratory regarding the func-
tional organization of a dedicated timing mechanism. The last section focuses
on the predictions generated by our study on learning and generalization of time
intervals that states that the timing mechanism is multimodal and that at least a
fraction of the neurons of the timing circuit should be tuned to different interval
durations. The last prediction is supported by neural network simulations.

2 fMRI of Temporal Processing

Functional brain imaging studies have yielded useful information about the struc-
tures that participate in time measurement. Numerous perceptual or motor tasks
using single or multiple time intervals in the hundreds of milliseconds range have
consistently found that structures like the striatum of the basal ganglia and the
supplementary motor areas are activated, regardless of the non-timing factors
involved in the task, such as the modality of the stimuli used to define the in-
tervals [3, 4, 5, 6, 7, 8, 9]. This has led some to conclude that the same structures
are always recruited for temporal processing in this range and that different
task features, such as the perceptual or motor nature of the task, or if single or
multiple intervals are involved, do not significantly modify which brain regions
are activated [10]. In this regard, it has been proposed that some interconnected
structures, like the dorsal premotor and supplementary motor areas, the basal
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ganglia and the thalamus, which are essential for movement planning and exe-
cution, also form a timing circuit [11, 12]. This is an appealing view, since time
perception and production go hand by hand while interacting with the environ-
ment. Indeed, various perceptual studies, using auditory [3,6,8], visual [7,9,13,14]
and tactile [10] stimuli have reported consistent activation of some or all of the
structures of this hypothetical timing circuit. Importantly, humans are not the
only primate species that has been investigated. A PET study by Onoe and
collaborators [15] using macaque monkeys trained to discriminate between two
visually defined time intervals found some of these areas, like the basal ganglia,
to be activated. This is a relevant finding, because it implies that these animals
can be good models for the neurophysiological study of timing.

However, these are not the only regions that have been reported to increase
their activity while timing. A relevant example is the cerebellum, a structure
known to have profuse connections with the neocortex. While a group of investi-
gators have reported activation of medial cerebellar structures [6] during timing
tasks, others have found activation in the lateral part of the hemispheres [13,16],
and still others have not reported their activation at all [3]. The cerebellar activa-
tion is regarded by some investigators as an evidence for its involvement in timing
but others propose that it may simply reflect its role in sensorimotor integration.
A similar example is the dorsolateral prefrontal and the inferior parietal cortices.
These structures have also been considered as candidates for a dedicated timing
network, albeit more frequently in the seconds range [9]. Some research groups
claim that the parietal and prefrontal cortices are activated because they are
important nodes in the temporal processing network. Nevertheless, since these
regions have important roles in attention and working memory, their activation
may reflect that these cognitive processes are needed to solve the tasks. Addi-
tionally, some of these studies have also pointed out that a bias seems to exist
towards the activation of right hemispheric structures [13], although results from
other studies can be considered as a challenge to such view [17].

Fewer studies have focused on interval production rather than perception, but
the majority has found again the supplementary motor area, the basal ganglia,
the thalamus and the cerebellum to be involved [5, 14, 17]. In fact, Bueti and
collaborators [14] directly investigated whether different regions were activated
for perceptual or for motor timing. They found that in both conditions the basal
ganglia and the cerebellum increased their signal, but a more complex network
that included the supplementary motor areas and the inferior parietal cortex,
was preferentially activated during production tasks. Finally, a recent meta-
analysis using an activation likelihood estimation algorithm on the data of 20
fMRI studies showed that when maps of both motor and perceptual tasks in the
sub-second range are displayed on a single template, the following overlapping
areas were detected: SMA, middle frontal gyrus (BA 6), IPL (BA 40), IFG, right
caudate and putamen, right insula and the posterior cerebellum [12].

Overall, these findings point out that no single brain structure can be con-
sidered as the sole responsible for time quantification. Furthermore, temporal
estimation can be viewed as the result of the interaction of multiple cortical and
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subcortical areas. However, there are some regions that consistently appear to
participate conforming the main core timing network that includes the supple-
mentary motor area and the basal ganglia, while others are not that consistent,
like the cerebellum, the dorsolateral prefrontal cortex, and the inferior parietal
cortex. Other structures may also be recruited depending on particular task de-
mands such as the primary sensory cortical areas. Nevertheless, the functional
imaging literature does not support the notion that the representation of time
could be ubiquitous, arising from the intrinsic dynamics of non-dedicated neural
mechanisms, as suggested by modeling studies [18,19,20]. Thus, these results can
begin to shed light on our main question. While there’s no unique brain clock,
some of its structures definitely seem to conform a partially distributed timing
network devoted to the scale of hundreds of milliseconds.

3 Psychophysics of Temporal Processing Across
Behavioral Contexts

We have addressed these issues in our laboratory by testing human volunteers
on different perceptual and production timing tasks [21, 22]. In order to study
the effects of factors other than timing on the performance variability of human
subjects we designed four tasks that differed in their sensorimotor processing, the
number of intervals, and the modality of the stimuli used to define the intervals
(Fig. 1). Importantly, in all the tasks the subjects temporalized their behavior
in the range of 350 to 1000 ms. Using these factors we could group the tasks
as follows: If timing was required for the guidance of movements, they were
classified as time-production tasks, whereas time-perception tasks were those
in which perceived intervals had to be compared. Depending on the number of
time intervals being produced or compared, they could be categorized as single
or multiple-timing tasks. Finally, the stimuli used to cue the subjects could be
either visual or auditory [21].

Two tasks could be considered as perceptual. In the time interval Discrim-
ination Task (Dis), subjects were presented with five stimuli that created four
isochronous base intervals which were immediately followed by a sixth stimulus
that produced a comparison interval. This could be shorter or longer than the
base and subjects had to tell which it was by pressing one of two keys on the
computer keyboard. The Categorization Task (Cat) had two phases, training
and execution. In the training phase, two single intervals were presented to the
subjects, an extremely short one and an extremely long one. After 20 trials were
performed in this fashion, subjects were presented with six intermediate inter-
vals additionally to the trained ones and subjects were instructed to categorize
them as short or long using the prototypes acquired during training (Fig. 1).

In the other two tasks, time intervals were produced with movements. The
Multiple Tapping Task (MTap) consisted on producing multiple isochronous
intervals by tapping on a button. The first intervals were produced in synchro-
nization with stimuli, which were immediately eliminated after the completion of
four intervals and the subjects had to produce four additional internally-timed
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Fig. 1. Timing tasks. Five timing tasks, performed with auditory or visual interval
markers, were used to evaluate the influence of four factors on timing performance:
explicit vs. implicit, visual vs. auditory modality, single vs. multiple intervals, and
perception vs. production of the intervals. Modified from [21,22]

intervals. The second production task, named Single Tapping Task (STap) had
also two phases, instruction and execution. In the instruction phase two stimuli
were presented sequentially, creating an interval that the subject was required
to reproduce by tapping twice in the push-button. After five instruction trials,
subjects did ten trials in the execution phase, in which no interval was presented
and only a go signal indicated the subject to produce the instructed interval
(Fig. 1).

An important feature of this study is that all subjects performed all the tasks,
which increased the ability to detect intra- and inter-task differences in the tem-
poral and non-temporal components of the behavior (Fig. 1). The first crucial
observation in this study was that in all tasks the temporal variance increased
as a function of the interval, following the scalar property of interval timing [23].
However, as it can be seen in Fig. 2, this relation differed across tasks and
modalities. Experimental psychologists have used different analytical strategies
to decompose the total variability of task performance into temporal and non-
temporal elements. Such methods include the Wing-Kristofferson model [24]
and the Slope model [25]. According to the Slope model, variability can be de-
composed into time-dependent and time-independent processes from a linear
regression between the variability and the squared interval duration. The former
correspond to the slope in the regression, since it is directly related with the
scalar property of interval timing, and the latter to the intercept. The inter-
cept can be associated with the inherent sensorimotor and memory components
of a particular task, which are constant across all the processed interval dura-
tions [25]. We used this analysis to test the difference in time-dependent vari-
ability between the tasks and found that perceptual, visual and single interval
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tasks had significantly larger slopes than the production, auditory and multiple
tasks (Fig. 2). These results have at least two interpretations: whether differ-
ent mechanisms are being used for each task and modality or a common timing
system is being modulated by the nature of the task.

We reasoned that if a common timing mechanism was being used to solve all
the tasks, then a subject with small timing variability in one task would also have
small variability in the other three behavioral paradigms [26]. Consequently, we
performed a correlation analysis to compare the performance variability of each
subject between pairs of tasks for all interval durations. Indeed, the results are
graphically presented in Fig. 3 and show that subjects’ performance showed a
complex set of significant correlations between many tasks, with consistent cor-
relations between the same task across modalities. These data cannot be inter-
preted as evidence for multiple timing mechanisms specific for each task context,
nor as evidence for a common timing mechanism that functions equally every
time a subject quantifies time. Hence, in concordance with the neuroimaging ob-
servations, we suggest the existence of a partially distributed timing mechanism,
integrated by main core interconnected structures such as the cortico-thalamic-
basal ganglia circuit, and areas that are selectively engaged depending on the
specific behavioral requirement of a task. These task-dependent areas may in-
teract with the main core timing system to produce the characteristic pattern
of performance variability in a paradigm (Fig. 2) and the set of intertask corre-
lations described in Fig. 3. Nevertheless, a precautionary note is in place here,
since significant correlations could also be due to common individual cognitive
strategies across many tasks.

In the tasks described above time was explicitly present. However, it has been
shown that timing variability differs depending on the temporal goals of the task
and whether time is guiding behavior directly or if it is an emergent property of
the actions [1]. To tackle whether our explicit timing tasks differed from a task
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tasks with auditory and visual markers, respectively. Modified from [21].

where time processing is covertly present, we tested the same group of subjects on
a Circle Drawing (CirD) task. This task has been regarded as an implicit-timing
task, since the kinematic properties of continuous drawing can generate temporal
behavior without engaging a neural explicit-timing clock [27]. By manipulating
a joystick, subjects controlled the position of a cursor displayed in a monitor
and were required to draw a circle following a path of 5 cm of diameter with it.
Importantly, subjects were instructed to attempt to pass the cursor through a
window in the path in coincidence with the presentation of isochronous auditory
or visual stimuli. Once the subjects drew four circles, stimuli were extinguished
and four additional circles had to be drawn at the same rate. Hence, the CirD task
has the same structure of the MTT but instead of tapping, subjects continuously
drew circles in a rhythmic fashion (Fig. 1).

With the subjects’ performance variability we constructed a 9x9 dissimilarity
matrix, which quantifies the distances in variability between all pairs of tasks
[22]. This matrix was initially used for a hierarchical clustering analysis. This
analysis accommodates the tasks in a representative spatial configuration known
as dendrogram, which reflects how much of the variability in one task is related
to the variability in the others. The clustering pattern we obtained is depicted in
Fig. 4A and shows three important relationships between the tasks. First of all,
the only implicit timing task we tested, circle drawing with both modalities, is
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Fig. 4. A. Dendrogram for the temporal variability in the five tasks with both marker
modalities, auditory (A) and visual (V). B. Two dimensional representation of the
performance in the same tasks using multidimensional scaling analysis. Modified from
[22].

isolated from the rest of the tasks that require explicit timing. Second, the two
single interval tasks (STap and Cat), again with both modalities, are separated
from the two multiple interval tasks by the next big branch. Finally, the same
tasks with the different modalities are clustered together. The number on the
top of the figure is the probability that each tree ramification was a random
event. All the branches have a chance likelihood of p < 0.05.

Finally, we performed a multidimensional scaling analysis, a method that
reduces the dimensionality of a data set, in our case the dissimilarity matrix, to
create a two or three dimensional representation of the complex relation between
the data. In this way we can obtain the most important underlying dimensions
of our data set [22]. Fig. 4B presents our results, where it can be seen that the
most important dimension, the abscissa, again separated the circle drawing task
from the rest, whereas the second dimension, the ordinate, separated single from
multiple interval tasks. Thus, explicit and implicit timing, as well as cyclic or
multiple and single interval tasks generate clear differences in performance. The
statistical significance of our results is less than 0.0087.



Multi-task Studies on Temporal Processing 215

The results of these psychophysical comparisons suggest that the neural un-
derpinnings of implicit timing is different from the dedicated mechanism for
explicit timing. Indeed, the performance dissociation of explicit and implicit tim-
ing in repetitive tapping and drawing tasks has been meticulously documented
using correlation [1, 27, 28] and slope [29] analyses. For example, the temporal
consistency during a continuous circle drawing task (very similar to our circle
drawing) is not correlated with the timing variability during multiple interval
tapping, discrimination, or a task where circle drawing is intermittent [1, 27].
Therefore, it has been suggested that the neural mechanism for implicit timing
depends of the motor and premotor areas that control the kinematic properties
of continuous rhythmic movement behaviors, such as the circle drawing task, and
is not quantifying the passage of time but controlling the velocity of the contin-
uous movement [28]. The present results also showed an important segregation
in the performance variability between single and multiple interval timing. This
suggests that the activation of a cyclic pattern of behavior not only confers an
advantage regarding temporal variability and accuracy in multiple interval tasks
as reported before [21,25,30], but also may engage a distinctive neural substrate
that can be discriminated from the single interval mechanisms using multivariate
analytical approaches. Finally, the marker modality did not create superordinate
dimensions in the resulting MDS axes. These results are at odds with studies
showing that, in both perceptual and production tasks, visual stimuli produce
more variable time estimates than auditory ones [21,31,32]. However, our present
MDS results may reflect the fact that the explicit-implicit and number of timed
intervals functional distinctions are more important than the task modality. In
fact, the dendrograms obtained (Fig. 2), which showed a more comprehensive
picture of the grouping between behavioral parameters, demonstrated the rele-
vance of task modality.

Our results are in close agreement with those of the neuroimaging literature.
They imply that the brain may use some common resources for explicit timing
in the hundreds of milliseconds range, but that there are factors that can mod-
ify the processing of these intervals, probably by recruiting different structures
depending on behavioral constrains. Future studies could measure the changes
in the intensity of BOLD signal as a function of some of the mentioned non-
temporal factors and the range of intervals that we used, and thus could help
in the clarification of these issues. Indeed, multidimensional statistics could be
used in order to test whether the structure of the multi-task temporal variability
observed in our studies can be replicated using the changes in both the timing
circuit configuration and the magnitude of the BOLD signal across brain areas.
Needless to say that through neuroimaging and psychophysical studies we can
only speculate about the cellular mechanisms behind time quantification. These
mechanisms can be addressed with neurophysiological studies that have the spa-
tial and temporal resolution needed to determine the neural codes behind time
quantification. Some laboratories, including our own, are beginning to investi-
gate this interesting problem in behaving non-human primates, that seem to be
a promising animal model for this research area [33, 34, 35].
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4 Contribution of Learning Studies to the Knowledge of
Timing Systems

Learning experiments have been another useful tool, although indirect, for the
study of different cognitive processes including temporal processing. The char-
acterization of the properties of learning can provide important insights about
the neural underpinnings of the behaviors being studied. The changes in be-
havior induced by training in a controlled context are informative per se, but
if we also assess changes in non trained conditions, varying the behavioral con-
text in a systematic way, we can get important additional information about the
organization of the underlying neural systems.

Several studies have shown that timing can be improved by practice [36, 37,
38, 39, 40, 41]. In addition, most of these studies have also shown that these
improvements can generalize to other timing behaviors. Thus, in this section
we review the findings of timing learning-generalization literature including our
recent experiment on the matter, which explored other information processing
properties of the timing system engaged in the hundreds of milliseconds scale.

The rationale of the learning approach is the following. Let’s imagine a net-
work that processes the gray level of a visual stimulus, and that this network
has to discriminate a specific gray level (50%-black) from a gradient ranging
from 10% to 100%-black, producing a categorical output-signal every time that
50%-black is presented to the network (Fig. 5A). Then, let’s assume that this
network is able to perform this function from the beginning with a certain pre-
cision degree, giving an incorrect output in some trials. Next, we can train the
network and produce an increase in its precision for the 50%-black stimulus,
promoting a change in the network dynamics every time the output is incorrect
while reinforcing correct responses. Finally, after training we can evaluate the
precision for the discrimination not only for the 50%-black trained stimulus but
also for the complete gray-gradient. This strategy allows to test whether the
processing of other gray levels can also profit from the training, suggesting a
functional overlap in how the network responds to the trained and non-trained
conditions. We would expect that the discrimination errors will decrease with
training, producing an output discrimination function that will be more precise
for the gray levels surrounding and including the 50%-black, compared with the
initial behavior of the network (Fig. 5A). Thus, these effects give us an idea of
how the network processes information around the trained parameter, as well as
its processing limits. This strategy is followed frequently in the artificial neural
network literature. In the specific case of timing, an improvement in time percep-
tion induced by training would generalize toward untrained conditions if the time
information is processed by the same network. Thus, the amplitude of the gener-
alization window will be determined by the processing capabilities of a dedicated
timing network under different timing contexts, which is another psychophysical
tool to address the problem of one or multiple clocks, discussed above.

One of the first timing studies that used this approach reported a gradual
improvement in a temporal discrimination task across a series of practice ses-
sions [36]. Human subjects were requested to discriminate a standard interval,
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Fig. 5. A. Schematic representation of the learning generalization approach. A network
that responds to the presentation of a gray-level stimulus, represented by the input
arrows, with a probability of response represented by the size of the output arrow.
B. Experimental design. The number of days is showed for each of three phases of
the experiment (pre-test, training phase, and post-test). ISI - inter-stimuli interval.
Modified from [44].

delimited by two tones of a given pitch, from comparison intervals in order to
estimate the discrimination threshold. It was observed that the threshold grad-
ually decreased with training, and that the total decrease of the threshold was
statistically significant. Additionally, the subjects were tested in non trained
conditions, in which the frequency of the tones or the duration of the standard
interval were changed. Interestingly, it was observed that the learning effect was
transferred to the discrimination of time intervals defined by stimuli with differ-
ent pitch. However, there was no transfer of learning to standard intervals with
different durations [36]. These results revealed that the temporal features are
extracted from the auditory stimuli independently of the frequency, and suggest
that a common timing network is recruited for time processing regardless of
features of the auditory stimuli. On the other hand, the results also imply the
existence of interval specific networks, since no learning transfer was observed
between the durations of the trained and non-trained standard intervals. It has
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been suggested that the learning transfer depends on the improvement of tem-
poral processing and not on more efficient memory or decision processes, at least
for auditory interval discrimination [40].

In confirmation to the previous study, it has been observed that learning
induces an improvement in the discrimination of intervals delimited by tactile
stimuli, and that this learning generalizes: (1) across untrained skin locations on
the trained hand, (2) to the corresponding untrained skin location in the con-
tralateral hand, and (3) to a timing discrimination task of auditory stimuli [37].
The learning transfer in this study occurs again only in the trained duration [37].
In addition, it has also been observed that intensive learning in a time percep-
tion task can cause an improvement in a motor timing task that is restricted
to the trained duration, suggesting that motor and perceptual timing share a
common neural substrate, and that this substrate is duration-specific [39, 41].
The learning transfer from a perceptual to a motor task has been demonstrated
with auditory [39] and tactile [41] interval markers, emphasizing the multimodal
nature of the timing mechanism.

On the other hand, some studies suggest that early sensory areas play an
important role on temporal processing. For example, it has been shown that
learning to discriminate temporal modulation rates was accompanied not only
by a specific learning transfer to a temporal interval discrimination (and not
to a frequency discrimination task), but also by an increase in the amplitude of
the early auditory evoked responses to trained stimuli [42]. This learning induced
enhancement of early bilateral auditory evoked responses occurred in conjunction
with an increase in the power of gamma oscillations in the inferior frontal cortex,
suggesting that plasticity is not confined to auditory cortices and rather engages
a distributed timing network [42]. Furthermore, a recent TMS study reported
that the disruption of the auditory cortex impaired not only time discrimination
of auditory stimuli but also impaired that of visual stimuli to the same degree.
In contrast, TMS over the primary visual cortex impaired performance only
in visual time discrimination. These asymmetric contributions of the auditory
and visual cortices in time perception may be explained by a superiority of the
auditory cortex in temporal processing [43]. Hence, these studies emphasize the
role of sensory areas in time quantification, showing that auditory areas have a
privileged status on temporal processing.

Overall, these studies support the idea of a common timing network that has
access to multimodal information, with no topographical organization in the au-
ditory (frequency based) or somatosensory (somatotopic organization) modal-
ities, and that shares resources during time perception and time production.
Therefore, this area of timing research also confirms our hypothesis of the exis-
tence of a partially distributed timing circuit, where the core network is affected
by sensory areas in a context dependent fashion. In addition, these studies show
a consistent duration specificity in the learning transfer of timing abilities, which
suggest that timing neurons in the partially distributed timing circuit should be
tuned to interval durations with relatively sharp tuning curves.
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Regarding the latter point, the studies that have reported no learning gen-
eralization across interval durations have tested intervals with very different
magnitudes (more than 50% of the trained interval), and, therefore, their sensi-
tivity to measure learning transfer in the temporal domain has been low. Hence,
one of the questions we had was whether the hypothetical groups of cells that
are tuned to different interval durations show sharp or broad tuning curves, and
whether the specificity of interval tuning depends on the magnitude of the pro-
cessed interval. In order to study the learning of motor timing and the transfer of
learning in the time domain, we designed an experiment in which several dura-
tions surrounding a standard interval (Fig. 5B) were used as targets in the Single
Tapping Task (STap), described in the previous section (Fig. 1). Three groups
of human subjects were submitted to extensive training (8 days) in one out of
three standard Inter-Stimuli Intervals ([ISI] 450, 650 or 850 ms). The subjects
completed 60 blocks of trials per day, and each block consisted of 5 instruction
trials plus 15 execution trials (900 execution trials per day) using only the stan-
dard interval delimited by auditory stimuli [44]. With the purpose of evaluating
the transfer of learning across intervals, the performance variability (standard
deviation of the produced intervals) of a set of seven target ISI’s was assessed
using auditory and visual marker stimuli independently, before and after train-
ing (Fig. 5B). Therefore, this design allowed us to evaluate the transfer of motor
timing learning across different intervals and modalities [44].

The first finding in our study was that human subjects showed a learning
process for motor timing (Fig. 6). Learning was manifested as a gradual reduction
in performance variability across training sessions, describing a decaying function
similar to those observed in perceptual timing tasks [36, 37, 40, 45]. In fact, we
found a significant decrease in intertap variability during the execution phase of
the STap across training days (ANOVA, p < 0.01). In addition, we studied the
learning dynamics for each subject by fitting the following power function:

SD = bT m (1)

where SD is the Standard Deviation of the produced intervals (dependent vari-
able), T is the training day (independent variable), m is the time constant
(slope) of the function, and b is the intercept, an estimate of the initial value
of the curve. We found a significant difference in the intercept b but not in
the slope of the power function across trained intervals. These results suggest
that the initial value of the curve follows the scalar property of interval timing
with a larger variability for larger interval magnitudes, a finding expected from
the results reported above. In addition, our findings suggest that the learning
dynamics is independent of the trained interval.

The next step was to characterize the transfer of learning in the temporal
domain (transfer towards untrained intervals) and between sensory modalities.
To this end, we constructed transfer curves where the difference in temporal
variability before and after training (Pre-test - Post test) was plotted as a func-
tion of the interval magnitude. In addition, we performed one-sample t tests
to determine whether the variability reduction was significantly different from
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zero for each interval. A clear transfer of learning was observed within the time
domain for the three different trained intervals (Fig. 7). However, the general-
ization pattern (e.g. the intensity of transfer across intervals or modalities) was
different for different trained intervals, as follows. For the trained interval of
450ms, we observed a strong generalization of learning only for intervals close
to 450ms, whereas for the trained interval of 850ms we found a large learning
transfer across a wide range of interval durations. The generalization pattern for
the trained interval of 650ms showed intermediate values in terms of magnitude
and interval spread; however, the transfer was less organized that the previ-
ous two intervals, with contiguous intervals showing inconsistent effects (Fig.
7). Interestingly, the transfer pattern was cross-modal across the three trained
intervals. Although subjects were trained using only auditory stimuli, significant
improvements were observed for the visual modality.

We performed Gaussian function fittings to the generalization patterns in Fig.
7. High coefficients of determination (R2) were observed for the transfer curves
of 450ms and 850ms, as it would be expected for an organized, gradually de-
creasing transfer of learning. In contrast, for the 650ms standard a low R2 was
found, in concordance the scattered pattern revealed by the t tests. More impor-
tantly, we found that the amplitude of the Gaussians (at the half height) showed
a linear increase with the duration of the standard interval, following the scalar
property of timing. Finally, the peak of the curves (the mean) was not centered
on the trained interval, showing a bias between modalities. Indeed, the bias in
the transfer functions might be related to the fact that auditory stimuli tend to
be judged longer than visual stimuli [31,46]. Overall, these findings give indirect
support for the presence of two important properties of the brain network in-
volved in time quantification during the execution of the STT. First, at least a
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group of neurons in the timing circuit may be tuned to interval durations. The
tuning curves of such neurons probably show an increase in tuning dispersion as
a function of the preferred interval. This increase in tuning specificity could be
one of the neural correlates of the scalar properties of interval timing [47]. Fur-
thermore, our results give additional support for the existence of a multimodal
timing circuit that shows a bias towards auditory stimuli (see also Figures 2 and
4). The asymmetrical effects of auditory and visual stimuli on temporal process-
ing are probably due to the privileged access of auditory information [42,43,48]
to the core timing network. During intensive learning, however, it is possible
that not only the auditory areas but also part or the entire main core timing
structures are subjected to plastic changes that increased their information pro-
cessing [42]. Hence, the complete generalization from the auditory to the visual
condition observed in our data could be the result of plastic changes in the main
core explicit timing network.

The inconsistent transfer of learning for the 650ms standard is very peculiar
and should give us a hint about the organization of the duration-specific or tuned
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neuronal populations. Previous studies have shown that the preferred (unpaced)
tapping rate of humans has a bimodal distribution, with peaks around 270ms
and 450ms [49,50]. In addition, a language timing study showed that the distri-
bution of pauses between phrases or paragraphs has also a bimodal distribution
with peaks around 400ms and 1200ms, and where the intervals between 600ms
and 750ms are the less frequent [51]. Hence, the interval of 650ms could be a
duration that is not processed in a common fashion. Based on this evidence we
can speculate that the properties of the timing network are shaped by the oc-
currence of the intervals present in our everyday life, so that the neurons that
are tuned to interval durations show a distribution of preferred intervals that
reflects the most common processed durations. Thus, we predict that the num-
ber of cells with preferred intervals around 650ms should be smaller than the
cells with preferred intervals around 450ms and 850ms. An additional thought
is that the sculpting of the preferred interval distribution by the environmen-
tal temporal patterns should be limited by the innate properties of the timing
mechanism, in such a way that our abilities to quantify time across behavioral
contexts should depend on the interaction between these two phenomena.

5 Interval Tuning Properties of an Artificial Neural
Network

Previous neural network studies have suggested that neural circuits with dy-
namical changes in their excitatory-inhibitory interactions are able to process
temporal information [18, 19, 52]. Consequently, in order to test some of the
tuning properties of timing cells predicted by the previous learning and gener-
alization study, we simulated a recurrent neural network. This neural network
model was constructed using integrate-and-fire (I&F) units that are simple mod-
els of the electrical behavior of a single neuron. The I&F units are characterized
by their passive integration in the subthreshold voltage range and the generation
of stereotypic spikes above threshold [53]. In addition, we modeled three differ-
ent time dependent properties of the postsynaptic integration: the paired-pulse
facilitation of monosynaptic excitatory postsynaptic potentials (EPSPs), paired-
pulse depression of fast inhibitory postsynaptic potentials (IPSPs), and the slow
IPSPs produced by the activation of GABAb receptors (Fig. 8A). This network
included 400 excitatory units and 100 inhibitory units, with a 20% of random
recurrent connectivity and has a similar structure of the network reported by
Buonomano in 2000 [18] (Fig. 8B). We used as input stimuli the same intervals
included in the generalization experiment in humans: 450, 650, and 850 ms. In
fact, two short bursts of activity separated by these durations were used to sim-
ulate the input intervals. In addition, we used a layer of perceptron units with
backpropagation learning as the reading output of the network. The perceptron
layer was connected to the excitatory neurons of the recurrent network and in-
cluded 3 perceptron units, each associated with the discrimination of our tested
intervals (450, 650 and 850 ms; Fig. 8B).

It is important to clarify that this neural network was designed to understand
some basic principles of interval tuning in the hundreds of milliseconds range
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The recurrent neural network is composed of 400 excitatory and 100 inhibitory I&F
neurons, with a 20% random connectivity. A layer of perceptron units with backprop-
agation learning was used as a reading output. We have 3 perceptrons corresponding
to intervals 450, 650 and 850ms, which received inputs from the excitatory neurons of
the recurrent network.

and how these tuning mechanisms could explain the patterns of generalization
observed in our experiments. Hence, we are assuming that tuning is an impor-
tant element used by the main core timing network to encode explicit temporal
information. We are not addressing the multimodal or context-independency of
interval tuning with these simulations. In fact, we are currently implementing
a more sophisticated neural network in order to test how the main core timing
areas can generate the scalar property of interval timing and how the specific
areas that are engaged depending on the behavioral constrains can produce, in
conjunction with the core areas, the patterns of temporal variability observed
in the multitask and the learning-generalization studies. Seminal modeling work
has suggested that an ubiquitous [19,54] or a centralized timing mechanism, like
the Striatal Beat Frequency (SBF) model [55], can explain a range of temporal
behaviors.

Interestingly, we found that the recurrent network was able to show interval
tuning, characterized by selective neural responses to pairs of input stimuli sep-
arated by a particular duration (see the inset of the left panel of Fig. 9A). The
tuning specificity depends on the weights of the set of inhibitory and excitatory
inputs, as well as the time dependent properties that these inputs produce on the
tuned cells. Changing systematically the weights of the excitatory connections
with paired-pulse facilitation, as well as the weights of the GABAb connections
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Fig. 9. A. Left panel : Synaptic map of the efficacy of GABAb connections (ordinate)
and excitatory connections (abscissa) to excitatory neurons in response to pairs of
input pulses separated by 450 (black dots), 650 (dark gray dots), or 850 (light gray
dots) ms. Thus, depending of the strength of synaptic weights the excitatory neurons
respond selectively to inter pulse intervals. The inset panel shows an excitatory neuron
that responds selectively to 850ms due to the specific combination of input weights.
Lines show the threshold for the interval specific response to the second input pulse
stimulus. Black line: 450ms, dark gray line: 650ms, and light gray line: 850ms. Right
panel : Probability of correct classification by perceptron units to inter pulse interval
ranging from 350 to 950 ms. B. The same than A but with a synaptic map configuration
that does not include the weights for the 650ms selective responses.

to the excitatory cells of the network, we were able to determine a synaptic
space where different interval specificities were produced (Fig. 9A, left panel).
For example, when both the excitatory and the GABAb inputs weights are high,
the circuit produces tuned responses to the 850ms interval. In contrast, when
the excitatory weight is moderate, and the facilitation of the excitatory input
over-weights the GABAb low input, the circuit shows a selective activation for
the 450ms interval (Fig. 9A, left panel).

Initially, we tested the generalization pattern of the recurrent network using
a homogenous distribution of weights in the synaptic map (Fig. 9A, left panel).
The generalization function for each trained interval was obtained once the per-
ceptron layer was trained to discriminate that interval, and the network was
tested to a wide range of intervals without allowing for further learning. Indeed,
the right panel of Fig. 9A shows the probability of correct classification by the
perceptron units to interval durations ranging from 350 to 950 ms after the net-
work was trained to the 450, 650 and 850 ms intervals independently. It is evident
that the width of the generalization curve increased as a function of the duration
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of the trained interval, following the same organizations observed in the learn-
ing and generalization study in human subjects. Therefore, these results suggest
that interval tuning can be generated in the timing network through a combi-
nation of inhibitory and excitatory weights that show different time dependent
properties, such as paired-pulse facilitation of EPSPs, paired-pulse depression of
fast IPSPs, and slow IPSPs.

The learning transfer of the interval specificities in the recurrent network
showed similar properties observed in the generalization study of motor learning
in the STap task. However, an important difference in our network simulations
was that the 650ms trained interval showed a strong and systematic generaliza-
tion across neighbor intervals. In contrast, human subjects showed an inconsis-
tent transfer pattern for interval surrounding the trained 650ms interval. The
final question, then, was what is the configuration of weights in the synaptic
map that could produce generalization functions in the recurrent network that
follow more closely the results obtained in the human subjects study. After test-
ing different synaptic map configurations, we found that a synaptic map with
two discrete distributions of weights, one in the lower left quadrant of the map
(around the 450ms selective weight area), and another in the upper right quad-
rant (around the 850ms selective weight area; see the left panel of Fig. 9B),
produced generalization functions that were closer to the human timing perfor-
mance. In fact, the generalization functions depicted in the right panel of Fig.
9B show that the learning transfer for the interval of 650ms was smaller than
the 450 and 850 ms trained intervals. Therefore, these findings suggest that the
deficient learning transfer for the 650ms in human subjects could be due to a
decrease in the frequency of the synaptic weights that lead to the interval speci-
ficity to this duration. The decrease in the frequency of specific synaptic weight
combinations could be imposed by the occurrence of the intervals processed in
our daily life behaviors, as discussed in the previous section.

Overall, our simulation experiments showed that a recurrent network that
includes synaptic time dependent properties can produce interval selective re-
sponses with a pattern of generalization that was similar to the one observed
in the psychometric study in human subjects, with an increase in the width of
the generalization function as a function of the duration of the trained interval
and a dip in the transfer height for the 650ms interval. The latter effect can
be produced by a synaptic map that shows a strong bias towards the synaptic
weights associated with the tuning of the 450 and 850 ms intervals.

6 Concluding Remarks

Learning and generalization studies, including our own, provide evidence for the
existence of a dedicated general timing mechanism that has access to multimodal
information and is engaged in the perception and production of time intervals.
Furthermore, our multiple-task psychophysical studies suggest that these behav-
ioral parameters, together with the number of processed intervals, can influence
in a specific fashion the performance of the timing mechanism. These latter ob-
servations have refined our hypothesis, suggesting that time quantification in
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the hundreds of milliseconds depends on a partially distributed circuit of inter-
connected brain areas. In addition, our learning and generalization study gave
support to the notion that at least a fraction of the neurons of the time pro-
cessing neural circuit should be tuned to different interval durations, and that
the width of their tuning curves may increase as a function of their preferred
intervals. Artificial neural network simulations demonstrated that interval tun-
ing can be produced in a simple recurrent network that includes different time
dependent synaptic properties. Indeed, preliminary neurophysiological studies
performed in our laboratory on behaving monkeys, have shown that a portion
of neurons in the supplementary motor cortex are tuned to interval durations
during the execution of different timing tasks.
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Abstract. Quality Space Theory is a holistic model of qualitative states.
On this view, individual mental qualities are defined by their locations
in a space of relations, which reflects a similar space of relations among
perceptible properties. This paper offers an extension of Quality Space
Theory to temporal perception. Unconscious segmentation of events, the
involvement of early sensory areas, and asymmetries of dominance in
multi-modal perception of time are presented as evidence for the view.
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1 Mental Qualities

The dominant view in philosophy is that mental states represent by instantiat-
ing various representational properties. The nature of these properties remains
controversial. Nonetheless, it is widely noted that intentional states, such as
thoughts, have intentional content, which can be captured in a clause that fol-
lows a mental verb and “that.” For example, the sentence “Pam thinks that
ripe strawberries are red” captures the content of Pam’s thought, which is {ripe
strawberries are red}. If Pam chooses to express that thought verbally by say-
ing “strawberries are red,” her utterance will reflect that thought’s intentional
content.

The situation is different with qualitative states, such as sensations. The sen-
tence “Pam sees red” ostensibly fails to capture the red quality of Pam’s visual
sensation of red. Pam’s verbal utterance “I see red” expresses her judgment
that she is seeing red, but does not express the qualitative character of her
red experience. Consequently, the qualitative character of sensations might seem
to be ineffable. And contrasted with the relative ease with which we appear
to be able to verbally express the content of thoughts, this might lead one to
think that qualitative character is mysterious and perhaps even beyond scientific
description.
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The seeming mysteriousness of qualitative character is the result of an as-
sumption about a close connection between mental qualities and conscious ex-
perience. We know about mental red, it seems, only from conscious experiences
of red things. Consequently, it might appear that qualitative character is present
only in consciousness.

This assumption carries over to all qualities of experience, including the tem-
poral ones. The qualitative character of, for example, the passing of time is
something that is often thought to be manifest only in consciousness. In fact,
there is a tradition in philosophy of making an explanation of the temporal
aspect of consciousness central to a theory of consciousness itself [1–3].

But the assumption that mental qualities and consciousness are connected
in this way is questionable. And there are alternative theories of mental qual-
ities that do not come saddled with the assumption about their connection to
conscious experience. According to some alternative views, we can describe and
individuate mental qualities independently of how they appear in conscious ex-
perience.

One class of such theories relies on perceptual role. Proponents of this ap-
proach focus on the discriminations that an organism makes in its interactions
with the environment. On perceptual role views, the states of the organism that
enable it to make discriminations instantiate mental qualities, so we can define
mental qualities in terms of the discriminations that they make possible.

The states that enable an organism to discriminate must reflect, in some way,
the perceptible properties in the environment, such as surface reflectance or
chemical composition. But these states do not themselves instantiate the per-
ceptible properties–the properties that allows an organism to discriminate the
electromagnetic spectrum are properties of the organism, not of the electromag-
netic spectrum. However, the organisms states must be such as to enable the
discriminations, and reflect the discriminable differences between the percepti-
ble properties.

There are several versions of the perceptual role approach. Some focus on the
causal and informational relationships between perceptible properties and men-
tal qualities [4]. But, for various reasons, the causal and informational approach
is unappealing as an account of qualitative character manifest in conscious ex-
perience. It is especially problematic for conscious sensations of time [5].

There are also other approaches, which defend the special role of consciousness
in identifying mental qualities, by making a case for the distinction between
access and phenomenal consciousness [6]. There also other views, such as naive
realism or representationalism. But since this is a paper about a particular view
of temporal mental qualities, and not a survey, I will not expand on these.

Instead, for the purposes of this paper, I will simply assume the perceptual
role strategy is most promising and its best version is Quality Space Theory
(QST), also known as Homomorphism Theory [7, 8]. QST is the view that the
states of the organism that enable it to make discriminations between stimuli are
related to each other in ways that parallel the ways that perceptible properties
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are related. QST is a holistic theory of mental qualities, in that it defines them
as members of families of other similarly related properties.

According to QST, the relationships between the perceptible properties are
paralleled in the relationships between states of the organism that allow it to
make discriminations among them. Given this, QST takes advantage of the sim-
ilarities and differences between perceptible properties, such as red being more
similar to orange than to blue, or C-sharp being closer to D than to A-flat. These
similarities and differences are reflected, according to QST, in the relations be-
tween mental red and mental orange, and mental C-sharp, D, and A-flat.

Similarities and differences naturally form distance metrics, which in turn
define spaces. Perhaps the most famous of these is the three-dimensional space
of the color spectrum, which represents all similarity and difference relations
that hold between individual hues and saturations [9]. According to QST, the
discriminations an organism can make among visually perceptible properties
defines a similar space of relations [8].

So when Pam sees a ripe strawberry, she is in a qualitative state that
bears a set of relations to other states of the same kind. Because these rela-
tions reflect the relations that a particular visible property bears to a family of
properties in the same family, Pam’s state enables her to discern and respond
differentially to the ripeness of the strawberry. The mental quality of Pam’s state
reflects those relations in the relevant way.

According to QST, it is an entirely different question why Pam’s conscious
experience appears to her to have the qualitative character that it does. Mental
red is, according to QST, a property relevantly located within a space of similar
properties, all of which play a role in visual perception. Qualitative redness of
Pam’s conscious experience is explanatorily idle as far as her visual discrimina-
tions are concerned.

Given this, QST does not need to appeal to the qualitative character manifest
in conscious experience to describe individual mental qualities. According to
QST, as with other perceptual role accounts, discriminations are enough. This
avoids mysterianism, and lends the account to empirical confirmation.

However, the limited sketch of QST I’ve given here does not yet yield an
explanation of more complex mental qualities, such as shape, location, timing,
and duration. The theory has been extended to account for mental qualities
relevant to perception of space, and I direct the interested reader to the relevant
literature [8, 10, 11]. This paper offers an extension of QST to temporal mental
qualities, such as duration and timing.

There are several existing hypothesis about the neurbiological underpinnings of
temporal perception. Among them are various inner clock models, which posit a
dedicated time mechanism, often in the cerebellum and the basal ganglia [12–18].
Alternatives to the dedicated models posit distributed mechanisms that keep track
of energy levels in neuron populations or patterns of neural activation [19–21].

It is important to note that the extension of QST to temporal perception that
is presented in the last section of this paper is not meant to be in competition
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with those or any other neurobiological hypotheses. The model on offer here is
stated at the psychological level of description, not at the neurobiological level.
Nonetheless, in the final analysis QST and/or its extension to temporal percep-
tion could turn out to be incompatible with some or all of the abovementioned
neurobiological hypotheses.

Hence, before the temporal quality space model is stated I will outline some
of the constraints on a philosophical theory of mental time set by the significant
amount of psychophysical and neuroimagining research into the mechanisms of
time perception. A philosophical theory of mental time should, of course, be
compatible with these results, but it should also aim to illuminate how they
hang together. The temporal quality space model does both of these things and
this is a distinct advantage of the model.

2 Constraints

2.1 Temporal Boundary Detection and Filling-in Durations

This section offers evidence for two constraints on a successful philosophical the-
ory of mental time from a selected number of avenues of research into temporal
perception. The two constraints are: (1) the theory should predict that temporal
mental qualities can be instantiated unconsciously; (2) the theory should predict
that each sensory modality has its own proprietary temporal qualities. Both are
predictions of the extension to QST I will offer in the last section.

We know that the mechanisms responsible for processing the timing of stimuli
have a consistent sampling rate. For humans, this rate is approximately 30 mil-
liseconds and holds for all modalities [22]. Distinct stimuli have to be separated
by at least 30 milliseconds to be perceived as successive. Otherwise they appear
simultaneous.

There is also evidence that there is a second timing mechanism that operates
with a 3 second sampling window, which is independent of the one operating
at 30 milliseconds. Evidence for this second mechanism comes from ambiguous
stimuli such as the necker cube, which alternate their perceptual interpretation
approximately every 3 seconds [23]. Similarly, sequences of phonemes such as CU-
BA-CU alternate between the CUBA interpretation and BACU interpretation
approximately every 3 seconds [24]. The 3 second sampling rate can be found in
a number of other studies of perception in all modalities, which all suggest that
every 3 seconds “the brain asks: ‘what is new?’ ” in the perceptual input [22].

The relatively constant sampling rates at 30 milliseconds and at 3 seconds
suggest that the perceptual system breaks the input stream into units and tracks
changes between them. When a relevant difference is detected, the sensory system
either marks the onset of a completely new stimulus or marks the onset of a
change in an existing stimulus. When no difference is detected between successive
units, the system treats the stimulus as extended in time, that is, as having an
extended duration.
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There are at least two levels at which the machinery of temporal perception
can be analyzed, and these sampling rates probably reflect the operation of dif-
ferent functional levels of the perceptual hierarchy. On this hierarchical model,
the sensory system first provides a temporal frame and then passes it onto the
next level in the processing hierarchy, which is responsible for generating tem-
poral perceptual content [25, 26]. The generation of content could be done by an
inner clock or one of the other neurobiological mechanisms I mentioned in the
first section or by some other process.

A critical issue for supporting constraint (1) is whether the perceptual system
can detect change, and thereby mark the onset or offset of a stimulus, uncon-
sciously. In other words, can the brain ask “what is new?” without us being
aware of it? Below I outline some of what I take to be the most suggestive evi-
dence that it can, even though some of the evidence is indirect and my discussion
of it speculative.

The first piece of evidence comes from event segmentation in the visual system.
In one fMRI study, participants were asked to watch several uncut movies of
everyday activities such as making a bed [27]. Each movie was shown three
times. During the first presentation of the movie, participants were asked to
simply pay attention. In the next two presentations of the movie, participants
were asked to segment the movies into events that were meaningful to them and
to press a button to mark the beginning of one event and the end of another.

In the second viewing, participants were asked to segment in a coarse-grained
way. In the third viewing, they were asked to segment finely. fMRI recordings
taken during these two active trials were then compared with fMRI recordings
taken during the initial passive viewing. The prediction here was that the dif-
ferences between recordings would uncover the mechanism of active event seg-
mentation.

The fMRI recordings taken during active segmentation showed significant
activation in areas V5 (MT) FEF, and V1. Furthermore, when time-locked to
the active segmentation times, the imagining data obtained from the passive
viewing showed similar activation. The same visual areas were active in all three
viewings, even though in one of them the observer was not consciously tracking
onset and offset of events.

This result suggests that the brain tracks temporal event structure in virtue
of a visual mechanism, which is sensitive to the timing of the onset and offset
of a stimulus. V5 (MT) activations during the passive viewing indicate that
temporal boundaries are sensed even when the observer is not aware doing so
[28]. Segmentation of events involves the detection of temporal boundaries of a
stimulus. Such boundaries are treated by the sensory system as markers of onset
and offset.

My interpretation of these results in context of the hierarchical model of
temporal perception is that V1 and V5 (MT) are the earliest level of temporal
processing and set up the temporal frame. The frame set up by this mechanism
is then passed on to higher levels of the perceptual processing hierarchy, where
event structure is explicitly represented. Importantly for the present discussion,
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event structure is represented without the perceiver being aware of it. If this
interpretation is correct, the just mentioned study informs us about some of the
neural mechanisms involved in processing the onset and offset of visual events
and supports the view that the mechanism that does this can operate without
us being aware of it any way.

But, of course, temporal perception does not limit itself to the detection of
onset and offset of stimuli. The other important dimension of temporal percep-
tion is duration, which does not always correspond to the boundaries set by
onset and offset. There is some indirect evidence, however, that duration can be
perceived unconsciously as well.

Stimuli are perceived to have duration when they are perceived as unchanged,
that is, when no offset is detected. So when no offset is detected two distinct stimuli
presented close to each other and in succession can appear to be fused into one
moving stimulus. This illusory effect is sometimes referred to as apparent motion.

Several fMRI studies of apparent motion show that area V1 is active both
when the two stimuli are not fused, and when they are, as during apparent
motion. However, area V5 (MT) is more active during apparent motion [29, 30].
This suggests that V5 (MT) is involved in the filling-in between the temporal
boundaries set by the pair of distinct stimuli. Its important to note that these
are the same visual areas implicated in the abovementioned fMRI study of event
segmentation.

But a mere activation pattern does not tell us what role V5 (MT) has in
that filling-in. To explore the role that V5 (MT) plays in the effect, V5 (MT)
activation would have to not only be correlated with the effect, but also shown
to be its cause. This was the aim of another fMRI based study, which used
activation patterns in apparent motion effects to model connections between V1
and V5 (MT) [31].

The prediction in that study was that activity in the neural connections be-
tween V5 (MT) and V1 could be correlated with the filling-in of individual parts
of an illusory curve created in V1 by apparent motion. As predicted, the model
that best fit the data had no lateral connections in V1, but lots of feedback from
V5 (MT). The authors conclude that V5 (MT) has causes the filling-in of the
path of the illusory stimulus.

Supporting the view that V5 (MT) is involved in filling-in between temporal
boundaries, repetitive TMS to V5 (MT) reduces the apparent motion effect [32].
And without the filling-in between onset and offset, a single stimulus with an
extended duration is perceived as two distinct stimuli with shorter durations.
This suggests that visual detection of duration is impaired without V5 (MT).

On the interpretation I have proposed above in connection with event segmen-
tation, V1 and V5 (MT) are involved in setting up the temporal frame needed
for further processing at the level of content. I have speculated that V5 (MT) is
involved in the filling-in that is relevant to discriminations of duration. Together,
this suggests that the early visual system and V5 (MT) in particular, is involved
in processing timing as well as the duration of stimuli.



236 M. Klincewicz

But can all of this happen unconsciously? There is strong independent evi-
dence that V5 (MT) can operate without the involvement of awareness. And if
that is so, we should suppose that whatever role V5 (MT) has in temporal per-
ception, at whatever level of the processing hierarchy, can occur unconsciously.

The strongest evidence for this claim, it seems to me, comes from blind-
sighters, who typically have focal damage to V1 and are not aware of having
visual sensations in some portion of their visual field. Blindsighters tend to per-
form significantly above chance in visual discrimination tasks that involve the
part of the visual field in which they report having no visual sensations [33]. And
in particular, they do well in tasks that involve rapid motion detection [34, 35].

Motion illusions are particularly telling here. In normal perceivers, a square
visual stimulus followed by a rectangular visual stimulus presented next to the
square stimulus results in a motion aftereffect in which the rectangle appears to
be drawn away from the location of the square. This effect is usually referred to
as the line motion illusion.

When this stimulus is presented in the blindsighted participant’s (G.Y.) blind
visual field, they are significantly above chance in telling the direction of apparent
motion [36]. G.Y. is susceptible to the motion aftereffect of the line motion
illusion, even though they report having no relevant conscious visual sensations.
This shows that motion processing carried out by V5 (MT) can occur without
awareness. That is already enough to give some credence to the hypothesis that
the mechanisms of temporal perception function without awareness.

Together with the evidence about unconscious segmentation, we have reason
to think that both timing and duration can be discriminated unconsciously. A
philosophical theory of sensation of time should be compatible with this claim.
And this is my case for constraint (1), which states that mental qualities can be
instantiated unconsciously.

Furthermore, the studies mentioned above also give us some idea of how the
visual system processes time. The mechanisms responsible for the sensation of
timing depend on the detection of temporal boundaries. The early visual area
V1 is critical to this process. Visual mechanisms responsible for the sensation of
duration depend on filling-in between the temporal boundaries detected by V1.
I have speculated that the early visual area V5 (MT) is critical to that process.

Other modalities have neural structures that are functionally analogous to V1
[37–39]. Hence it is likely that each sensory modality has distinct mechanisms
for temporal boundary detection and filling-in. Given this, the abovementioned
constraints about unconscious processing of time and involvement of early sen-
sory areas can probably be generalized to other modalities, but that is further
speculation that is beyond the scope of this paper.

Temporal processing in early sensory areas suggests that each sensory modal-
ity can process time independently of the others. And if a stronger case can be
made for this view, it can support constraint (2), which is that each sensory
modality has its own proprietary temporal qualities. In the next section I give
some more evidence that I take to support constraint (2).
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2.2 Cross-Modal Effects and Time

The first problem a multi-sensory system faces lies in the physical differences
between the stimuli and the sensory organs that detect them. Light travels faster
than sound, for example, and requires more neural processing. And the sense of
touch depends on the transmission of signal from variously spaced nerve endings;
a signal that starts in the foot has a larger distance to travel than a signal that
starts in the neck.

Given all these differences, the perceptual system faces a substantive compu-
tational challenge in syncing up information from different modalities. Especially
pressing here is the challenge of representing the timing of the stimulus accu-
rately relative to other stimuli. Multi-sensory integration of temporal information
has been studied extensively, but little is yet known about the mechanisms that
underlie it [40].

What seems clear, however, is that the brain compensates for cross-modal
differences by treating some signals as originating in a single source. Presumably,
this is carried out by a modality-neutral mechanism, which takes information
from distinct modalities and integrates them into a final temporal percept. This
modality-neutral mechanism matches input streams from different modalities
and syncs them up in an appropriate way.

But positing such a mechanism goes only so far. The perceptual system does
not seem to treat input from different modalities in the same way. And various
effects support the view that at the later stages of the perceptual processing hi-
erarchy, where timing and duration are represented, different sensory modalities
represent time differently.

In one study concerned with multi-modal perception, participants were pre-
sented with a sound and a light with up to a 200 millisecond delay between them
[41]. The distance between the origin of the stimulus and the perceiver varied
from 1 to 32 meters. And the stimuli themselves also varied in intensity.

The participants were asked to press one of two buttons to indicate whether
the sound or the light occurred first. Analysis of the reaction times recorded with
these button presses shows that simultaneous audio-visual pairs are perceived as
being simultaneous despite differences in the time it takes the signal to get from
its source to the sense organ. This effect is simultaneity constancy.

As with other types of perceptual constancy, simultaneity constancy allows
us to perceive things as constant across variations in incoming signal. Color
constancy, for example, allows us to perceive a green wall as being the same
color, even though what we actually see is a large number of different shades
of green. Simultaneity constancy allows us to perceive signals that arrive at our
sensory organs at different times, and which are processed at different rates, as
occurring at the same time.

In color constancy, there is a point when the shade differences are too pro-
nounced to go unnoticed. This can happen when the wall is illuminated by a
spotlight, for example, or dimmed by a shadow. Similarly, two simultaneously
occurring stimuli will be perceived as non-simultaneous if the two signals reach
the perceiver at too great a temporal distance apart [42].
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Simultaneity constancy also encompasses touch. In one study, participants
were first presented with visual and tactile stimuli and then asked to respond
as quickly as possible by pressing a button [43]. Their reaction times to visual
stimuli were constant, but reactions to tactile stimuli were slower the further
away the stimulus was from the brain. The obtained results allowed the exper-
imenters to create a function that could then be used to predict the temporal
window in which differently located visual and tactile stimuli are perceived as
simultaneous.

In the second experiment of that study, the participants were presented with
pairs of variously offset (0-200 milliseconds) visual-visual and visual-tactile stim-
uli located on different parts of their body. For example, a light on the foot and
a tap on the hand. The participants were then asked to press one of two buttons
to indicate which of the two stimuli came first. The results were then compared
with the data collected in the first experiment.

The participants’ reaction times to visual-visual pairs presented at different
body parts resulted in same reaction times and the same point of simultaneity, as
those predicted in the first experiment. Tactile-tactile pairs presented at different
body parts resulted in a different pattern of reaction times depending on the
distance that the signal has to travel to the brain via the nervous system, also as
predicted by experiment one. However, the point at which two tactile stimuli were
perceived as simultaneous was slightly different than the point of simultaneity
predicted by the function obtained from the first experiment.

The reaction times to pairs of visual-tactile stimuli presented at different body
parts did not differ from the prediction in the first experiment at all. But, im-
portantly, pairs of visual-tactile stimuli presented to the same body part did not
match the predictions of the same experiment. Visual-tactile pairs presented in
the same location were treated as if they were one event, ignoring the differences
in the signals. This result indicates that the mechanism coordinating visual and
tactile timing compensates for processing time differences across those modalities
to maintain simultaneity constancy.

In the third experiment the participants were exposed to a 5 minute series of
visual-auditory stimuli pairs with a 250 millisecond interval between them. As
a consequence of this exposure, the participants reaction times changed in such
a way as to move the point of subjective simultaneity by 40 milliseconds. So a
sound needed to be presented 40 milliseconds earlier than the light to achieve the
same point of subjective simultaneity that was obtained in the first experiment.

After this training, the participants were also shown visual-tactile stimulus
pairs. And, strikingly, there was no shift in their subjective judgments of simul-
taneity for visual-tactile pairs. So the adaptation effect from a stream of visual-
auditory pairs affected simultaneity judgments for consequent visual-auditory
pairs, but not for visual/tactile pairs.

The asymmetry of this effect suggests that the mechanism responsible for
simultaneity constancy effect between audition and vision is distinct from the
mechanism that handles simultaneity constancy between touch and vision. Given
this, the third experiment of this study together with other similar studies of
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simultaneity constancy supports the view that timing is processed differently
across modalities [44, 45].

Of course, it is possible that modality-specific adaptation effects concern pro-
cesses that are earlier than any part of the processing hierarchy relevant to per-
ceived simultaneity. They could be the result of a process in LGN, for example,
which presumably precedes the level of perceptions1. This alternate interpreta-
tion of the abovementioned effects calls in question their value as support for
constraint (2).

However, there are independent avenues of research that allow us to speculate
that the LGN has a more substative role in perception, and is not merely a relay
station for the signal coming from the retina. This is suggested by the complex
circuitry of the LGN [46, 47], and also by the increased bilateral connections
between the LGN and V5 (MT) in blindsighted patient G.Y. [48]. In addition,
there is also some evidence that the LGN can be affected top-down by selective
attention [49].

Nonetheless, I recognize that this as a point at which a reader could resist my
interpretation of the evidence and defer to future research in settling the issue.
But even though the significance of these adaptation effects is not uncontrover-
sial, and more work needs to be done, they at least motivate constraint (2). But
all of this is a little bit besides the point, given the perceptual role strategy I
assumed in the beginning of this paper.

On to the perceptual role strategy, mental qualities are individuated by the
discriminations that an organism can make and their role in the organism’s over-
all mental economy. The asymmetry in the aforementioned adaptation effects is
a systematic difference in a perceiver’s ability to discriminate, and as such are
relevant to individuating mental qualities. Visual, auditory, and tactile discrim-
inations. And this is true whatever the nature of the underlying neurobiological
machinery–LGN included.

And there is another avenue of research that supports the claim that each
sensory modality processes and represents temporal information differently. Au-
ditory information about timing usually affects how timing is processed in vision,
but visual information about timing does not equally affect how timing is pro-
cessed by audition. One striking example of this is the temporal ventriloquism
effect in which an auditory stimulus changes the perceived timing of a visual
stimulus, moving its perceived timing closer to the timing of the auditory stim-
ulus [50, 51].

In general, audition usually dominates vision when it comes to timing, even
though this is not always the case. However, this dominance is so pronounced,
that it can even result in completely illusory stimuli. For example, when a flash
is accompanied by more than one beep, the flash is perceived to occur twice
[52]. If all sensory mechanisms processed timing in the same way, there would be
no such asymmetry–all timing information would be treated the same and have
equal importance in determining timing.

1 I am grateful to an anonymous reviewer of this volume for pointing out this possi-
bility.
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In the case of multi-modal perception of duration the direction of dominance
is different. Visual information can, to some extent, affect auditory perception of
duration, but auditory information does not affect visual perception of duration
to the same extent.

In one study of multi-modal perception of duration, participants were pre-
sented with a stream of steady (not looming) stimuli interrupted by a looming
stimulus (disk increasing in size or upward frequency-modulated sweep) in the
same modality [53]. The reports of the participants indicate a subjective dilation
of the duration of the looming stimulus, that is, the looming stimulus is consis-
tently judged to be longer than it is. And when a series of looming stimuli is
interrupted by a steady stimulus, the steady stimulus is judged to be of shorter
duration than it is. This holds for visual and visual-auditory stimuli equally.

But if a series of looming visual or visual-auditory stimuli is interrupted by
a steady auditory stimulus, no subjective time dilation occurs for the auditory
stimulus. So while looming auditory streams affect visual stimuli, looming visual
and visual-auditory streams do not affect auditory stimuli. This indicates that
duration distortions do not transfer from vision to audition. Similar asymmetry
occurs when the presented series is composed of steady visual stimuli paired
with steady auditory stimuli [54]. The duration judgments of an odd-ball loom-
ing auditory stimulus presented after such a series are typically accurate. This
indicates that visual information blocks the auditory dilation effect that would
occur if the steady stream were composed of only auditory stimuli.

Finally, when steady visual stimuli are paired with looming auditory stimuli
in a stream, the subjective duration of the oddball steady auditory-visual stim-
ulus is not compressed. Again, no dilation occurs because of the influence of
information about duration of the event coming in from vision. The asymmetry
demonstrates the dominance of vision over audition in perception of duration.

On its own, asymmetrical dominance across modalities does not show that
each modality has its own proprietary time mechanism, even if it would hold in
all cases, which it does not. The abovementioned effects could be explained on
a model on which timing information is processed by the same mechanism, but
with different emphasis given to different modalities2. But that does not affect
the relevance of dominance effects in supporting constraint (2).

Regardless of which computational model turns out to be correct–multiple
mechanisms or a single mechanism–there are pronounced differences in temporal
perception at the level of content. And this is where the dominance affects are
important in constraining a theory of temporal mental qualities. The architecture
of the mechanisms that process temporal information before we get to the top
level of the processing hierarchy does not matter much in this case.

What matters in the dominance effects and also in the adaptation effects I
mentioned above is that information about timing and duration is systematically
not processed in the same way across different modalities. Auditory representa-
tions of timing do not have the same perceptual role as visual representations of
timing or tactile representations of timing. And, on the perceptual role account I

2 I am grateful to an anomymous reviewer of this volume for stressing this point.
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take for granted in this paper, such a difference matters to individuating mental
qualities and categorizing them into modality-specific families.

3 Temporal Mental Qualities

In the previous section I presented several avenues of research that I take to
support two constraints on a philosophical theory of temporal mental qualities.
Constraint (1) is that temporal mental qualities can occur unconsciously. Con-
straint (2) is that that each sensory modality has its own proprietary temporal
qualities.

The evidence I presented is empirical, and therefore open to a number of
challenges. Hence the case I made for these two constraints is speculative, and
independent of whatever merits QST or its extension to temporal perception
might otherwise have. In this section, I offer a model of temporal mental qualities
that I take to be compatible with (1) and (2), as well as provide a unifying
theoretical framework in which temporal perception can be better understood.

Similarly to the way that spatial boundaries of basic perceptible properties
allow organisms to discriminate shapes, temporal boundaries of such properties
allow them to discriminate the timing of an event. And the similarities and
differences between these individual temporal boundaries can define a space of
relations within which each perceptible timing property is located.

Unlike other spaces of perceptible properties, such as the visible colors, timing
properties are related to each other along a single axis. Temporal boundaries of
a stimulus can be related to each other only by two relations: before and after.
Two simultaneously occurring boundaries bear the same set of before and after
relations to other boundaries, and can be distinguished from each other only
along other, non-temporal dimensions, such as hue or location.

On this view, timing properties are nothing but the temporal boundaries
of other more basic perceptible properties. So an organisms ability to make
timing discriminations depends on its ability to discriminate between more basic
properties. This comports with constraint (2), according to which each sensory
modality has its own set of temporal mental qualities.

For example, the onset of a red stimulus on a white background at t=1 occurs
after t=0 and before t=3 and is further from t=6 than from t=4. The offset of
the same red stimulus at t=5 occurs at a point at which it is replaced by the
background white in the same location. Just as on a number line, where every
number bears either a ’before’ or ’after’ relation to every other number on the
line, the timing (onset or offset) of a particular perceptible property is related
to all of the others by one of these two relations.

Just as with other perceptible properties, any perceptible timing property
has a corresponding mental quality. And mental timing qualities play a per-
ceptual role in the organisms mental economy, which allow it to make timing
discriminations. This is because the similarities and differences that define the
one-dimensional space of timing properties are reflected in the temporal discrim-
inations that an organism can make.



242 M. Klincewicz

For example, a mental quality that is relevant to the organism discerning the
onset of a stimulus at t=1, will be closer in the corresponding temporal mental
quality space to mental t=0 than to mental t=3, and further from mental t=6
than from mental t=4. In this way, any single timing quality will be similar
and different to other timing qualities in ways that parallel the similarities and
differences between the perceptible timing properties.

Paralleling the structure of the space of relations that define perceptible timing
properties, the mental temporal quality space is one-dimensional. The temporal
quality space has the structure of a number line, which naturally incorporates
’before’ and ’after’ relations, that hold between the timing of perceptible events.
The mapping between the one dimensional temporal quality space and the one
dimensional structure of time enables the organism to make the relevant timing
discriminations.

Of course, in addition to sensing the timing of a stimulus, an organism can
also sense it as enduring for a period of time. But we do not need to add a
new dimension to the one-dimensional temporal quality space to accommodate
duration. Duration is reflected in the relations that hold between individual
timings.

When a red stimulus is onset at t=1 and offset at t=3, two visual timing
qualities are involved, one for each of the temporal boundaries of the event. And
the two mental timing qualities that correspond to t=1 and t=3 constitute the
temporal mental boundaries of the occurrence of the more basic mental qualities.
Together, these boundaries define the duration of the red stimulus.

Consequently, the two timing qualities can also represent the duration of the
red stimulus, just as subtracting the value of t=1 from t=3 is sufficient to repre-
sent real time duration of the event (as 2 seconds, for example). Consequently,
the relations between mental timings can also define other relations, such as
’longer than’ and ’shorter than,’ which are the relations that hold between du-
rations. Mental duration defined by t=1 and t=3 is shorter than the mental
duration defined by t=4 and t=7.

The one-dimensional temporal quality space is sufficient to enable an organ-
ism to represent and respond differentially to both timing and duration; there
is no need for an extra dimension or quality space for duration. Nonetheless,
discriminations of duration are possible only when the temporal mental quali-
ties are available and the temporal distance between them is discerned as being
filled-in with sufficiently similar mental qualities.

When the basic qualities change, that will usually mark a new temporal
boundary. And when no change is detected, no new timing quality will be in-
stantiated. Consequently, the duration of a stimulus (or background) will be
discerned to be longer. But nothing over the mental qualities relevant to tim-
ing are necessary in this process–durations, and possibly other, more complex
temporal qualities are built up out of them and their relations.

On the temporal quality space model I offered above, timing qualities de-
fine the boundaries of duration qualities. And similarly to the way that the
boundaries of colors define shape, temporal mental qualities corresponding to
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perceived timing define the temporal boundaries between occurrences of more
basic qualities such as color. The similarities and differences that an organism
can discriminate between temporal properties of objects reflect the similarities
and differences between corresponding temporal qualities.

The resulting similarity metric reflects the temporal properties that an or-
ganism can discriminate and how many discriminations it can make between
temporal properties. This metric in turn defines a temporal quality space for a
particular modality. And, reflecting the one-dimensional nature of perceptible
time, all of the modality-specific temporal quality spaces are themselves one-
dimensional.

On this view, time discrimination depends on an ability to discriminate more
basic mental qualities such as color and sound. This makes the temporal quality
space model compatible with constraint (2). Each modality has its own quality
space of temporal mental qualities that is independent of similar quality spaces
in other modalities.

Nothing in the temporal quality space model violates constraint (1), either.
Temporal mental qualities are defined by their perceptual role, not by the tem-
poral qualitative character of conscious experience. Given this, mental qualities
are themselves independent of conscious experience, and can be instantiated
without us being aware of it in any way.

This QST model of temporal perception also implies that temporal judgments
do not have to coincide with temporal perception. A subjective duration judg-
ment might indicate a duration of 1 second, say, while performance on an objec-
tively measured duration discrimination task might indicate that the perceptual
system represents a duration of 1.5 seconds. On the view offered here, an account
of the temporal aspect of conscious experience relevant to subjective judgments
demands a theory that is distinct from a theory of temporal perception.
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Abstract. In the present paper, the rôle of metaphors and models in
scientific theories is discussed, with particular focus on the klepsydraic
model of internal time representation and on the ‘internal clock model’.
The conceptual background and the basic principles of the klepsydraic
model are explained, and its non-computational character is emphasized.

1 Models and Theory Building

The images which we may form of things are not de-
termined without ambiguity [...]. Various images of the
same objects are possible, and these images may differ
in various respects.

— H. Hertz [1]

Models are, briefly speaking, things or systems sharing some features with other
things or systems, namely, those being modeled. The use of models is ubiquitous
in arts and technology: models serve as aids to study important properties of
things of interest, which are inaccessible, unobservable or even not-yet-existing,
by examining other things, which are accessible, tangible, easy to fabricate,
grasp, visualize, and to experiment with. But there is an important distinction
between models and ‘model systems’. The former are objects of thought, subject
to reasoning; the latter are material objects, subject to experimentation. In life
sciences, easily obtainable and manipulable organs or organisms have been used
as model systems, e. g. Aplysia neuronal fibres or Limulus eye in neurophys-
iology, Drosophila in genetics. However, the pragmatic utility of such ‘model
systems’ alone does not guarantee their theoretic utility as working models.

Of interest is here the use of models in science, their relation to scientific the-
ories and, particularly, their rôle in developing and formulating theories. This
rôle is often obscured by the diversity of meanings of the terms ‘model’ and
‘theory’, these words being used differently in different disciplines, and in dif-
ferent philosophical traditions. In this essay we adhere to the functional view
of theory [2], and interpret models from that point of view. Models in science
are mental objects displaying structural or functional similarities with the real
objects of study. Examining their properties, we discover relations which shall

A. Vatakis et al. (Eds.): Time and Time Perception 2010, LNAI 6789, pp. 246–257, 2011.
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enter theories of the modeled reality. Models as such are not theories, they are
only heuristic aids in the process of theory building; and they are not hypotheses
about the ‘true nature’ of things.1

This view was clearly articulated by the physicist H. Hertz in the Preface to his
Principles of Mechanics [1]. Hertz understood our conceptions of physical reality
as ‘images’ (Bilder) or ‘pictures’,2 constructed so that “we develop by means of
them, as by means of models, the consequences in the external world.” Models are
to be evaluated in terms of their correctness (logical admissibility), distinctness
and appropriateness, not their verity: “two permissible and correct images of the
same external objects” may exist, which “differ in respect of appropriateness.”
The sole criterion of choice is the utility of the model: “one image may be more
suitable for one purpose, another for another.”

A special class of models are mechanical models, typical for the ‘Victorian
physics’ of the late 19th century, and valued for their visual character and in-
tuitive grasp (Anschaulichkeit) of their functioning. In W. Thomson’s words: “If
I can make a mechanical model, I understand it. As long as I cannot make a me-
chanical model all the way through I cannot understand” [3, quote in p. 71f]. —
However, P. Duhem attributed the progress of “mechanical theories [...] to a lapse
in the faculty of abstracting, that is, to a victory of imagination over reason”
[3, p. 73]. — This may sound strange to a modern reader, who is conditioned to
take a ‘mechanism’ for an explanation; nonetheless, the criticism is well justified.
The proper goal of a theory is to reproduce the structure of the phenomenal field
under study, to express formal relations in a system of equations, not to depict
auxiliary, fictitious entities. Commenting on Maxwell’s electromagnetic theory,
R. Feynman observed that the early form of theory makes use of “imaginary
wheels and idlers [...] but when you get rid of all the idlers and things in space
the thing is OK” [4, p. 57].

A good example of a successful model in the history of science is the Ruther-
ford–Bohr model of the internal structure of the atom: electrons circling around
the massive nucleus as planets around the sun. This model not only provided a
visual picture of spatial distribution of the sub-atomic constituents, suggested
by revsome experimental facts, but it also served as a basis for further develop-
ments, e. g. for explanation of emission and absorption spectra [5]. And yet, it was
a temporary success, to be superseded by a more sophisticated wave-mechanical
concept of the sub-atomic structure. Thus a good model may initiate a theoret-
ical development which finally demolishes the original picture.

In modeling, we substitute a thing for another thing. Now, in metaphor we
substitute a name for another name; and indeed there is no sharp demarca-
1 Models are never directly confronted with observational facts; they only provide a

basis for construction of theories to be tested empirically. Models play a similar
rôle in theory development as financial advisors in our practical lives: if, following
their suggestions, we succeed, they expect appreciation; if we fail, they deny any
responsibility.

2 Translated as ‘images’ in the English edition of Hertz’ work, although ‘picture’ might
be a better translation. However, none of these two English words fully expresses
the constructive character of ‘Bild’ (from German verb ‘bilden’, cf. English ‘build’.)
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tion line between models and metaphors.3 Models may develop from vague
metaphors; or a suggestive metaphor may mimic the ‘explanatory power’ of
a model. Comparing time with the majestic flow of a grand river is nothing but
a poetic metaphor; comparing the subjective ‘flow of time’ with the passage of
a fluid through a tube may be a point of departure for a working model. It is
only the productive potential of the model image what really matters.

2 Internal Clock: Model or Metaphor?

A person who is able to wake up at a specified time, not using an alarm-clock,
is popularly said to “have a clock in her head”[6]. The orientation ability of
migrating birds’ in long-distance flights is reminiscent of a navigator’s using
astronomical observations plus a portable clock as a time reference to determine
his actual location; we may say that the birds behave as if they had an ‘internal
clock’ [7]. In both cases, the use of the term ‘clock’ is merely metaphorical; it
does not imply that the sleeper or the migrant bird really reads an internal clock
and ‘knows the time’ all the time.

We—human beings—are acting with respect to time, and make judgments of
time, referring to the common ‘objective time’ indicated by clocks. The plain
fact that we need an external clock reference suggests that we have ‘no clock
in us’. Or, if we extend the notion of a clock and attribute our acting in time
and judgments of time to a ‘clock in us’, then it must be a rather poor clock; as
R. Descartes aptly observed: “On voit qu’un horologe, qui n’est composé que de
roues et de ressorts, peut compter les heures, et mesurer le temps, plus justement
que nous avec toute notre prudence.” [8]4 Still, a bad clock is a clock; the study
of its mechanics should reveal why its data so often and so grossly deviate from
those given by other, ‘good’ clocks. This has been the leading motive of the
search for an ‘internal clock’, dominating research in timing behavior and time
experience5 for more than half a century.

The ‘internal clock model’ (icm) is considered the most influential model in
the timing research so far. Its original idea, going back to Treisman [9],6 is
based on a four-fold structure: pacemaker–counter–memory store–comparator.
The pacemaker–counter couple is the core of the model: the pacemaker generates

3 This, of course, is a minimal characteristic, not a full account of metaphor and its
functioning. A good metaphor is more than a bare metonymy; and a good model is
more than just a metaphor.

4 “One can see that a clock, which is composed only of wheels and springs, can count
hours and measure time more precisely than we, with all acuity we are able of.”

5 For simplicity, we will use the term ‘timing’ as a cover term for behavior in and
experience of time, including the traditional research field of ‘time perception’.

6 We should note that other authors, e. g. Creelman [10], advanced similar ideas inde-
pendently of or before him. A number of authors considering periodic physiological
processes as a possible basis for timing could be named here, whether they postu-
lated a ‘counter’ or not. Historical reviews usually halt at Hoagland’s seminal paper
[11], but the very idea can be traced back to the beginning of the 20th century.
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regular series of ‘pulses’, while the counter holds the sum of pulses across a given
time interval; its state thus serves as an internal representation of the interval
duration. Variations of response in different timing tasks (production, reproduc-
tion, verbal estimates, etc.) are explained by variations of pacemaker frequency,
which is modulated by a hypothetical state variable, “specific arousal.”

Conceptual proximity to the animal behavior research-based ‘scalar expecta-
tion theory’ (set) [12] certainly helped the icm to gain popularity. A marker of
this alliance was the parallel appearance of Treisman’s study [13] and Church’s
analytical discussion of the ‘properties’ of the internal clock [14] in one influential
volume [15]. While the physiologist and behaviorist paradigms quite easily met
at the icm concept, the reception from cognitive psychology was less straightfor-
ward. Early cognitivists vigorously refuted the idea of an endogenous oscillatory
‘clock’ process and emphasized exogenous factors and information-processing
aspects [16,17]. Block’s discussion of ‘internal clock models’ (sic!) in [18] was
still utterly critical. And yet, the ‘attentional-gate’ model [19] essentially repro-
duces the original icm structure, with its components re-labeled in a cognitivist
fashion, and with some psychological accessories added.

In spite of its proclaimed success, the icm has never been unanimously ac-
cepted. Alternative models have been proposed and various points of criticism
raised (cf. Sect. 4). Here we wish to prepend some general observations:

(i) Firstly, there is an essential ambiguity concerning the aim of the modeling.
Treisman’s four-fold structure was proposed as a model for the clock; while the
(internal) clock serves as a model (or metaphor?) for observed timing behavior.
This important distinction is hardly given any attention in the literature.

(ii) The pacemaker–counter principle, proposed by Galileo and utilized by
Huygens in his pendulum clock [20], is now the base of most human-made time-
keepers (for short, gh-clocks), whether the pacemaker is a swinging pendulum,
a vibrating quartz crystal, or another oscillator. However, there is nothing special
about time reference based on discrete ‘ticks’ or ‘pulses’, except for technological
convenience. Counting is nothing but a special case of integration. A device based
on integration of a continuous variable—e. g. a constant inflow water-clock—
would serve the same purpose equally well.7

(iii) It is true that (a) in humans and animals, kinds of behavior are observed
which can be simulated by using and reading a private clock, and (b) modern
human-made clocks are usually gh-clocks. But it does not follow from a & b that
an organism must have a built-in (‘internal’) gh-clock to display a timing ability.
Such a conclusion would be a plain non sequitur, or rather a cascade of them.

(iv) Periodicity per se does not ‘make’ time. For practical reasons, much at-
tention has been given in physical chronometry to the properties of the clock’s
oscillator, especially to the conditions of isochrony (equity of generated periods).
However, a pacemaker alone is not the clock; another, essentially time asymmet-
ric subsystem is needed to generate a measure of time—be it a counter, a simple
integrator, or a more complex structure (see Sect. 3).

7 In fact, Galileo’s early measurements of time intervals in his physical investigations
were based on this principle [21].
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Consequently, it was proposed to reserve “the term ‘pacemaker’ for the source
of the temporal reference frequency, and the term ‘internal clock’ for the complete
set of mechanisms” [13] (i. e., all four essential components). But this is exactly
where a difficulty begins: what is the “complete set”? Where are the boundaries
of the clock system as a whole?

These ambiguities lead to divergent use of the term ‘clock’ in different threads
of literature. Some authors criticized “internal-clock models [for] an oversimpli-
fied view of the complex set of processes that underlie psychological time” [18],
or claimed that “behavior on all timing tasks results from more than just prop-
erties of an internal clock” [22]. Other authors identified the ‘clock’ with the
pacemaker–counter core of the icm, and argued for models of timing “without
a clock” [23], or in a rather curious wording, “in absence of clocks” [24]. Moreover,
some authors use the word ‘clock’ synonymously for any time-keeping mecha-
nism, or for a time representation ability in general. This conceptual confusion
then culminates in statements of frustration: “We know the human brain con-
tains some kind of clock, but determining its neural underpinnings and teasing
apart its components have proven difficult.” [25] But, if we cannot say anything
positively about some-thing, how can we say we know that there is such a thing?

The value of the icm for a theory of timing thus appears questionable: less
than a model, rather a vague metaphor merging physical/technological princi-
ples with abstract psychological constructs. Its alleged success, or its astonish-
ing persistence, seems to be partly due to its lack of specificity, partly to its
‘technomorphic’ appeal. Or should we say with Duhem, yet another “victory of
imagination”?

3 Klepsydra Model, Its Working and Its Merits

The ‘dual klepsydra model’ (dkm) [26,27,28] was designed to model data from
duration reproduction experiments with human subjects in the supra-second
domain. The supra-second region is relatively neglected in the contemporary
research, and under-represented in the literature, but it is the domain where
subjective experience of duration fully develops [29]. Of interest is the functional
dependence, r = f(s), of the reproduced duration r on the presented duration s.

The most striking phenomenon, seen almost universally in the reproduction
data, is the progressive under-reproduction, that is, shortening of the response r
with respect to the presented duration s. ‘Progressive’ here says that not only
r/s < 1, but the ratio r/s itself is a decreasing function of s, so that the response
function f is not linear but displays a negative curvature. This phenomenon, cor-
responding to the “perspectival contraction” of elapsed times, described already
by E. Mach [30], and later known as the “subjective shortening in memory” [31],
presents a challenge for all models of duration reproduction [32].

The klepsydra model is, similarly to the icm, an integration model. The points
of difference are that (i) the duration representation is built continuously in time,
by (ii) integration of an ongoing ‘flow’, while the integrator’s state is (iii) decre-
mented at a speed of which is a function of its state (‘lossy’ integration). The
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Fig. 1. (a) Dual klepsydra model of duration reproduction [27]. (b) Klepsydraic repro-
duction functions (krf) with w = 0, η = 1, and κ varied in the range 0 to 0.04 s−1.
(c) Reproduction data (group average across 12 subjects) + krf fit, κ = 0.013 s−1 [33].
(d) Reproduction data + krf fits for two populations, native Swedish (◦, κ = 0.016 s−1)
and Afro-Swedish (×, κ = 0.032 s−1), based on Eisler’s data [34].

integrator thus acts as an inflow–outflow unit (iou) accumulating some physical
quantity as, for example, volume of water in a leaky bucket.8 Assuming a linear
loss function, the iou is described by an ordinary differential equation,

dy

dt
= i − κ y , (1)

where y is the momentary state, i is the inflow, and κ is the ‘loss coefficient’.
In a model of the duration reproduction task, two ious are allocated for rep-

resentation of the first and second interval, and equality of their states translates
into subjective experience of the two durations (Fig. 1a). Mathematical analysis
easily yields an expression for r as a function of s,

r = κ−1 ln
(
1 + η (1 − e−κs) e−κw

)
, (2)

where w is the inter-stimulus interval, κ is the loss coefficient as in (1), and
η = i1/i2 is the ratio of inflows into the 1st and 2nd iou. Eq. (2) is known as the

8 Hence the name of the model, derived from Greek klepsydra = water-clock [20].
The physical nature of the model does not matter: it could be quantity of heat in a
warmed-up tea-pot, or electrical charge on a capacitor with a shunt resistor. In fact,
the latter systems better fit the linear eq. (1) than a hydrodynamic model.
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‘klepsydraic reproduction function’ (krf) [28]. For a fixed experimental constant
w and model parameters κ, η, the krf is an increasing, upper bound function of
s, showing a negative curvature (Fig. 1b) depending on κ. In the limiting case
κ → 0, the response function becomes linear, r = η s.

It has been shown [28,33,35,36] that the krf fits duration reproduction data
with excellent accuracy (cf. Figs. 1c,d). The dkm can be applied also to duration
discrimination data, where the “subjective shortening” is indicated by a shift of
the point of subjective equality (pse) [37,38,39]. Estimates of κ obtained by both
methods are usually in the range from 1 to 3× 10−2 s−1. The characteristic half-
decay times (ln 2)/κ of the putative lossy integrators are thus in the range from
∼20 s to one minute. These results show that reproduction/discrimination data
in the supra-second domain (especially for s > 3 s) can be quantitatively modeled
by a lossy integration and comparison-based mechanism. For contrast, the icm
can explain the shortening or pse-shift effects only by variations of pulse rates,9

while the dkm predicts these effects naturally, all things (flows and loss rates)
being constant.

Economy of data representation is not the only argument in favour of the
dkm. The model also allows, and in fact suggests, separation of endogenous and
exogenous effects. For example [40], discrimination of visually marked intervals
exhibits an effect of stimulus brightness onto perceived duration, explicable in
terms of inflow ratios (η), which is superimposed on the above-mentioned pse-
shift effect (due to κ > 0).

4 Modeling and Realism

Obviously, the components of the dkm (as of other physical models) are not
‘real things’ but merely useful fictions, illustrating the model’s working and
motivating its analysis. After all, what matters is the mathematical content of
the resulting theory; paraphrasing Feynman’s quote in Sect. 1, we can say “when
we get rid of the leaky buckets and heated tea-pots, the thing is OK.”

This is a bifurcation point where the working philosophies of (psycho)physi-
cists and (neuro)biologists diverge. The physicist willingly throws away auxiliary
constructions and imaginary things, but the biologist wishes to replace them, in
the final theory, with ‘real things’: what and where in the organism, in the brain,
in the neural cell correspond to this or that element of the model? Now, how is
this intent to reconcile with Hertz’ pragmatism, according to which models are
just convenient ‘images’ of reality, not the real thing itself?

For some researchers this is not an issue at all. The ‘representation economy’
conception of theory is easily accepted by behavioral scientists. For example,
Staddon and Higa [41] asserted that “behavioral theories [...] are valid to the
extent that they describe behavioral data accurately and economically,” and
9 Either the pacemaker’s fundamental frequency (‘specific arousal’ hypothesis) or the

effective pulse rate must change (cognitivist ‘attentional gate’ hypothesis). In either
case, a time-dependent, frequency modulating mechanism is needed to account for
the non-linear character of the effects: an additional complication.
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argued that “the notion of ‘biological plausibility’ is a slippery one.”10 May be;
but ‘slippery’ does not imply ‘meaningless’, and the subtle issue of biological
realism is not settled with a slippy comment. A few remarks are in order.

Firstly, the pacemaker–counter principle, a basis of the gh-clock, is biologi-
cally unnatural. The ubiquity of physiological periodicities is not an argument for
a pacemaker; exactly the opposite is true. Heart contractions, respiration cycles,
or alpha-waves in the eeg are no ‘chunks of time’, no ‘paces’ of a pacemaker;
they are phenomena occurring periodically in time. As explained in Sect. 2, peri-
odicity per se does not ‘make’ time; the seductive formula ‘time-keeping is based
on periodicity’ is a mental short-cut. Time-keeping requires temporal asymmetry
of states [33], which is realized in the counter : a system capable of irreversible
transitions between discrete, linearly ordered states. However, the representation
of a continuous magnitude by a counted quantity needs stability with respect to
external perturbations and sufficient resolution; that’s why much technological
sophistication is necessary. Counters and shift-registers are good for building
arithmetic machines, but they are not found in living bodies. Briefly, counter is
an utterly non-physiological principle.

If, in the dkm, we supersede pulse trains and counters by ‘flows’ and ‘leaky
accumulators’, it is not because we ‘know’ that these things are real, those oth-
ers not—it is to build-up the model functionality on principles natural to the
system under study: collective structures, mass action, continuous state changes.
The ‘flows’ in the model system must not be imagined as energy conduction or
substance transmission in space; it is an abstract concept. Any change of an
intensive magnitude in time may be called ‘flow’, or inversely, the ‘accumulated’
magnitude is understood as integral of the flow over a time interval.

In modeling, we construct images of nature out of things and processes found
in nature: physics matters. Suggesting that dissipative processes “may provide
metaphors or models more adequate to biological reality than mechanical mod-
els” [28], we were referring to this realism of underlying functional principles.
A few years ago we proposed to consider ensembles of excitable cells [42] as
possible realization for the ‘accumulators’, where excitatory input corresponds
to the ‘inflow’, and spontaneous de-excitation to the ‘outflow’ (dissipative com-
ponent). It is a task for computational neurophysics to test such ‘semi-realistic’
models. Recent critiques of the icm [43,44,45,24], based on the last decade’s
progress of knowledge in brain physiology, also emphasize network-distributed
action as opposed to a centralized pacemaker–counter structure. fmri-derived
data on cumulative activity in localized cortical areas during time perception
tasks [46,47] seem to support the accumulator model. Also, a recently reported
relation between the loss-rate parameter κ and activity of serotonergic brain
subsystems [39] suggests a link between the dkm and ‘real’ neurophysiology. It
is thus conceivable that the abstract flows and states will find a neurobiological
interpretation. However, these questions are beyond limits of our psychophysical
modeling approach, and will have to be decided on other grounds.

10 This decided position, however, did not prevent the authors from referring to (then
recent) magnetoencephalographic data as a support for their memory trace model.
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5 Timing without Numbers

We really notice immediately only the identity or non-
indentity of two times.

— E. Mach [30]

In the modern technological culture, our understanding of time is shaped by
omnipresence of external clocks, implementing the notion of ‘arithmetized time’.
Speaking about time, we usually refer explicitly or implicitly to numerical equiv-
alents of temporal extensions, i. e. durations in conventional time units. The icm
transposes the arithmetics of time into the organism: internal representation is
still modeled by a numerical quantity, derived from the pacemaker frequency.

In the dkm the internal states representing perceived durations are scaleless
magnitudes, not numerical quantities. Therefore, the states of the integrators
cannot be subtracted or submitted to other arithmetic operations; they can be
only compared in terms of ‘less-than’, ‘greater-than’, or ‘indifferent’ relations.
The dkm operates on a pre-metric principle. This is sufficient to model tasks such
as reproduction or discrimination of time intervals. The dkm was not designed to
account for data from interval production or numerical estimation experiments.
In this sense, the dkm is not a universal model—but none of the models known
to us is really universal. The pacemaker–counter coupling, is not a full model,
either: an extensive circuitry surrounding the core subsystem is required to make
it a working model for a given experimental task, e. g. interval production.11

In our view, the limitation of the dkm to pre-metric operations is not a defi-
ciency; rather, it reflects the fundamental character of reproduction as a scale-
producing operation. This notion has been formalized in the ‘klepsydraic clock’
(kc), a device generating a time-scale by iterated dkm-reproduction of an initial
interval [33]. This does not mean that subjects in reproduction or discrimination
experiments ‘read’ their internal kcs; they operate directly on the dkm princi-
ple. The kc is only a theoretical construct to study mathematical properties of
dkm-based time-scales.

As said above, physics matters. Nature in its workings is mathematical, yet
non-computational. It is only us, observers and interpreters of nature, who need
measurements and computations as instruments for encoding and decoding the
universal nexus of natural phenomena. Swinging pendula, falling stones and
orbiting planets do not have to watch ‘internal clocks’ and to calculate their
motions.12 Natural processes happen as they happen; not obeying universal time
as a supreme instance, rather defining time by their own course. Applying this
principle to timing behavior of a living organism: in an elementary action such
as interval reproduction, the organism ‘knows’ the time-to-act without knowing
what-time-it-is and acting so, it creates a time-scale.

11 In Treisman’s icm a “verbal selective mechanism” [9] was assumed to determine a
reference value against which the momentary state of the counter is compared.

12 Interestingly, the ‘internal clock’ metaphor entered popularizing accounts of physics,
too. This is probably harmless; no intelligent reader will take literally metaphors
such as “internal clocks” of elementary particles [48, p. xii].
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6 Concluding Remarks

We have just used a metaphor and now the metaphor
tyrannizes us. While in the language of the metaphor,
I am unable to move outside of the metaphor.

— L. Wittgenstein [49]

The search for an internal clock—which was once ironically named “the holy
grail of timing research” [25]—is really reminiscent of a relentless quest driven
by a myth (or a dogma). Until present days, the search has produced a large
literature, reporting and interpreting data, redrawing the picture of the object
of search, or questioning its very existence. From a plainly sociological view of
science—“science is when research is being done and published”—the idea of
‘internal clock’ has been undoubtedly successful. From a soberly epistemolog-
ical perspective the success appears to be rather problematic. The expression
‘internal clock’ provides an image, a metaphor, a convenient façon de parler to
circumscribe some observed phenomena. But the image is misleading since the
very beginning, as it suggests an instance in the organism ‘knowing’ and ‘telling’
time, and thus controlling time-oriented behavior or time cognition. All attempts
to convert the metaphor into a working model inherit this difficulty. To break
the spell of this truly tyrannizing metaphor, we should abandon the idea of being
driven by an ‘internal clock’, and adopt a notion of living beings creating time
by their own actions.
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Abstract. Cognitive representation of time, in particular time reference (TR) 
through verb forms, and its reflection in abnormal language have been 
extensively studied in nonfluent aphasia across languages. In contrast, there is 
currently little evidence on patterns of TR deficits in fluent aphasia. The present 
study investigates production and comprehension of TR through verb forms in 
four fluent aphasic speakers of Serbian, a Slavic language with rich verb 
morphology. While the data indicate a deficit similar to the one found in 
nonfluent aphasic speakers, a detailed error analysis reveals that the underlying 
deficit must be different. Whereas agrammatic speakers predominantly 
substituted past verb forms with present verb forms, the Serbian fluent aphasic 
speakers exhibited a pattern in which within-the-same-time-frame errors 
dominated production of non-past reference, while out-of-time-frame errors 
dominated production of reference to the past. Thus, the data indicate 
impairment in these speakers’ reference to the past.  

Keywords: Time reference, Verbs, Past-nonpast, Fluent aphasia, Within time 
frame errors, Serbian. 

1   Introduction 

Aphasia is a language disorder typically caused by a stroke, traumatic brain injury or 
tumor. Aphasic speakers exhibit different patterns of language deficit, which mostly 
depend on the size and location of brain lesion. While there are numerous 
classifications of aphasias, all aphasic types can be roughly divided into non-fluent 
(such as Broca’s aphasia, transcortical motor or global aphasia) and fluent aphasias 
(e.g., Wernicke’s aphasia, anomic and transcortical sensory aphasia). Most of the 
evidence on verb production and comprehension in aphasia comes from research on 
nonfluent aphasia, although fluent aphasic speakers too demonstrate verb deficits. 
Impairment in the production of verb forms is one of the defining features of 
agrammatic Broca’s aphasia [1-4], which is characterized by relatively spared 
comprehension and non-fluent, effortful, and impoverished speech, from which so-
called small words, such as auxiliaries (e.g., is, will) are omitted. However, verb is a 
very complex category and it is not clear at the moment, which of its aspects are 
impaired in Broca’s speakers. More specifically, in addition to carrying lexical 
meanings and sound structures, verbs also have argument and thematic structures, 
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which determine the number and type of arguments (e.g., agent: The girl kissed the 
boy, patient: The boy was kissed by the girl, source: She received an invitation from 
the dean, etc.). Verbs carry inflection (e.g., -ed in kissed) for tense (e.g., past vs. 
present), agreement (e.g., singular vs. plural), and aspect (e.g., habitual vs. 
progressive), which specifies intra- and inter-sentential relationships. In structurally 
different languages the verb production deficit in agrammatism may vary [5]. Still, 
growing cross-linguistic evidence indicates that the common features of the verb 
deficit in agrammatic aphasic speakers are paucity of verbs in spontaneous speech, 
omission of auxiliaries, and omission or substitution of inflectional affixes [4,6-15].  

It has been shown that paucity of verbs in speech production of agrammatic 
speakers is not due to a deficit in lexical retrieval of words belonging to the 
grammatical category of verb. Bastiaanse and Jonkers [16] showed that there is no 
correlation between the diversity of lexical verbs in spontaneous speech and action 
naming performance. Shapiro and Caramazza [17] and Shapiro, Shelton, and 
Caramazza [18] have shown that two patients with lesions implicating the left inferior 
frontal lobe, and with deficits in producing nouns (JR) and verbs (RC), had poor results 
when “using words of the impaired category in morphological transformation tasks” 
[19, p.202], even when the transformations involved pseudo-words (e.g., these are 
wugs; this person wugs) [17]. This finding indicates a disruption of the computational 
processes implicated in morphological transformations of grammatical categories 
rather than impairment of words as sets of stored features [19]. Furthermore, research 
on verb inflection has shown that not all grammatical morphemes are impaired to the 
same degree. For example, -ing in He is walking is better preserved in comparison to –
ed in He walked in English agrammatic speakers [13]. Evidence on impaired tense and 
spared agreement marking inflections has been reported for agrammatic speakers of 
Arabic [14], German [10], Hebrew [8,20], Spanish [21], and other languages. Such 
findings have motivated several influential accounts of the verb production deficit in 
agrammatic aphasia that emphasize its syntactic nature.  

For example, Hagiwara [7], and Friedmann and Grodzinsky [8], proposed that 
chances for verbal inflection to be impaired depend on its position in the syntactic tree: 
the higher the position to which the verb needs to move in order to check its syntactic 
features, the more vulnerable the inflections. The assumption here is that the verb 
cannot move over an impaired node. Thus, the dissociation in production of tense and 
agreement inflections can be explained in terms of their respective positions in the 
syntactic tree: the Tense (T) node is higher up than the agreement node (Agr), and thus 
inaccessible to agrammatic speakers. While this explanation accounts for the Hebrew 
data [8], it cannot capture the relevant data from other, structurally different languages, 
in which the order of functional categories differs from the one found in Hebrew, such 
as Moroccan Arabic [14], Greek [22] or German [10]. It also does not capture the 
recent findings on the impairment of agreement in agrammatic speakers [12,15]. 

In addition, more recent developments of linguistic theory do not assume that T and 
Agr are hosted by separate nodes [23]. The new approach allows tense to be construed 
as an interpretable feature of the syntactic category T. Furthermore, agreement is not 
construed as a functional category in this approach, but as an operation—Agree, that 
regulates structural relationships between the features of the clausal subject and verb. 
Relying on this approach, Wenzlaff and Clahsen [10-11], have proposed that, unlike 
other finiteness features that are well preserved in agrammatism, T is underspecified 
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for tense and, hence, prone to impairment. As a possible explanation, they point to the 
anaphoric nature of tense, that is, its extrasentential reference, but a principled 
explanation along these lines is still lacking. However, what is interesting about their 
account is the idea that it is not the position of T in the syntactic tree that causes the 
verb deficit in agrammatism, but rather its features related to time reference. 

Further research on verb deficit in agrammatism has shown that some interesting 
findings from Dutch and Turkish cannot be explained in terms of the discussed 
accounts. Data from Dutch indicate that agrammatic speakers have more difficulty 
producing the past than present verb forms, regardless of whether the simple present 
or the present continuous forms are used [15]. The Turkish data show that agrammatic 
speakers have more difficulty producing the past tense than future tense [24]. Greek 
data [25] also show that reference to the past is difficult for agrammatic speakers and 
that perfect and perfective aspects are more difficult than imperfective aspect. These 
data indicate that reference to the past and not tense itself may underlie agrammatic 
speakers’ difficulty in production of verb forms. 

While evidence on verb deficit in nonfluent aphasia abounds, there is currently little 
insight into the patterns of verb impairment in fluent aphasia, which is characterized by 
fluent but meaningless speech combined with comprehension impairment. This gap in 
research is perhaps due to an early-observed double dissociation between verb and 
noun production in aphasia, manifested as better production of verbs than nouns in 
fluent, and better production of nouns than verbs in nonfluent aphasia. The dissociation 
indicates that different neural mechanisms are implicated in production of these two 
grammatical categories, further supporting the classical view that grammatical 
category is a major organizing principle of language in the brain. More specifically, 
such evidence is widely interpreted as indication that verb production is supported by 
the left frontal lobe, while production of nouns is associated with the left temporal 
lobe. However, neuroimaging evidence on the neural substrates of verbs and nouns is 
heterogeneous [26-30], with some indications that specific brain areas, such as 
Brodmann areas (BAs) 45 and 9, are implicated in encoding of grammatical properties 
of words, regardless of the word class. While the heterogeneity of neuroimaging 
evidence may reflect the fact that verb processing is not a monolithic task, Luzzatti et 
al. [30] found that lesions at three different areas in the left hemisphere are associated 
with verb deficit: the posterior temporo-parietal, the fronto-temporal perisylvian, and 
deep insula and basal ganglia lesions. Furthermore, growing evidence indicates that an 
aphasia syndrome can have different localizations [31].  

In line with these findings is the cross-linguistic evidence obtained in a variety of 
tasks that indicate that fluent aphasic speakers, too, have difficulty with verbs. For 
instance, they produce fewer verbs in spontaneous speech than non-brain-damaged 
speakers [32-34] and exhibit problems with verb retrieval [16,35], finite verb 
inflection [36-37], access to argument structure and thematic representation of verbs 
[38]. It appears then that difficulty with verbs is present in aphasia regardless of 
whether the lesion causing the disorder is located in the anterior vs. posterior cortical 
areas, or whether it runs subcortically [30]. However, due to the more typical 
differences in lesion site between fluent (posterior) and nonfluent (anterior) aphasic 
speakers, and their overall distinct language behavior patterns (e.g., agrammatism in 
nonfluent vs. paragrammatism in fluent aphasia), different patterns of verb 
impairment may emerge in fluent aphasia. 
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The main goal of the present study was to investigate whether the patterns of verb 
deficit in fluent aphasia reflect a deficit in TR or in verb inflection. More specifically, 
we set out to investigate whether temporal aspects of information conveyed by a verb or 
verb morphology was impaired in fluent aphasia, and whether the possible impairment 
patterns differed from those reported for nonfluent aphasic speakers. We chose to study 
TR through comprehension and production of verb forms in fluent aphasic speakers of 
Serbian, not only because of rich verbal morphology in this language, but also because 
of an interesting interplay between its markings of external time (tense) and internal 
time (aspect). Furthermore, since fluent aphasic speakers may have difficulty with the 
verb’s lexical, semantic, and grammatical information, or a more general monitoring or 
information integration problem [37], we looked for the verb deficit patterns in fluent 
aphasia considering which of these problems they would reflect. 

2   Verb System in Serbian 

Serbian is a South-Slavic language with a rich morphological system. For example, it 
has seven morphological cases (Nominative, Genitive, Dative, Accusative, Vocative, 
Instrumental, and Locative), three genders (masculine, feminine, and neuter), and two 
numbers (singular and plural). Its word order is relatively free, so in a sentence such 
as Marko čita knjigu “Mark is reading a book” any of 6 possible word orders, made 
by combination of subject, verb and object, is grammatically correct and acceptable. 
Temporal location of situations is expressed in this language by grammaticalized 
items, which are regulated by the tense system, and lexical items, such as temporal 
adverbials (e.g., sada “now”, sutra “tomorrow”) and lexically composite items (e.g., 
pre zore “before the dawn”). Serbian tense system differentiates between absolute and 
relative tenses, which differ with regard to whether the moment of speech (as in 
former) or some other temporal point (in latter) is the reference for encoding and 
temporal interpretation of a situation1. It consists of simple and compound tenses. 
Here we discuss only the verb forms that are relevant for the present study. They are: 
infinitive, the perfect tense, aorist, the present tense, and future I tense. The infinitive 
is a basic verb form and appears as a lemma in the Serbian dictionary (e.g., voleti “to 
love”) [39]. The perfect tense refers to a past situation that was either completed or 
not completed before the moment of speech, while aorist expresses a completed past 
situation. The present tense is used for a situation that coincides with the time of 
speech. Future I tense refers to a situation that is located in time after the present 
moment. Examples of verb forms tested in the present study are given in Table 1.  

As shown in Table 1, perfect tense is a compound tense, consisting of the clitic 
form (sam, si, je, smo, ste, su) of the suppletive present of the auxiliary biti “to be” 
(Table 2), which also carries information on person and number, and the active, so-
called l-participle of the main verb (e.g., napisao), which carries information on 
gender and number. In other words, the auxiliary is inflected and finite, while the 
participle is inflected and non-finite. Future I tense appears in a simple (e.g., Radiće. 

                                                           
1 Following Comrie [40-41], we use the term situation as a general term to refer to all: 

processes, events, states, etc. 
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“He will work.”) and periphrastic form (On će raditi. “He will work.”). The 
periphrastic form consists of the clitic of the auxiliary hteti “to want” in present tense 
(ću, ćeš, će, ćemo, ćete, će) (Table 2) and a main verb in infinitive. The order of the 
auxiliary clitic and the main verb in sentences containing compound tenses is 
regulated by a general rule prohibiting appearance of clitics in the sentence initial 
position. Typically, the auxiliary clitic appears in the second position, but other Aux-
V orders in sentences with these two tenses also result in grammatically correct and 
acceptable sentences. Bošković [42] has presented convincing evidence against the 
fixed structure position for Serbian clitics, which runs against the traditional so-called 
second-position, purely structural accounts of clitic position in this language. 

Table 1. Pisati (imperfective) “to write”/ napisati (perfective) “to finish writing” 

 Perfect tense Aorist Present 
tense 

Futur I tense 
 

1.sg 
2.sg 
3.sg 

(na)pisao/la sam 
(na)pisao/la/lo si  
(na)pisao/la/lo je 

napisah 
napisa 
napisa 

pišem 
pišeš 
piše 

(na)pisaću/ ja ću (na)pisati 
(na)pisaćeš/ ti ćes (na)pisati 
(na)pisaće/ on/a/o će (na)pisati 

1.pl. 
2.pl. 
3.pl 

 

(na)pisali/le smo 
(na)pisali/le/la ste 
(na)pisali/le/la su  

napisasmo 
napisaste 
napisaše 

pišemo 
pišete 
pišu 

(na)pisaćemo/ mi ćemo (na)pisati 
(na)pisaćete/ vi ćete (na)pisati 
(na)pisaće/ oni/e/a će (na)pisati 

Table 2. Auxiliaries biti “to be”and hteti “to want”: Present 

 Biti Hteti 

 Full form Clitic Full form Clitic 

1sg jesam sam  hoću ću 
2sg jesi si hoćeš ćeš 
3sg jeste je hoće će 
1pl jesmo smo hoćemo ćemo 
2pl jeste ste hoćete ćete 
3pl jesu su hoće će 

Verb forms in Serbian express either the imperfective or perfective aspect, which is 
realized on the verb. The aspectual oppositions are typically formed by prefixation, in 
which case a perfective form is formed from the imperfective form (e.g., pisati “to 
write” → na-pisati “to write up”) or by suffixation, in which case an imperfective 
form is formed from the perfective one (e.g., kupiti “to buy” → kupo-va-ti). Serbian 
imposes certain restrictions on the interplay between the tense and aspect. For 
example, present tense is typically associated with the imperfective aspect, allowing 
the perfective aspect only when referring to present situations that do not coincide 
with the moment of speech (as in gnomic expressions or when referring to a habitual 
situation). Similarly, aorist typically appears with the perfective aspect, although it is 
also possible to find the imperfective aspect in aorist (examples include gnomic 
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expressions and reference to habitual situations in the past) [39]. As shown in Table 1, 
perfect tense, future I, and infinitive exhibit more flexibility in expressing aspectual 
viewpoints, typically allowing both the imperfective and perfective aspects.  

3   Methods 

3.1   Participants  

Four anomic aphasic speakers with relatively good comprehension participated in this 
study. The aphasic participants underwent a neurological exam, computed tomography 
(CT) scanning, and assessment by speech pathologists. They all had had an ischemic 
stroke in the left hemisphere that was followed by aphasia. A1 had a temporo-parietal 
cortico-subcortical lesion. A2 had a lesion in the posterior part of the corona radiata, 
the putamen, and the postcentral gyrus. A3 had a lesion in the supramarginal gyrus 
affecting the white matter as well as a smaller insulo-opercular lesion that originated 
from the same stroke as the first lesion. Finally, A4 had a fronto-temporal lesion 
affecting the supraventricular area. The post-onset time varied from 4 months to 14 
years. Participants’ profiles are summarized in Table 3. There were four neurologically 
intact control participants, whose performance was at ceiling. 

Table 3. Participants‘ profile 

Patient  Age Sex Edu Post-
onset 
time 

Type of 
stroke 

Lesio
n site 

Type 
of 
aphasi

Hand. BDAE 
max=72 

A1 58 F 12 9 Ischemi LH Fluent Right  72 
A2 71 F 12 7 Ischemi LH  Fluent Right 70.5 
A3 64 F 16 4 Ischemi LH Fluent Right 70.5 
A4 60 M 16 14 years Ischemi LH Fluent Right 72 

Edu. – years of education; Hand. – handedness. 

3.2   Materials 

The materials used in the present study have been specifically designed to assess TR 
through verb forms in aphasic speakers and titled Test for Assessing Reference of 
Time (TART) [43]. Here we used the Serbian version of TART [44].  

The evaluative measures administered in the present study comprised two tests of 
word comprehension from the Boston Diagnostic Aphasia Evaluation (BDAE) [3]. 
The Flood rescue photograph that helped to elicit a wide range of verb forms in a 
study by Olness [45] was also used to elicit speech in this study.  

The experimental stimuli testing production of TR through verb forms were 
presented within a sentence-completion paradigm (see Fig. 1). Here the participants 
were prompted to complete a sentence by producing the requested verb form and its 
object. There were also two pictures, depicting different situations, one of which was 
associated with the sentence to be completed. Above each picture a verb in infinitive 
form that accurately referred to the situation depicted on the picture was printed. The 
experimenter read aloud a sentence that referred to the first picture, and then she read 
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aloud the second sentence up to the point where a verb form and object needed to be 
produced, pointing to the other picture. The participants were required to complete the 
sentence by producing the full predicate, that is a verb form and object, using the verb 
printed above the second picture. Crucially, the verb form that the participants were 
required to produce needed to match the verb form in the first sentence. There were 
20 sentences testing each of the five verb forms—infinitive, the perfect tense, aorist, 
the present tense, and future I tense, giving a total of 100 sentences. We tested the 
form of perfect tense with the participle-aux order, because only that order allowed us 
to test the production of the full predicate. As for the future I tense, we tested the 
simple form. Examples of sentence stimuli for all tested verb forms in both 
experiments are given in Table 4. The sentences were randomized in Excel. The 
corresponding pictures were ordered to match the randomized order of the sentences. 
Pair of sentences with accompanying pictorial stimuli for experiments 1 and 2 are 
given in Figures 1 and 2 respectively. There were four trial sets of stimuli for 
practicing performance on this task.  

For the test of comprehension, a sentence-picture matching paradigm was used, in 
which the participants were required to point to the picture that corresponded to the 
sentence that was read aloud by the experimenter (see Fig. 2). Crucially, the sentence 
meaning depended on the verb form in such a way that in order to successfully 
complete the task and pick the correct picture, the participants needed to correctly 
identify TR of the verb form used in the sentence and match it with the corresponding 
picture. In this experiment, there were always two pictures and one sentence. The two 
pictures depicted an action that required the same verb, but in a different time frame. 
Thus, in order to match the sentence with a correct picture, the participant had to 
comprehend TR in the sentence. For each time frame the most common verb form 
was given: past  perfect tense; present  present tense; future  future I tense. 
With 20 sentences testing each time frame, the comprehension test contained a total 
of 60 sentences. The sentences were randomized and each sentence was then matched 
with a pair of pictures. In addition, there were three trial sets of stimuli administered 
at the beginning of the test.  

Table 4. The verb forms tested with the TART 

Verb form Serbian example Example from English 
Production 
Infinitive Ovde čovek želi piti mleko. Here the man wants to drink milk. 

Perfect Tense  Juče žena peglala je šal. Yesterday the woman ironed the scarf.  
Aorist  Evo čovek oguli jabuku.  Here the man has peeled the apple.  
Present  Sada žena oštri olovku. Now the woman is sharpening the 

pencil. 
Future I Uskoro čovek poješće 

jabuku.           
Soon the man will eat the apple.  

Comprehension 
Perfect Tense  Žena je naslikala kvadrat.  The woman painted the square. 
Present Tense  Žena oštri olovku. The woman is sharpening the pencil.  
Future I Tense  Čovek će pojesti jabuku. The man will eat the apple.  
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Fig. 1. An example of the Sentence Completion Task in TART. Ovde čovek gura kolica. “Here 
the man is pushing the cart.” Ovde čovek … (vuče kolica) “Here the man … (is pulling the 
cart).” 

 

 

Fig. 2. An example of the Sentence-Picture Matching Task in TART. The target sentence is: 
Žena je naslikala kvadrat. “The woman painted the square.” 

3.3   Procedure 

All participants were tested individually, in a quiet room, at the Center for Aphasia of 
the Institute for Psychophysiological Disorders and Speech Pathology “Cvetko 
Brajović” in Belgrade, Serbia. The testing was completed within a single session with 
each participant. During testing, only neutral feedback was provided. Self-corrections 
were allowed, and one sentence repetition on request. Time was not measured and the 
participants were encouraged to take a break if they felt tired. Including a short break 
between the tests, it took about 50-60 minutes to complete testing with each 
participant.  
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3.4   Scoring 

In the production test, a response was counted as correct if it consisted of a correct 
verb form and object. Cases of paraphasias in which one verb stem was replaced by 
another, as in sipa-ti “to pour” versus pi-ti “to drink”, were not counted as errors, 
provided the correct verb form was produced. Responses without the required 
auxiliary in perfect tense were counted as substitution errors, because when the 
auxiliary is left out from the perfect tense, what remains is another verb form—the l-
participle. Production of the imperfective versus perfective aspect and thus the use of 
aspectual markers in the perfect tense, infinitive and future I tense were not 
grammatically relevant and responses including either the perfective or imperfective 
aspect in these three verb forms were counted as correct. However, since production 
of the perfective aspect and use of prefixes are crucial in aorist, leaving out the 
prefixes would be an omission. Responses substituting future I tense and infinitive 
with expressions containing the construction “da + present” were counted as 
substitution errors. The infinitive constructions that were produced without the 
required modal verb želeti “want” were counted as omission errors (see Table 4). 

In the comprehension test, a response was counted as correct if the participant 
pointed to the picture that corresponded to the sentence that was read aloud.  

4   Results 

4.1   Evaluative Measures 

The results of the BDAE tests are presented in Table 3 above, together with the 
aphasic participants’ profile. These tests show that the patients’ comprehension of 
words for actions, colors, and numbers, and words for objects, letters, and forms was 
relatively well preserved. Further, speech samples from telling a story reveal no 
statistically significant differences between verb production of aphasic and control 
participants. Details of speech sample from telling a story are summarized in Table 5, 
which shows some differences in production of modal and auxiliary verbs as well in 
finite verbs token production, with a smaller number of such verbs produced by 
aphasic than control participants. Also, aphasic speakers produced more reference to 
present than controls. Nevertheless, these differences are not statistically significant. 
A plausible explanation of this finding is that aphasic speakers chose to produce only 
those verb forms that they were comfortable producing, such as present tense. 
However, the experimental production test, in which the participants were required to 
produce other verb forms, revealed a subtle pattern of deficit in aphasic speakers.  

4.2   Production Results 

4.2.1   General Overview 
The individual scores of aphasic patients on the production task are given in 
Appendix A. In general, the only tense that the fluent aphasic speakers produced 
without a problem was the present tense (93.75%). They had difficulty with reference 
to the past regardless of tense; producing only 28.75% correct responses for perfect 
tense and 22.5% correct responses for aorist. In addition, their production scores on 
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future I tense (37.5%) were almost as low as the reference to the past and, even more 
surprisingly, production of infinitive constructions was also rather low (42.5%). 
Fisher exact test revealed statistically significant differences between their production 
of present and perfect tense (p < 0.0001, two tailed), present and aorist (p < 0.0001, 
two tailed), present and infinitive (p < 0.0001, two tailed), as well as present and 
future (p < 0.0001, two tailed). There were no statistically significant differences in 
their production of perfect tense and aorist (p = 0.4691), perfect tense and future I 
tense (p = 0.3136), or future and infinitive (p = 0.6285). However, the difference 
between infinitive and aorist was significant (p = 0.0110), while the difference 
between perfect tense and infinitive (p = 0.0984) and between aorist and future I tense 
(p = 0.0571) was approaching significance. Thus, the data show that Serbian fluent 
aphasic speakers’ production of present tense was superior to their production of other 
verb forms, indicating that the deictic center of the verb system plays an important 
role in the production of TR through verb forms. This finding is aligned with the 
previous evidence on relative stability of the present tense in aphasia.  

Table 5. Speech sample from telling a story 

 
Elicited speech 

Fluent aphasic speakers Non-brain-damaged speakers 
Mean Range Mean Range 

Number of utterances  8.75 8-17 10.25 7-14 
Utterance length 9.07 6.76-11.25 11.31 7.64-14.14 
Finiteness index 0.95 0.90-1.00 0.97 0.88-1.00 
Modals & Auxiliaries 9.5 2-14 12.5 10-15 
Lexical verbs Type 11 9-12 12.75 8-15 
Lexical verbs Token 17.25 11-23 16.5 14-20 
Finite verbs Type 11.5 8-14 11.75 8-14 
Finite verbs Token 19 15-24 21 18-23 
Non-finite verbs Type 4.25 1-7 5 3-9 
Non-finite verbs Token 4.75 1-8 6.75 4-12 
Reference Past 3.25 0-6 4.75 2-9 
Reference Present 12.75 3-22 10.5 7-13 
Reference Future 1.75 0-2 2.5 1-3 

4.2.2   Tense-Aspect Interaction 
Since production of correct verb forms depends not only on tense, but also on aspect, 
we inspected the tense-aspect patterns in the Serbian production data. The most 
notable finding is that Serbian fluent aphasic speakers mainly used the imperfective 
aspect in all verb forms, regardless of grammatical and semantic constraints, 
producing 73% of imperfective and only 27% of perfective verb forms across all 
conditions. Greek data from nonfluent aphasia also show difficulty with the perfective 
aspect, in particular when it is combined with past tenses [25]. 

While using both perfective and imperfective aspects was appropriate in infinitive, 
perfect tense and future I tense, producing a correct form of aorist always required the 
perfective aspect. The correct form of aorist was produced only in 22.5% cases, 
whereas some perfective verb form was produced in 40% of cases when the target 
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form was aorist. In contrast, producing a correct form of the present tense always 
required the imperfective aspect. While there were 93.75% correct responses, some of 
the incorrect responses that were produced instead of the present tense also had the 
imperfective aspectual view, which resulted in 98.75% of imperfective forms 
produced when the target form was the present tense. The data indicate a graded 
difficulty in production of TR through verb forms with regard to aspectual viewpoint: 
the imperfective forms are easier than the verb forms that allow both the perfective 
and imperfective aspects, which in turn are easier to produce than the verb forms that 
allow only the perfective aspect. 

Thus, we can conclude that in Serbian fluent aphasic speakers reference to the 
present and imperfective aspect are relatively well preserved. In order to understand 
better the patterns of impairment, we conducted a detailed error analysis.  

4.2.3   Production Results: Error Analysis 
The most typical type of errors in the Serbian data was substitution of the target verb 
form with another verb form (84.54%). More specifically, the produced verb form was 
not either in the correct tense (as in producing the present tense instead of the perfect 
tense) or in the target form of a specific tense (as in producing the periphrastic instead 
of the simple form of future I tense). Omissions were found in 10.9% of all errors (e.g., 
leaving out modal verbs), while the rest of errors consisted of nonexistent forms, such 
as combination of an auxiliary clitic with the present tense, use of a double auxiliary 
without a main verb, or use of an auxiliary-main verb-auxiliary string.  

4.2.3.1   Within time frame errors  
An interesting pattern of substitution errors emerged from further analysis of the data. 
As shown in Figure 3, Serbian fluent aphasic speakers made two types of substitution 
errors: within time frame errors and out of time frame errors. In the first case, they 
made paradigmatic simplifications by choosing a verb form within the same time 
frame. For instance, producing the periphrastic (e.g., će plesti “will knit“) instead of 
the simple form (plešće) of future I tense, which constitutes 62.5% of all the 
substitutions in production of that tense, is a within time frame error. Note that they 
both refer to the same time frame—future, but only one of them is the target verb 
form. Such errors, where a produced verb form falls within the correct time frame and 
yet it does not coincide with the target verb form, we call within time frame errors. 
On the other hand, substitutions of future I tense (e.g., plešće) with present tense (e.g., 
plete “he/she is knitting”) (22.9%) and with the construction “da + present” (4.1%) do 
not refer to the future time frame, and so these are out of time frame errors. Thus, 
majority of errors in the production of future tense in Serbian aphasic speakers is 
specifically tied to the simple form of future I tense and not to the TR deficit.  

Note also that there were 10 errors in the production of perfect tense caused by the 
fronting of the auxiliary (marked by an asterisk in Appendix A), instead of placing it 
after the participle, which was the target form. We considered this an error in 
production of the target verb form, although this is not an error in time reference. 
Thus, we reanalyzed the data counting the responses with the periphrastic form of 
future I tense and the aux-participle order in past tense as correct with regard to time 
reference, adding the remaining within time frame substitutions to the correct scores. 
In addition to confirming the previously established differences, the reanalysis has 
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revealed three additional statistically significant differences: One of them is the 
difference between the perfect tense and future I tense (p < 0.0001, two tailed). The 
differences between aorist and future I tense, and between perfect tense and infinitive, 
which were approaching significance in the original analysis, appeared to be 
statistically significant when the within time frame substitutions were counted as 
correct in time reference and added to the correct responses (p < 0.0018, and p < 
0.0008, two-tailed). The difference between perfect tense and aorist was not 
statistically significant (p = 0.4280, two-tailed). Thus, the reanalysis has shown that 
the production of future I tense and infinitive was better than the production of perfect 
tense and aorist, indicating difficulty with the reference to past. 

Fig. 3. Substitution errors 

It appears then that the pattern of substitution errors in Serbian fluent aphasic 
speakers crucially depends on the past-nonpast distinction. More than 60% of the 
paradigmatic substitutions or within time frame errors were found in the nonpast verb 
forms, like future I tense and infinitive, while more than 60% of out of time frame 
substitutions, which indicate difficulty with time reference, were found in the past 
tenses, such as aorist and perfect tense. Thus, simplification via paradigmatic 
substitutions was a useful TR adaptive strategy in production of nonpast verb forms, 
but that was not the case when verb forms referred to the past. This finding indicates 
impaired reference to the past in Serbian fluent aphasic speakers.    

4.2.4   Summary of the Production Results 
The data show that Serbian fluent aphasic speakers produced present tense at ceiling. 
Their ability to produce verb forms referring to the future was also relatively spared, 
because they produced some form that correctly referred to the future in 87.5% of 
cases. Their difficulty consisted in producing the simple form of future I tense, which 
indicates a morphosyntactic problem rather than a problem with TR to future. 
Crucially, their ability to produce verb forms referring to the past was impaired, 
regardless of whether the target verb form was in perfect tense or aorist. Finally, their 
low scores on infinitive are somewhat surprising, given that infinitive is considered a 
basic verb form in Serbian. However, this may be due to the fact that Serbian, like 
some other Balkan languages, for example, Greek, Macedonian, and Bulgarian, is in 
the process of losing infinitive [39,46].  
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4.3   Comprehension Results 

Serbian aphasic speakers exhibited better comprehension of the present (85%) and 
past (81.25%) than future TR (63.75%). The individual scores of aphasic patients on 
the comprehension task are given in Appendix B. The Fisher exact test revealed 
statistically significant differences between comprehension of past and future (p = 
0.0208, two tailed), and present and future (p =  0.0035, two tailed), while comparing 
comprehension of reference to the past and present did not result in a statistically 
significant difference (p = 0.6735, two tailed). Interestingly, 3 out of 4 patients 
performed at chance level on the sentences with future I tense. Poor comprehension of 
this tense is addressed in Discussion.  

5   Discussion 

The main finding of our study is that Serbian fluent aphasic speakers have difficulty 
with reference to the past in speech production. This finding indicates that the verb 
production difficulty with past versus nonpast reference may be common to at least 
some fluent and nonfluent aphasic speakers. More specifically, despite their generally 
low scores in the production of all target verb forms other than the present tense, 
Serbian fluent aphasic speakers exhibited a pattern of substitution errors that upon a 
closer look revealed a strategy of within time frame production of verb form 
substitutions for the nonpast reference. Producing within time frame substitutions 
indicates that TR in these cases was preserved, and reflects a strategy of the impaired 
system to deal with the task demands. This error pattern is theoretically important, 
because it reveals how the general paragrammatic pattern of fluent aphasia works at 
the level of verb category, allowing us also to make inferences on the intact system.  

Furthermore, the error pattern in Serbian fluent aphasic speakers indicates a 
breakdown in the conceptual-syntactic domain of the Levelt et al.’s model [47], and 
not in the access of (morpho-)phonological representation, which has been reported 
for another type of fluent aphasia in Greek [35]. In Serbian, verb lemmas have 
features for number, person, tense, aspect and mood. According to Levelt et al.’s 
model, values of these features partially depend on the conceptual representation. For 
instance, tense requires the speakers to check the temporal properties of the external 
time, aspect –properties of the internal time, and so on. In production of TR through 
verb forms, Serbian fluent aphasic speakers fail to correctly value features such as 
tense and aspect for further encoding. In addition, production of the tested verb forms 
requires an integration of the features carried by the auxiliary clitics (je, će) or modal 
verb (želeti) with those of the main verb. Recall that the auxiliaries je and će refer to 
the present, and yet the former is used to build the past tense and the latter to build the 
future I tense. Crucial to this integration is the precondition to overlook TR of the 
auxiliaries as well as the lack of it in the participle and infinitive, and to encode TR of 
a compound verb form as a single temporal meaning. More research needs to be done 
in order to better understand how these unique temporal meanings derive from the 
different temporal meanings of their constituents in compound tenses. Finally, the 
Serbian production data are aligned with the previous findings in reflecting the 
general tendency in aphasia to replace the marked forms with less marked forms or 
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with unmarked forms [4]. For instance, we found the former in the Serbian aphasic 
speakers’ substitutions of aorist with the perfect tense, and the latter in the 
substitutions of the perfective with the imperfective aspect. 

The data further indicate that Serbian fluent aphasic speakers had access to the 
grammatical information relevant for comprehension of TR through verb forms, at 
least for the past and present time frame. These findings are compatible with the 
previous research on aphasic comprehension of complex syntax in this highly inflected 
language that reported strategic reliance on morphological information in 
Serbian/Croatian Broca’s, anomic, and speakers with mixed aphasia [48-51] The 
comprehension data reveal only difficulty with the future TR. However, we tested only 
comprehension of the periphrastic form of future I tense, which makes it difficult to 
conclude whether the poor comprehension results reflect a more general impairment in 
future TR or a morphosyntactic deficit related to the tested form of future I tense.  

In conclusion, the Serbian data presented in this paper deepen our understanding of 
TR and verb deficit in fluent aphasia. Our study shows that fluent aphasic speakers, 
like nonfluent aphasic speakers, have difficulty with production of verb forms that refer 
to past or future. However, they employ different adaptive strategies: while 
agrammatic patients tend to make simplifications by omission or substitutions with the 
present tense, the fluent aphasic speakers in our study employed a substitution strategy 
that allowed them to pick correct time reference through a misselected verb form. The 
strategy, however, was productive only for the nonpast reference, indicating that 
reference to the past is impaired in these speakers. Further research needs to address 
specifically which processes participate in inference and encoding of TR, and how the 
values of implicated features derive from the conceptual representation of time in 
aphasia, aiming to develop models that will be able to account for data from 
structurally different languages. 
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Abstract. In cognitive psychological research, time includes two main 
subcategories: experiential (temporal experiences) and logical (temporal 
reasoning). Our research focuses on estimations of experiential and logical time 
in narrative text reading in relation to emotion. In Study One, participants read 
an emotionally positive and a negative text and the actual and estimated duration 
of the reading activity were compared. Results showed that the duration of 
reading the unpleasant text was overestimated as compared to the pleasant one. 
In Study Two, participants of Study One were asked to read another positive or 
negative text, but this time they were asked to estimate the duration of the 
described events in the text (logical time). Results showed that, although 
participants again garnered emotion information from text, this did not affect 
their estimations of the narrative events’ duration, thus revealing that time and 
emotion are differently intertwined in the case of narrative text reading. 

Keywords: Time estimation; Narrative text reading; Emotion. 

1   Introduction 

Psychological time is a complex concept that includes at least two fundamental 
subcategories: experiential and logical [1]. Experiential time refers to our experience 
of the order of events and their duration. Logical time involves the understanding of 
logical relations among the order of events and their duration. Relevant research 
draws special attention to human capacity to estimate short [2-4] or long event 
duration [5], either in real-life situations or in media-based presentations [6-7]. 

Historically, one of the first approaches in this field relate to the internal clock 
models. The basic concept of these models is associated with the arousal of the 
organism and it has its origin in behavioral and animal psychology. In this context, 
Treisman [8], proposed a model, where a pacemaker produces a regular series of 
pulses, although the pulse rate increases as an organism’s specific arousal level 
increases. A successor to Treisman's model was the Scalar Expectancy Theory (SET) 
of Gibbon and colleagues [9], who suggested that a pacemaker generates short-
duration pulses at a fixed rate and when a signal (event) is presented, a switch directs 
these pulses to working memory. 

The estimation of event duration is considered to be influenced by various factors. 
Among them, emotion is a principal one: “time flies while you’re having fun” 
whereas “bad things last for ever” [10]. Thus, the subjective time, that is our personal 
experience of duration can contract or expand in relation to objective time, that is, 
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time measured by a clock [11-12], and the term subjectivisation is used to refer to this 
interfering role of the emotional content of information (either positive or negative) in 
time estimation of events [7].  

An event is defined as a “segment of time at a given location that is conceived by 
an observer to have a beginning and an end” [13]. Given this, all types of events, real-
life and narrative (prose-based events, that is, events described in narrative texts and 
screen-based events) [14-16] can be considered as analogue to each other, at least as 
far as the following are concerned:  

(a) The Temporal organization: The event’s specific temporal segmentation, 
organization and structure [13,17-18].  

(b) The individual’s previous knowledge and representations: Explanation of past 
and anticipation of future events [13,17,19-20]. In the case of text-narrative 
comprehension, representations, and inferences contribute to the construction of 
models specific to the situation, termed as situation models [21-23]. According to 
Zwaan and his colleagues [21-22], readers construct multidimensional representations 
of situations with time being one of them.  

(c) The Emotionality: Various types of emotions elicited by narrative events, as 
well as by real-life events [23-24]. For example, in narratives (texts and films), 
affective responses such as surprise, curiosity, and suspense are produced by certain 
discourse structures and manipulations, or when the reader is identified with the hero 
[6,17,20,25].  

As noted already, emotionality affects real-life events’ duration estimations. 
Additionally, research on screen-based narratives (i.e., films) has shown that duration 
estimates depend on temporal segmentation of the scenes and their emotional valence, 
such as suspense [6,25]. So far, temporal information in text has not been adequately 
studied [22], nor has its relation to its emotional content. Relevant literature is limited 
to the description of temporal and emotional components in the construction of 
mental representations, without detecting the type of relation that connects them 
[21,26-36]. In a recent study, Samartzi and Kazi [7] have suggested that the emotional 
valence imparted through narrative texts does not affect temporal estimations. 

The aim of the present research is to study the two subcategories of time 
(experiential and logical) in narrative texts, as a function of emotionality and to 
investigate if the mentioned divergence between objective and subjective time also 
appears in the case of reading about events in a text. This can be informative in two 
aspects: first, in clarifying the conditions under which the subjectivity of time emerges, 
and second, in clarifying the special aspects of reading texts as cognitive activity. 

2   Study One: Duration Estimation of Reading a Narrative 

The first study concerns the experiential time in reading texts. Specifically, this study 
examined whether the estimation of long duration events, such as reading texts, 
depends on the emotional tone (positive-pleasant/negative-unpleasant) of the text. Our 
hypothesis is that the emotional state of the reader, triggered by the tone of the texts, 
affects the duration estimation of the reading activity resulting in time subjectivisation, 
invariable to the presentation order of the texts. In our research, tone refers to the genre 
of the texts.  



 Logical and Experiential Time in Narratives 277 

In order to enhance the ecological validity of our study, and given our interest in 
the activation of complex cognitive functions, such as representing and understanding 
the content of a text, we engaged participants in long duration events, i.e., in reading 
narratives. Our approach differs from other studies that examine more basic cognitive 
functions, such as the perception of emotional stimuli (i.e., pictures, photographs, or 
words [37-39]), arousal, or other neurocognitive mechanisms that underlie the effects 
of emotion on timing and time perception [40-42]. 

In accordance to the methodology of recent studies, that also use media-based 
event presentations, we engaged participants in reading activities lasting about 12 
minutes, a length that seems to be a critical temporal interval on duration estimation 
(compared to longer intervals) [43].  

2.1   Methods 

2.1.1   Participants 
This research involved sixty adults (50 females and 10 males), first-year University 
students in the Department of Psychology, aged 18 to 21. 

2.1.2 Material  
We selected two texts from the Modern Greek literature (The Great Hagiography by 
M. Karagatsis, published in 1951, and Airing dirty linen ... in public by Z. 
Chatzifotiou, published in 1973), consisting of almost the same number of paragraphs 
(54 and 55, respectively) and words (2537 and 2534, respectively). The first story 
presents the life of a lonely and withdrawn person, enclave in a hostile social 
environment. The second story describes the childhood of a naughty boy and the 
troubles he causes to his family.  

A pilot study, with 20 participants, showed that the mean reading time was about 
12 minutes (12.30 for the first story and 12.00 for the second one) and that the two 
texts differed significantly in terms of the emotions they triggered. The first text 
significantly evoked negative emotions (i.e., burden, sadness, and pessimism), thus, 
this text is the emotionally negative one of Study One. The second one significantly 
evoked positive emotions (i.e., pleasure, joy, and optimism), thus, this text is the 
emotionally positive one of the Study.  

Apart from the texts, participants were also presented with a 15-items self-reported 
Emotionality Inventory, consisting of three subscales: the Positive Emotions 
(pleasure, joy, optimism, relaxation, and lightsome), the Negative (burden, sadness, 
anxiety, unpleasantly, and pessimism), and the Flat (monotony, indifference, 
neutrally, apathy, and vapidly). Emotions appeared in random order. Participants were 
asked to state on a seven-point Likert-type scale (with 1- corresponding to ‘not at all’ 
and 7- to ‘absolutely’) the degree to which each emotion was evoked.  

2.1.3   Procedure 
Participants were randomly placed in two groups, with 30 participants in each. They 
were tested individually and they were asked to read both texts but in reverse order 
(Negative-Positive text group and Positive-Negative one). After signing an informed-
consent form, each participant was asked to read carefully the first text (positive or 
negative, depending on the experimental condition), and to notify when s/he had 
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finished reading it. The exact duration of the reading activity (minutes and seconds) 
was recorded by the experimenter. After participants’ notification, the experimenter 
was saying: “When you started reading, the time was …. (stating the exact time that 
the participant had started reading). What time do you think it is now?”, thus eliciting 
the participants’ estimation for the duration of the reading activity. All of the 
participants reported duration to the nearest minute (e.g., they would say: Now it is 
10:16). None of the participants stated an actual duration (e.g., by checking the time 
on his/her watch or cell phone), although it was pre-decided that in such a case 
participant’s data would be excluded from the study. Participants then completed the 
self-reported emotionality inventory. The procedure was done in exactly the same 
way for the second text.  

2.2   Results 

First, the composite scores for the Positive, Negative, and Flat subscale of the 
Emotionality Inventory were computed (Cronbach’s alpha: .816, .870, and .833, 
respectively1). At this point, it must be noted that, although participants were, by no 
means, instructed to prospectively estimate the duration of their second reading 
activity, after having read the first text (either emotionally negative or emotionally 
positive, depending on the group they were assigned to), they were probably 
familiarized with the experimental procedure. Thus, they were probably prepared to 
estimate, again retrospectively according to the experimental instructions the duration 
of their following reading activity. For this reason, a comparison across experimental 
conditions, concerning the effect of the order of presentation of the two texts (positive-
negative vs. negative-positive) was judged as essential. This possible carry-over effect 
was statistically tested and, as will be shown below, was found non-significant. 

To specify the possible influence of texts on emotionality and in order to check 
whether there was a carry-over effect across experimental conditions, a 2 (the two 
experimental conditions) x 2 (the two texts: positive and negative) x 3 (emotionality: 
positive, negative, and flat) multivariate analysis of variance was run. Specifically, the 
main effect of emotionality, F (2, 57)=5.509, p<.01, η2=.16; and the text x emotionality 
interaction, F (2, 57)=30.994, p<.001, η2=.52; were significant, whereas the main effect 
of text was not significant, F (1, 58)=1.856, p=.178. Results, also, showed that the 
experimental condition (reading first the positive text followed by the negative one 
and vice versa) did not influence participants’ responses, F (1, 58)=.280, p=.599, or 
showed any significant interactions: experimental condition x text, F (1, 58)=.435, 
p=.512; experimental condition x emotionality, F (2, 57)=2.234, p=.116. 

These results are illustrated in Fig. 1. The interaction between text and 
emotionality revealed that the negative text elicited stronger negative emotions, the 
positive text elicited stronger positive emotions, and the two texts were not 
differentiated as far as the flat emotions were concerned.  

                                                           
1 Participants completed the Emotionality Inventory twice, once after reading the positive text 

and once after reading the negative text. Half of the participants were encountered first with 
the positive text, while the rest were encountered first with the negative one. Reliability 
scores were computed on the data from participants’ first completion of this Inventory, 
irrespectively of whether it was after reading the positive or the negative text. 
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Fig. 1. Emotionality as a function of reading positive (PT) and negative (NT) texts. Bars 
represent standard error of the mean. 

To specify whether the estimated duration of reading, in comparison to its actual 
duration, varied across the two types of text, first, the following transformation was 
applied to the raw data: (estimated duration – actual duration)/actual duration. The 
calculation of this index, termed as mean relative time estimation, ensured that the 
differences between actual and estimated durations of reading would be comparable 
across texts. It is noted that, in this index, values around zero show that the actual and 
estimated duration of reading converge, negative values show that the reading activity 
was estimated as enduring shorter than it actually did, and positive values show the 
opposite, that the reading activity was estimated as enduring longer than it actually 
did. Then, a 2 (the two experimental conditions) x 2 (two texts: positive and negative) 
multivariate analysis of variance was run. Specifically, the main effect of text, F (1, 

58)=15.041, p<.001, η2=.21, was significant. These results are illustrated in Fig. 2. 
Results, also, showed that the experimental condition (reading first the positive text 
followed by the negative one and vice versa) did not influence participants’ duration 
estimations, F (1, 58)=.157, p=.693, or showed significant interaction: experimental 
condition x text, F (1, 58)=.385, p=.538. Overall, results showed that participants were 
fairly accurate when estimating the duration of reading the positive text. The same 
does not apply for the negative text: here the estimated duration of its’ reading clearly 
surpassed the actual one.  
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Fig. 2. Mean relative time estimation as a function of reading texts. Bars represent the standard 
error of the mean.  

2.3   Discussion 

Our results showed that reading an emotional text, indeed, produces specific 
emotions. We need to stress out, at this point, that our main interest in this research 
was not placed on the exact parameters (i.e., the prosody or the specific semantic 
characteristics) or the procedures (i.e., the memory reactivation) that produce or affect 
emotionality after reading a text. Our interest mainly focuses on time estimation, and, 
specifically, on the effect of emotionally-positive and emotionally-negative texts on 
it. Tagging the texts as emotionally negative or positive resulted from the participants’ 
answers on the self-reported emotionality inventory.  

We remind that in our text, we presented participants with three emotional 
subscales: the Positive Emotions, the Negative, and the Flat. The finding that the flat 
emotions were not statistically differentiated across texts strengthens our 
interpretation of the results. The non-significant differentiation of the flat emotions 
means that both texts were equally interesting to the participants. We note that the 
mean score for the flat emotions after reading the positive text is 2.523, and the mean 
score for the flat emotions after reading the negative text is 2.683. In case there was a 
statistical difference in the flat emotions across texts, that would be problematic, since 
it would mean that one of the two texts was found as more interesting or as more 
boring compared to the other. Moreover, this result shows that the positive and the 
negative emotions were significantly differentiated across texts. That is, participants 
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experienced significantly stronger positive emotions after reading the positive text, 
and significantly stronger negative emotions after reading the negative text, revealing 
that the two texts were sufficiently differentiated in terms of emotion. Still, neither the 
positive nor the negative emotions co-varied with emotional flatness or indifference, 
as the non-significant effect revealed. The above-mentioned observed self-reported 
differentiation across texts permits to test our hypothesis, that is, the effect of 
emotionality on time estimation.  

As this study has shown, readers cannot always accurately estimate the duration of 
their reading activity. Participants’ estimations are affected by their emotional states. 
These results fully supported the hypothesis of this Study, showing that reading 
emotionally-valent narratives convey emotions that affect the estimation of the 
activity. When the text conveys pleasant emotions, reader’s experiential time is rather 
accurate, whereas when it conveys unpleasant ones, experiential time expands, as in 
similar cases where time-subjectivity applies [11-12]. 

Does this emotionality effect apply to the processing of text information? In other 
words, is the duration estimation of described events also affected by the emotional tone 
of the texts? Or, alternatively, is time in narratives [7,21-22] a logical representation 
constructed by the reader, even in the absence of temporal markers in a text and 
independently of the emotional valence of the text and the degree of identification of the 
reader with the heroes? These questions are addressed in Study Two. 

3   Study Two: Duration Estimation of Described Events in Text 
Narrative  

This study examines narrative time. In contrast to the time of a reading activity, which 
resides at the experiential level and suggests subjectivity, we propose that narrative 
time is a logical construction that resides at the representational level. Since the 
temporal organization of events, along with the activation of previous knowledge and 
representations, consist in principles that apply on all types of events [13,17-19], first, 
we hypothesize that readers are able to construct a logical-narrative time, even in the 
absence of temporal markers. Second, we hypothesize that, as a logical construction, 
the narrative time is not subjected to distortion and is not amenable to readers’ 
emotionality [7]. Thus, we expect that the emotional state of the reader, as induced by 
the tone of the text and the degree of identification, do not affect the duration 
estimation of the described events.  

In this study, we have chosen to engage the participants of Study One for a very 
specific reason: We were interested in seeing whether the same readers, who were 
misled in the estimation of the duration of their own reading activity (experiential 
time) as a function of the emotional tone of a text, would be also misled in the 
estimation of the duration of the described events (narrative time), again as a function 
of the emotional tone of the texts.  

3.1   Methods 

3.1.1   Participants 
Fifty-five adults from the sample of Study One were recruited for this study (46 
females and 9 males). Participants were randomly placed in two groups (Negative 
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Text=29, and Positive Text=26 participants, respectively). Each group received a 
different text (negative or positive). 

3.1.2   Material 
In this study we used the material constructed by Samartzi and Kazi [7]. The authors, 
based on a “Harry Potter” text (from “Harry Potter and the Goblet of Fire”) describing 
the adventures of a group of children taking a walk in a forest and eliciting negative 
emotions, constructed another text that elicited positive emotions by replacing words 
and phrases. In the negative text, the protagonists had to cope with enemies, whereas, 
in the positive text they were dealing with friends. Samartzi and Kazi [7] have shown, 
using a self-reported inventory, that these two texts were clearly differentiated as far 
as their emotional valence was concerned.  

These two texts were of equal length (ten paragraphs, about 510 words), and they 
did not convey any explicit temporal information. One may object that all narratives 
are heavily marked by overt and covert temporal categories, such as tense, 
grammatical and lexical aspect and the isomorphic relation between the order of 
appearance of predicates and the order of appearance of events/states. Still, in the 
construction of the negative and the positive text [7], it was taken care that all covert 
temporal categories were exactly the same, as the authors kept exactly the same 
structure across texts, i.e., the description of the events was linear and no flash back or 
any information about the past or the future was presented in the text. The absence of 
temporal markers was ensured by the absence or deletion of any explicit or overt 
temporal linguistic element/information (e.g., temporal adverbs etc.) in the texts.   

In the present study, two inventories were administered. The first one was the same 
self-reported Emotionality Inventory of Study One. The second one was a self-
reported inventory aiming to measure participants’ degree of identification with the 
heroes of the texts. Participants were asked to state on a 7-point Likert-type scale 
(with 1- corresponding to ‘not at all’ and 7- to ‘absolutely’) the degree to which they 
1. Were identified with the heroes, 2. Got carried away, 3. Empathized with the 
heroes, 4. Felt as if they were in the shoes of the heroes, and 5. Lived the adventure as 
if they were present.  

3.1.3   Procedure 
Each participant was individually tested and s/he was presented with one of the texts, 
with the instruction to read it carefully and notify the experimenter when they s/he 
was done reading it. As in the previous study, the experimenter recorded the exact 
duration of the reading activity (minutes and seconds). Immediately after participant’s 
notification, the experimenter handed her/him a page on which the following question 
was typed:  

“The adventure began at 10:00:00. What time do you think it was when the 
adventure ended?”. This way, we had provided all participants with a stable and 
shared temporal marker, as a reference point, after reading the texts. The participants 
were prompted to state the duration of the described event in hours, minutes and 
seconds. Finally, the two self-reported inventories (the identification and the 
emotionality one) were administered.  
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3.2   Results 

As previously, the composite scores for the Emotionality Inventory subscales and the 
Identification scale were computed (Cronbach’s alpha: .752, .876, .938, and .931 for 
the Negative, Positive, Flat subscale, and Identification scale, respectively). In order 
to test the emotional valence of the texts and the level of participants’ identification 
after reading the different types of text, a 2 (the two texts: positive and negative) x 4 
(the four emotional states: positive, negative, flat emotions, and level of 
identification) multivariate analysis of variance was run. The main effect of text, F (4, 

50)=2.804, p<.05, η2=.18, was significant. Results of the Univariate Analyses indicated 
that the two texts were differentiated as far as the negative emotions they elicited, F (1, 

53)=5.527, p<.05, η2=.09, and the degree of identification, F (1, 53)=5.694, p<.05, η2=.09 
were concerned, but they were not significantly differentiated as far as the positive, F 
(1, 53)=1.223, p=.274, and the flat, F (1, 53)=1.284, p=.262, emotions were concerned. 
These results are illustrated in Fig. 3. As it can be seen, although the negative text 
elicited stronger negative feeling and higher degree of identification, both texts seem 
to have induced rather strong positive emotions, even in the negative text condition.  

 
Fig. 3. Emotionality and Identification as a function of reading Harry Potter texts Bars are 
standard error of the mean. Upper panel refers to the Positive text and lower panel refers to the 
Negative text. 
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As far as duration is concerned, results of Univariate Analysis of Variance showed 
that the actual duration of reading the texts did not vary across conditions, F (1, 

53)=.298, p=.587 (Mean: 2.473, Std.Dev=.634, minimum=1 minute, maximum=4 
minutes). Also, the estimated duration of the events described in the negative and the 
positive text, F (1, 53)=.059, p=.809, did not differ. It is noted that none of the 
participants had any difficulty or hesitated in estimating the duration of the described 
events, but these estimations ranged considerably across participants (Mean: 24.87, 
Std.Dev=27.168, minimum=2 minutes, maximum=150 minutes).  

In order to check whether the actual duration of reading and the degree of 
identification with the heroes influence the estimation of the described events, these 
variables were entered in the Analysis as covariates. None of these covariates altered 
the results or was shown to be statistically significant: When entering the actual 
duration of reading as a covariate, F (1, 52)=.072, p=.789 for the duration of the 
described events as a function of the negative and the positive text, and F (1, 52)=.146, 
p=.704 for the covariate. Entering the level of identification as a covariate, F (1, 

52)=.001, p=.977 for the duration of the described events as a function of the negative 
and the positive text, and F (1, 52)=.418, p=.521 for the covariate.  

3.3   Discussion 

Readers construct narrative time even in the absence of temporal markers and 
estimation of the duration of described events is not affected by readers’ emotionality. 
As presented earlier, these estimations of described events ranged considerably across 
participants. The absence of time reference in the texts probably explains the large 
distribution of internal representations of adventure’s duration. Still, our main interest 
in this study focused on the difference in the range of these representations as a 
function of texts’ emotional tone, which appeared as non-significant. 

The finding that the negative text also triggered positive emotions can be probably 
attributed to participants’ familiarity with the particular text. Reading a Harry Potter 
text is probably a pleasant activity per se. Still, we strongly believe that the emphasis 
is worth-placing on the findings that the two Harry Potter texts were significantly 
differentiated as far as (a) the negative emotions, and (b) as far as the degree of 
identification were concerned.  

In other words, time-subjectivisation as an effect of emotionality does not seem to 
apply at described events. These results fully support our hypotheses and suggest that 
narrative time is a logical construction [7]. The finding becomes more interesting 
considering the fact that the same participants were previously (see Study One) 
misled in the estimations of their own reading activity, as an effect of the text’s 
emotional tone. 

4   General Discussion 

The aim of the present research was to study the experiential and the logical time in 
narrative texts as a function of emotionality, and to investigate whether the divergence 
between objective and subjective time observed for real-life and screen-based events, 
also applies in the case of reading about events in a text. This study focuses on the 
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estimation of time as a result of the representation of emotional information 
concerning events in a narrative text. As such, it differentiates from other studies on 
time perception, where the main concern is the estimation of time as a result of the 
perception of emotional stimuli (e.g., pictures, photographs, and words) [40-42], and 
the presentation of the stimuli and participants’ reactions are measured in seconds. 
Although this area of research is very interesting, its methodology does not apply in 
our research or the one reported by Samartzi and Kazi [7]. There are two reasons why 
presentations of simple stimuli were not suitable for our research:  

(a) Whereas events (both narrative and real-life) are temporally organized, this is 
not the case for stimuli. In this research we were primarily interested in whether this 
temporal organization of events reflects or is affected by emotionality. Additionally, 
as mentioned above, in our research area, where the examined events resemble real-
life events, it is not uncommon to present events that endure longer (for example, see 
a recent study by Tobin, Bisson, & Grondin [43], where the events to be estimated 
endured from 12 to 58 minutes).  

(b) We were also interested in the deep-level-processing (i.e., text understanding 
and representation). It is not certain, up to date, how emotionality emerges and when 
its effect disappears during deep-level-processing. Keeping in mind, though, that 
Angrilli et al. [37] have shown that the effect of perceiving emotional stimuli on time 
estimation disappears at stimulus durations longer than 4 s, we gathered participants’ 
time estimation of the activity within the first seconds after the end of the activity.  

One might wonder why, to date, the extented literature on time in texts refers to the 
temporal and emotional components in the construction of mental representations, 
without investigating the type of relation that connects them [21,26-36]. Recently, it 
has been reported that the emotional tone imparted through narrative texts has no 
effect on temporal estimations [7]. However, the question concerning the 
interrelations among time, emotion and reading has not yet been adequately answered. 
That is, it is unclear whether the emotionality effect on time estimation observed in 
previous research [6,10,25] with real-life or screen-based events apply in the case of 
reading. In order to answer the above question, we implemented two complementary 
experiments (see Table 1).  

Table 1. Summary of the experimental designs and results in Study One and Study Two  

Studies Materials’ 
emotional tone 

Difference in the 
elicited emotional 
tone  

Difference in the 
estimated 
duration  

Study One (N=60) Negative/positive
- tone literature 
texts  

Sig  Of the reading 
event: Sig [pos < 
neg] 

Study Two (N=55, 
part of the sample 
of Study One) 

Negative/positive
-tone Harry 
Potter texts  

Sig for the negative 
emotions  

Of the narrative 
event: Ns 
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In both studies, we presented, to the same participants, texts of the same structure 
(narratives), the instruction to participants were replicated in exactly the same way 
across experimental conditions, and even the questions that elicited the estimations 
about duration were posed in exactly the same way. The dimensions that we 
manipulated were the emotional tone (positive vs. negative) of the texts and the elicited 
duration estimations (experiential in the first study and logical in the second one). 

Taken together, the results of the two experiments reported in the present study 
demonstrate that, in reading narratives, at least two parameters of time can be 
identified, that is, experiential and logical [1], both simultaneously present but each 
differentially affected by the texts’ emotional tone. Experiential time, which refers to 
the reading activity per se, is closely connected to and influenced by the emotionality 
conveyed by the text. Participants were misled in the estimations of their reading 
activity as an effect of the text’s emotional tone (Study One). On the other hand, 
logical-narrative time seems to be independent of the text’s emotional tone and the 
readers’ degree of identification (Study Two). This finding becomes more interesting 
considering the fact that the same participants had previously (see Study One) 
reported incorrect time estimations of their own reading activity, as a function of the 
text’s emotional tone. One might wonder whether the temporal evaluation of 
experiential duration in Study One affected participants’ evaluation of narrative 
duration in Study Two. Since the findings of Study Two replicate the findings by 
Samartzi and Kazi [7] -where, again, it was shown that the construction of the 
narrative time is not affected by the emotional tone of the texts- we have reasons to 
believe that a carry-over effect across Studies is not likely.  

It seems that reading texts fails to convey an experiential dimension in the 
informational content. Despite the facts that (a) readers garner emotion information 
from text, and (b) they were differentially identified with the hero of the unpleasant 
text, these did not affect their estimation of the narrative time. In other words, time-
subjectivisation as an effect of emotionality and identification does not seem to apply 
at described events. Readers seem to be aware of the distance separating their own 
experienced feelings from those of the heroes of the story. Just as for Samartzi and 
Kazi [7], in the second experiment we failed to find any reliable effect of emotionality 
on logical time. Overall, these studies demonstrate that while emotionality can 
influence our temporal experience, it does not necessarily have any such effect on our 
temporal reasoning.  

One possible interpretation for the findings outlined here relies on the role and the 
levels of representation during the process of text reading and understanding. It might 
be argued that, in contrast to the estimation of the experiential time that resides at a 
first-order-representation (the reader represents, on a time line, the duration of the 
event, with him/herself being the agent), the estimation of the logical-narrative time 
resides at a higher-order-representation (the reader re-represents the events that are 
represented on a time line in the text). The construction of such a representation 
requires the activation and implementation of reasoning procedures deriving from the 
text’s temporal information [33-35]. In the case of reading texts that do not contain 
temporal information (such as the texts used in this study), the reader still constructs a 
re-representation of the narrative-logical time, as clearly demonstrated by our results. 
The content of this re-representation is rather unpredictable and arbitrary, as shown by 
the range of participants’ estimations. The above approach is consistent with a) the 
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principal quality of temporal organization of real-life and narrative events [13,17-18], 
and b) the contribution of previous knowledge and representation to the construction 
of situation models specific to the situation [21-23].  

There are certain limitations in our studies. First, in both studies, participants were 
presented only with a negative and a positive text of considerable length (about 2600 
words), and not with a neutral one. Presenting a neutral text as a control text is an 
interesting idea, and, from this point of view, our studies may be considered as 
exploratory experiments. Nevertheless, selection of an appropriate neutral text is very 
challenging, for the following reasons: (a) A neutral narrative text of a comparable 
length, which will be neither pleasant nor unpleasant, will be, potentially, boring. (b) 
On the other hand, if the text is neutral but not of a narrative structure (i.e., a technical 
guide), it could be emotionally neutral but not appealing to the reader, thus experienced 
again as boring in content, and, additionally, not comparable to the positive and 
negative narrative. The second limitation concerns the measurement of emotionality. In 
our studies, emotional intensity was gathered solely through self-reports. 

Despite its limitations, the present studies helped clarifying the conditions under 
which the subjectivity of time emerges and the special aspects of reading texts as 
cognitive activity. Future research can focus on other, interesting aspects of temporal 
representation in reading text narratives, for example, by using neutral and control 
texts, and also by using several different texts (i.e., shorter ones) for the same 
experimental conditions. Since arousal is a critical emotional dimension for brief 
stimulus, it would be interesting to investigate whether it will remain a critical 
dimension for complex, long-duration emotional activities. Thus, gathering 
neuropsychological measures (e.g., arousal), along with self-reports, would be very 
informative. Another interesting issue for future research would be the extension of 
the prospective/retrospective paradigm, applied in recent studies [43], in the case of 
reading narratives. For example, it would be interesting to examine the interrelation 
among pleasant/unpleasant texts, short/long temporal duration and 
prospective/retrospective timing. Finally, an interesting topic would be the 
comparison of the same variables in writing. Given that reading and writing share 
some fundamental cognitive and linguistic processes, it is interesting to see how the 
above issues apply to writing narratives texts. 
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