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Preface

This volume is the result of the Second International ICST Conference on Mobile
Networks and Management (MONAMI), which was held in Santander, Spain,
during 22–24 September 2010, hosted by the University of Cantabria. Santander,
a modern cosmopolitan city with a rich historical past, appealing social and
cultural background, and high-quality service offerings, was the perfect backdrop
for the second edition of the conference.

MONAMI aims at closing the gap between hitherto considered separate and
isolated research areas, namely, multiaccess and resource management, mobil-
ity management, and network management. Although these have emerged as
core aspects in the design, deployment, and operation of current and future net-
works, there is still little to no interaction between the experts in these fields.
MONAMI enables cross-pollination between these areas by bringing together
top researchers, academics, and practitioners specializing in the area of mobile
network and service management. MONAMI 2010 more than doubled in terms
of size and attendance when compared to the first edition in Athens, but re-
mained a focused event. We are happy to announce that the third edition of
MONAMI will be hosted by the University of Aveiro in September 2011. Our
goal is to establish the conference over the years as a reference point for the
research community.

The technical program featured 29 papers, which were selected after a thor-
ough peer-review process based on their relevance to the scope of the conference
and their technical merit. Thirty-six Technical Program Committee members
made sure that each submitted paper was reviewed by at least three competent
researchers. This volume is organized by subject in seven parts as follows. Papers
1 to 4 address “Routing and Virtualization” in Part I. “Autonomic Networking”
aspects are discussed in Part II (papers 5-8). Papers 9 through 16 present new
approaches for “Mobility Management” (Part III) and “Multiaccess Selection”
(Part IV). Papers 17 to 24 consider “Wireless Network Management” and “Wire-
less Networks,” in Parts V and VI, respectively. Finally Part VII includes five
papers presenting “Future Research Directions.” All papers were orally presented
in a single-track format, with sufficient time allocated for discussion following
each presentation, fostering active participation by all attendees.

The conference opened with a full-day tutorial on “Machine-to-Machine
(M2M) Communication” by domain experts Mischa Dohler and Jesús Alonso-
Zárate of CTTC. Joan Serrat of Universitat Politècnica de Catalunya opened the
second day of the conference with a keynote on “Service Management in Future
Networks: The C3SEM Vision.” Last but not least, José Manuel Hernández of
Telefónica R+D gave the keynote on the third day of the conference entitled
“SmartCities, the Silent IoT Revolution.”



VI Preface

We acknowledge the vital role that the Technical Program Committee mem-
bers and additional referees played during the review process. Their efforts
ensured that all submitted papers received a proper evaluation. We thank Create-
Net for technically co-sponsoring the event and the University of Cantabria for
hosting MONAMI 2010 as well as for providing organizational, logistics, and
media support. Finally, we thank all delegates for attending MONAMI 2010 and
making it such a vibrant conference!

December 2010 Kostas Pentikousis
Ramón Agüero

Marta Garćıa-Arranz
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Juha-Pekka Soininen

Manager Selection over a Hierarchical/Distributed Management
Architecture for Personal Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210

Jose A. Irastorza, Ramón Agüero, and Luis Muñoz
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Generic Connectivity Architecture for Mobility and 
Multipath Flow Management in the Future Internet 

Amanpreet Singh1, Christoph Nass1, Andreas Timm-Giel2, Peter Schefczik3,  
Horst Roessler3, and Michael Scharf3 

1 Center for Computing and Communication Technologies (TZI),  
University of Bremen, Germany 

2 Institute of Communication Networks, Hamburg University of Technology, Germany 
3 Bell Labs Germany, Alcatel-Lucent, Germany 

{aps,chn}@comnets.uni-bremen.de, timm-giel@tuhh.de, 
{peter.schefczik,horst.roessler, 
michael.scharf}@alcatel-lucent.com 

Abstract. With the evolution of the Internet, the vast majority of the traffic is 
generated by information-centric applications, which would benefit from 
enhanced data transport paradigms. This paper presents the development and 
implementation of the Generic Connectivity architecture, a new communication 
flow abstraction that is based on the Generic Path architecture developed within 
the European Research Project 4WARD. The Generic Connectivity mechanisms 
allow for a high degree of flexibility by covering both existing and new protocol 
paradigms, which are particularly beneficial for wireless access networks. This 
paper shows that the Generic Connectivity architecture can realize new network 
mechanisms beyond the features of the current Internet protocol architecture. It 
is thus a promising clean-slate approach for the Future Internet. The relevant 
aspects of the architecture are implemented with the OMNET++ 4.0 network 
simulation tool. Using simulations, the advantages of the Generic Connectivity 
architecture are shown for several new use cases, including an adaptive protocol 
selection, mobility, multicast and multipath connectivity over heterogeneous 
wireless networks. Furthermore, it is also demonstrated that the architecture 
inherently supports guaranteed Quality-of-Service (QoS) agreements and traffic 
distribution over dynamic channels.  

Keywords: Future Internet, Mobility, Multipath, Quality of Service. 

1   Introduction 

The current Internet architecture is challenged by the rapid growth of the number of 
nodes and the increasing traffic volume, as well as the fact that more and more 
content is accessed via mobile devices. These are major issues for the evolution 
towards the Future Internet [1]. 

The 4WARD project [2] addresses these challenges by a "clean-slate" architectural 
approach. 4WARD provides a flexible framework that allows a number of different 
networks to co-exist and inter-operate by realizing multiple virtual networks, e.g. 
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information-centric networks. Moreover “default-on” management capabilities within 
the network are incorporated and the network path is made an active element called 
the "Generic Path".  

A Generic Connection is a new networking communication abstraction. It is set up 
between two or more communicating end-points and organizes the cooperation 
between nodes for a wide range of communication services. Unlike the existing 
Internet architecture, the Generic Connection inherently integrates mobility, multipath 
transport, multicast support, as well as QoS mechanisms. 

This paper shows the benefits of the Generic Connectivity architecture and 
investigates how it could be implemented in a Future Internet, using the 4WARD 
concepts as a basis. As a proof-of-concept, a discrete event simulator implementation 
of the newly developed architecture is presented. The key advantages of the new 
architecture are demonstrated by experiments with adaptive error and flow control 
and multipath traffic distribution over heterogeneous wireless access networks. 

The rest of this paper is structured as follows: Related ongoing work in Future 
Internet research is briefly summarized in section 2. The Generic Connectivity 
architecture is presented in section 3. The flexibility of the Generic Connectivity 
architecture can be seen by applying concepts of mobility, multipath and multicast in 
section 4. The simulation tool implementation and evaluations of different scenarios 
are depicted in section 5 and 6, respectively. Finally, section 7 concludes the paper and 
provides an outlook. 

2   State of Art 

There are numerous ongoing research activities for designing the Future Internet, e.g., 
the NSF Future Internet Design (FIND) program and the Global Environment for 
Network Innovations (GENI) platform in the US. The latter’s purpose will be to 
implement and test a wide range of research proposals in distributed global testbeds.  

Sensor and mobile wireless networks are a key challenge for Future Internet 
design. This has also triggered research activities on fundamentally new protocol 
architectures, for instance in the European 4WARD project. The 4WARD approach to 
mobility is described in [3].  

A clean slate approach combining routing with content data was triggered by Van 
Jacobsen and others [4]. The content centric network (CCN) proposal makes mobility 
management for certain services easier by putting content Ids into the forwarding 
table of the routers and making the content itself move. A related approach is targeted 
by network information objects within the 4WARD project. 

Both trends result in a need for more flexible data transport mechanisms. This 
requirement has also been identified in [5], and is addressed there by introducing a 
separate flow layer and factoring endpoint addressing into a separate endpoint layer. 

3   Generic Connectivity Architecture 

A generic architecture for communication paths in the Future Internet must support 
the growing diversity of applications and network technologies, allow multiple points 
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of attachment and maintain seamless connectivity for mobile hosts and networks. Due 
to the varied requirements, it is not possible to envision a single transport solution but 
a family of communication paradigms differing in their characteristics and types.  

The Generic Path (GP) framework developed in the 4WARD project abstracts and 
generalizes a number of transport connections from physical wires, wireless mediums, 
optical fibers and virtual connections. In addition to the data transfer capabilities, the 
GP architecture inherently allows for data transformation such as aggregation, 
encapsulation, encryption, translation, coding and transcoding [6]. 

3.1   Overview and Terminology 

The Generic Connectivity (GC) architecture extends the object-oriented programming 
technique of inheritance (consisting of base classes, methods and procedures) 
proposed in the 4WARD project. Similar to the GP architecture, the GC architecture 
also enables modular GC services, allowing for a recursive architecture where 
complex or advanced (higher level) GC services can be obtained from simple and 
basic GC services. The different objects of the Generic Connectivity architecture are 
shown in Fig. 1 and are explained in the following: 

Information Object (InfObj) - InfObj is a client of a Generic Connection, capable 
of consuming/producing information. 

Entity (ENT) - An Entity may be a process, a thread in a process or a set of 
processes. It can communicate with other Entities of the same compartment by means 
of a Generic Connection.  

 

Fig. 1. Simplistic Generic Connection Scenario 

Compartment (CT) - A compartment has its own set of protocols for operations 
such as routing, forwarding, authentication, security, authorization, etc. and may even 
follow strict policy enforcements. In addition, addressing is unique within the scope 
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of a compartment and therefore a compartment can be seen as a ‘name space’. Like 
the Generic Connection, different types of Compartments are described by inheritance 
in the object-oriented model.  

Node Compartment (NodeCT) - A node compartment is composed of the software 
capable of supporting tasks that can all atomically reference the same memory space 
[6]. A node compartment manages a name space to address Entities. A Node 
Compartment can relate to a processing system as defined in the Network Inter 
Process Communication Architecture (NIPCA) of [7].  

Ports - A Port is a handle to an Entity, an identifier local to the Node 
Compartment.  

 

Fig. 2. The Entity Internal Structure 

While the GP architecture [6] does not describe node internal structures, the 
following additional structures were defined within the GC architecture for a real 
implementation (refer to Fig. 2): 

Generic Connection Instance (GC Instance) - Data transfer including forwarding 
and manipulation of data is executed by GC Instances. A GC Instance keeps the local 
state information of a GC. It is a thread or process executing a data transfer protocol 
machine. GC Instances are created by an Entity and may access shared information of 
that Entity.  

Error and Flow Control Protocol (EFCP) - EFCP takes care of the reliable 
transmission of the messages over the Generic Connection.  

Endpoint (EP) - A Generic Connection terminates at an Endpoint within an Entity. 
The EFCP injects or retrieves packets from the GC via the Endpoint.  

Compartment Driver (CT Driver) - CT Driver identifies the Entity within a 
compartment. An Entity can only join a single Compartment at a time.  

3.2   Naming and Addressing 

In the Generic Connectivity architecture framework, the entities are assigned names 
and compartment specific addresses. To resolve an entity, the name resolution is 



 Generic Connectivity Architecture for Mobility and Multipath Flow Management 5 

 

done. The entity always keeps its name even if it moves and joins a new 
compartment, in which case the same entity will have a new address. Within a Node 
Compartment also the different entities have to be identified by addresses or some 
other forms of identifiers. In addition, there is also a need to uniquely identify a port 
with port numbers. 

3.3   Generic Connection Setup 

To account for the design goals along with the optimal combinations of the 
communication protocols, GC services are compartmentalized [6]. Therefore, when 
an entity wants to set up a Generic Connection in order to initiate communication, it 
needs to be a member of the appropriate compartment. In order to do so, the entity 
gets the compartment information from the Node Compartment, searches for the 
specific compartment or creates the compartment itself and advertises it. In addition 
to being a namespace, the compartment can be seen as a signaling control plane which 
provides a topological view and specifies the rules to be followed by its members. 
Once the entity is a member of the compartment, a Generic Connection can be 
established as the compartment can obtain the resource information from the 
underlying and/or neighboring compartments.  

4   Mobility, Multipath and Multicast in the Generic Connectivity 
Architecture 

Mobility can be classified into different types like device mobility, network mobility, 
session mobility, etc. The Generic Connectivity framework can be extended by 
specialized mobility management mechanisms with respect to the specific 
characteristics of a compartment. In the following, the mobility, multipath and 
multicast concepts of the Generic Connectivity architecture are summarized. 

The mobility solution is shown in Fig. 3. Therein, a Provider compartment is 
distributed over wireless, access and IP compartments. The mobile device, assumed to 
be capable on supporting parallel wireless connections, is first a member of the 
wirelessCT1 and as it moves it appears in the vicinity of another compartment 
wirelessCT2 it will have to perform a handover from wirelessCT1 to wirelessCT2. 
Since wirelessCT2 is a new compartment, the entity in the Provider compartment 
instantiates a new entity for the wirelessCT2 to set up a Generic Connection in the 
wirelessCT2. The Generic Connection in the Provider compartment is unaware as it 
will not identify anything whereas the Provider compartment is aware that it now has 
more resources and more options. In order to use the 2nd available path, a new Generic 
Connection needs to be established within the access and IP compartments. This 
mobility solution of utilizing multiple paths is of the form of “make-before-break” 
mobility management. 

For uplink traffic, the handover is realized in the GC architecture by switching 
ports to the wireless compartments. Different from today’s networks, this switching 
uses the same mechanisms for a handover between two wireless compartments with 
the same technology or for an inter-technology handover. For downlink traffic, the 
optimal point from where the downlink traffic is diverted to the new entity needs to be 
identified. 
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Fig. 3. Mobility – Compartment View 

One of the novel features provided by the Generic Connectivity framework is the 
multipath transport. The Generic Connection is spread over multiple links to form the 
end-to-end transport connection within a compartment. While establishing the 
Generic Connection, it may request multipath transport from the compartment, if 
available. In doing so, the Generic Connection can choose amongst the various 
combinations that exist for multiple paths. 

 

Fig. 4. Multicast – Compartment View 

In Fig. 4, an example of a multicast Generic Connection is illustrated. The 
interesting aspect is that the Generic Connection in the higher layer compartment can 
span over multiple lower layer compartment types. On the left hand side, the  
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realization of multicast requires that the entity A has to duplicate the packet and send 
them out on both ports. In contrast, on the right hand side, the underlying compartment 
is a broadcast compartment or already contains a multicast Generic Connection. Hence, 
the entity D only has to send the packet to a single port and the lower compartment will 
forward it to both entity E and F. 

5   Simulation Tool Implementation 

In order to show the feasibility of the developed Generic Connectivity concept, a 
demonstrator based on the network simulation tool OMNeT++ 4.0 [7] was developed. 
It implements the GC concept and methods for testing and validating the 
characteristics of the Generic Connectivity architecture. 

5.1   Simulated Scenario 

Fig. 5 depicts the network topology that was simulated, including a video conferencing 
scenario. It is assumed that the mobile1 is within the range of both base stations bs1 
and bs3. The connectivity between the mobile1 and the two base stations bs1 and bs3 
is represented by link-A and link-B, respectively. 

 

Fig. 5. Simulated Network Topology 

5.2   QoS Constrained Multipath Approach 

To demonstrate the flexibility of the Generic Connectivity architecture, a heuristic 
multipath approach for two paths is implemented, where a minimum bandwidth usage 
policy is used to distribute the traffic with respect to the link quality (packet loss 
probability) to achieve a pre-defined QoS constraint (packet loss ratio, PLR). To 
achieve the target PLR, a simple mechanism of duplicating traffic is used. The 
minimum bandwidth will be used if all traffic can be sent without any duplication. If 
the link quality is not good enough data duplication is performed. This heuristic 
algorithm always exploits the best quality path (with least packet losses) to the 
maximum. If the traffic exceeds the available bandwidth on the best path, the 
remaining traffic is sent over the second best path. 
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5.3   Adaptive Error and Flow Control Selection 

In the current Internet transport mechanisms, the Error and Flow Control Protocol 
(EFCP) is integrated into the Transmission Control Protocol (TCP) and cannot be 
changed with the changing network dynamics. Due to the modular design, the Generic 
Connectivity framework is much more flexible. This flexibility allows having an 
adaptive EFCP mechanism within a Generic Connection entity. For the simulations, a 
Simple EFCP module and a Stop-and-Wait (SnW) EFCP module were implemented. In 
Fig. 6, the wireless entities at the mobile1 and base station bs1 (internal-view) are 
presented. In order to be able to adaptively change the EFCP model, the management 
module in the entity has to monitor the performance on the link and take appropriate 
actions depending on the decision algorithm. Once the mobile1 decides to switch 
between the EFCPs, eventually it has to inform the receiving base station bs1 using a 
management Generic Connection.  

 

Fig. 6. Wireless Entity view for Adaptive EFCP 

5.4   Dynamic Flow Management 

For the video conference application considered in the simulated scenario there are 
two streams – audio and video, as shown in Fig. 7. Within the Generic Connectivity 
framework, these two data streams can be handled separately by having multiple 
Generic Connections established for them, even though they are part of the same 
application data stream. This is another feature that cannot be easily realized in the 
current Internet. 
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Fig. 7. Audio & Video Multipath Generic Connectivity Management 

6   Simulation Results 

The following sections present example results for the novel features of the GC 
architectures and its benefits compared to the existing Internet protocol stack. 

6.1   Adaptive Error Correction Mechanisms 

For the adaptive EFCP simulations, a packet loss ratio threshold of 0.05 was selected. 
When the calculated packet loss ratio (depicted in Fig. 8) was less than the set 
threshold, Simple EFCP was used, otherwise Stop-and-Wait EFCP was used. The 
overall packet loss ratio obtained for the adaptive EFCP is presented in Fig. 9and it 
can be seen that the performance is consistent over the entire simulation period even 
though the channel quality on link-A was dynamically changing (Fig. 8). In contrast, 
TCP would always retransmit data, even if this is not required. 

6.2   Flexible Multipath Flow Management 

In the following, the GC multipath features are illustrated. Fig. 10 depicts the 
assumed variable packet loss probability of the two links link-A and link-B as 
mobile1 moves in the left hand side wireless compartment (Fig. 7). 

The audio traffic has a data rate of 100 kbit/s and the packet size is 1 kbyte. The 
target packet loss ratio to be achieved for the audio traffic is set to be 0.025. On the 
other hand, the video traffic data rate is 1 Mbit/s with the packet size being 2 kbyte 
and a target packet loss ratio of 0.04. The resources allocated to the audio Generic 
Connection are 150kbit/s on link-A and also 150kbit/s on link-B. The rest of the 
resources are allocated to the video Generic Connection i.e., 1.05Mbit/s on link-A and 
1.25Mbit/s on link-B. 
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Fig. 8. Adaptive EFCP Switching 

 

Fig. 9. Packet Loss Ratio seen by the Generic Connection 

 

Fig. 10. Packet loss probability in Left-Hand Side Wireless Compartment 
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Fig. 11. Combined Data Traffic over the Left-Hand Side Wireless Compartment 

 

Fig. 12. Loss Ratio for Generic Connections 
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Fig. 13. Packet Loss Ratio for Generic Connections in Bandwidth Limited Scenario 

As depicted in Fig. 11, initially both the video and audio Generic Connections use 
the same link-A for all their traffic. The video traffic requires duplication due to its 
target PLR and decreasing link-A quality (earlier than the audio traffic) therefore, it 
switches to duplication mode first and then very quickly starts using additional the 
resources on link-B (after link-A is fully loaded). After approximately 370s, link-B is 
the better link and hence it is utilized to the maximum by the two Generic 
Connections and small portion of data traffic is put on link-A. As the link-B’s quality 
improves the duplicated traffic on link-A is reduced and finally only link-B is used 
alone by both the Generic Connections. 

Fig. 12 depicts the obtained packet loss ratio for both the audio and video Generic 
Connection and it can be seen that the computed moving average is always in line 
with the target packet loss ratio (PLRT). 

Finally, a bandwidth constrained example is presented. Now the audio Generic 
Connection has a higher priority than the video Generic Connection during the 
resource allocation of the GC architecture. The audio traffic data rate is now 500kbit/s 
and the allocated bandwidth on both link-A and link-B is 600kbit/s. The video traffic 
data rate is still 1Mbit/s while the allocated bandwidth on link-A and link-B is only 
600Kbit/s and 800Kbit/s, respectively. The packet size and the target packet loss ratio 
are same for the two Generic Connections as in case of the previous example. 

Fig. 13 depicts the packet loss ratio seen by the two Generic Connections. As the 
video Generic Connection lacks resources, the packet loss ratio is higher than the 
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target value during the simulation run. In contrast, for the audio Generic Connection, 
there was enough available bandwidth and hence it is always able to conform to its 
target packet loss ratio. Such a traffic differentiation is still hardly possible in the 
Internet. 

7   Conclusion and Outlook 

In this paper, the Generic Connectivity concept was briefly introduced and it was 
shown that this clean-slate protocol framework is very flexible and powerful. The 
feasibility and advantages of this framework are demonstrated in several scenarios. 
The results show that the Generic Connectivity mechanisms support innovative 
networking paradigms that cannot easily be realized by the current Internet protocol 
architecture, such as the automatic cross-layer adaptation of error correction 
mechanisms or flexible per-flow multipath routing over heterogeneous access 
networks. 

Further work is needed to address some remaining research issues such as the 
design of the signaling mechanisms to realize the Generic Connectivity, as well as 
further extensions of the supported protocol mechanisms, e. g., for resource 
management or incremental deployment. 
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Abstract. The Internet has evolved to become one of the most critical
communication infrastructures in the planet. And yet, some of its under-
lying concepts and protocols do not provide the adequate level of reliabil-
ity for such an essential role in global communications. The inter-domain
routing protocol of the Internet, Border Gateway Protocol (BGP-4), is
being used with varying degree of success for tasks for which it was not
originally designed, such as Traffic Engineering. This paper presents a
rationalised view of the different functions implemented by routing nowa-
days and proposes the use of Autonomous System Compartments. The
Autonomous System (AS) Compartments imply a new routing hierar-
chy over the traditional BGP-4 routing, where specific functionalities
like Traffic Engineering can be better controlled and additional routing
incentives can be introduced. The FP-7 project 4WARD is working on
new communication paradigms for the Future Internet and AS Compart-
ments are a choice to contain the Generic Path (GP) concept developed
by it. In order to provide inter-domain capabilities and a migration tool
to connect GP islands, the multiprotocol mechanism of the BGP-4 rout-
ing is used. This paper presents the AS Compartment concept and the
integration of Generic Paths in it, as well as an implementation of the
GP-BGP concept for the J-Sim simulator (JSIM) environment.

Keywords: Autonomous Systems, Inter-Domain Routing, Compart-
ments, Traffic Engineering.

1 Introduction

The Internet is being perceived as a commodity nowadays. On the other hand
it truly is a critical communication infrastructure. Many services are used and
contents are distributed over the Internet. Users are stationary when using their
PCs from home and/or office and moving users when using their mobile devices.
Especially with the adoption of new 3G radio access networks like High-Speed
Downlink Packet Access (HSDPA) and wider adoption of mobile broadband, the
difference between these two types of users in terms of access bandwidth is van-
ishing. For service providers this means a potentially larger amount of users and
for the Internet naturally this means higher traffic transfer demands. While op-
erators and other service providers introduce new exciting value added services,
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this also requires a better communication infrastructure, especially in terms of
availability and stability. When using the Internet to provide IP backbone con-
nectivity between mobile operators, we face many challenges to ensure a similar
stability compared to the GPRS Roaming Exchange (GRX) [1] service quality
level. A global use of the Internet typically also involves the use of BGP-4 [2]
based core routing. This core network provides a fairly resilient routing, but it
is a well-known behaviour that it also could take relatively long time, i.e., tens
or hundreds of seconds, until the routing system restores its stable state after a
routing incident. Such an incident can occur due to a configuration error, net-
work maintenance, (physical) link failure and so on. Routing system stability is
perhaps one of the main challenges and is something that should be taken into
account while considering “better than best effort” end-to-end services.

Despite the BGP-4 protocol and routing being well-defined, there are different
deployment practices, which are derived from the need for traffic engineering in
order to comply with peering agreements. Not all BGP-4 route attributes are
used in all network domains in a consistent way. An example of this is the Multi-
Exit Discriminator (MED) attribute [3], which provides a mechanism for an AS
to indicate to adjacent ASs the optimal inbound link (e.g. in the case of multi-
homing). Another example is the AS Path (AS PATH) attribute. [4] further
explains differences on the routing policy deployment and how they affect to the
BGP-4 routing due to the diversity in processing BGP-4 messages.

The FP-7 4WARD project [5] has taken a Clean Slate approach to the Future
Internet, exploring new insights in multi-access and resource management. One
of the solutions which have emerged from this effort is the GP concept [6], as a
new paradigm to support rich and flexible communication schemes. As all new
technologies, the adoption cannot be expected to be instantaneous and unani-
mous across the Internet. The most reasonable scenario is a gradual adoption by
smaller user groups, resulting in networking “islands” which need to be intercon-
nected. This has been the case of IPv6 with the 6bone [7] and other migration
mechanisms [8,9].

This paper presents a framework to interconnect GP islands using the Au-
tonomous System Compartment concept and multiprotocol extensions to BGP-
4. The rest of paper is structured as follows. Section 2 describes a new concept
called AS Compartment and explains how this concept is used in inter-domain
networking environment. Section 3 discusses the roles of traffic engineerig in
the AS Compartments and describes a high level logical architecture. Section 4
presents the simulation experiments carried out to evaluate how a BGP-4 multi-
protocol extension functions and performs on top of BGP-4. Section 5 provides
conclusions and finally, section 6 outlines the related work.

2 AS Compartments

In order to improve BGP-4 routing resilience and to support more flexible ways
of doing Traffic Engineering (TE), a new concept called AS Compartment is pro-
posed. The concept introduces a new routing “hierarchy” on top of the BGP-4
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routing system and instead of relying on the standard BGP-4 convergence, a fast
re-routing is supported at the AS Compartment level. The AS Compartment
routing complements the BGP-4 routing by also taking into account different
end-to-end incentives and could use for instance multi-path routing between AS
Compartments. In case of a multi-path routing, the authors of [10,11] define new
multi-path routing protocols designed for inter-domain environment that could
be used to implement the multi-path routing support in AS Compartments. An
AS Compartment could be either a single AS or it can include a set of ASs.
And therefore, an AS Compartment could represent one or more Autonomous
System Numbers (ASNs) and could be configured for instance to use AS Confed-
erations [12]. If an AS Compartment consists of multiple ASs, then it is assumed
that each border gateway hosting a path end point has connectivity to each other
inside the AS Compartment. The AS Compartments provide means to introduce
a limited control over the BGP-4 infra without modifying the basic BGP-4 pro-
tocol and to separate traffic engineering and routing functions from each other.
So one of the main challenges is to ensure that for certain type of traffic that
is passing through the BGP-4 routing system the perceived connection quality
is sufficient only with introducing additional functionality in a selected set of
Autonomous Systems as illustrated in Figure 1.

Controlled part Controlled partPartially controlled part

Access Network
Provider

Access Network
Provider

BGP routing
infrastructure

Fig. 1. An end-to-end connectivity over Internet core

An AS Compartment does not necessarily mean that QoS-aware routing is
supported. Thus a simple form of AS Compartment could be a best effort net-
work with some advanced routing and traffic engineering functionalities imple-
mented. AS Compartments are interconnected by paths that are used to route
traffic between AS Compartments. A path could be for instance IP tunnel having
BGP-4 routable IP addresses as end points. This tunnel is terminated at border
gateways located at the AS Compartments.

Figure 2 shows an example of two AS Compartments connected by 3 paths
that are transported over normal BGP-4 routing implemented by AS topology.
Path 1 and Path 2 are used to transfer traffic to the “remote” AS Compartment
and Path 3 is used to transfer traffic from the “remote” AS Compartment. The
selection between Path 1 and Path 2 is done based on the underlying BGP-4
routing info. For instance, if AS-n indicates in its route advertisements with
the MED attribute that one link should be preferred over another, then this is
taken into account when selecting an active path. Additionally, this selection
process could use any available BGP-4 routing information as long as BGP-4
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Path 2

AS Compartment
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R1

R2

End point 1
End point 2

R3

R4

AS-n

AS-z

Path1

Path3

'remote'
AS Compartment

Fig. 2. An example of AS Compartments connected over the BGP routing

routing practices are honoured. In other words, AS Compartment routes are
paths between Compartments and these routes exist only when corresponding
BGP-4 routes are also present.

Concerning different types of relations between ASs, there are some excep-
tions we should consider. For instance, Tier1 and Tier2 ASs could have peering
relations with other same level ASs. These peering agreements are not used for
transit traffic due to the lack of economic incentives, thus the main motivation of
their use is to minimize transit costs as well as minimize end-to-end latencies [13].
However, in some situations, it might be preferred to override this peering policy.
For instance, to make it possible that two (or more) single homed ASs could cre-
ate a multi-homed AS Compartment. This implies that the authorities creating
an AS Compartment over a peering relation have common incentive(s) to allow
the use of their peering link(s) for the selected transit traffic.

3 Traffic Engineering in AS Compartments

In order to implement new policies and to avoid contradicting routing policies
between ASs, TE functions are separated from routing functions and a uniform
TE process over the ASs is defined. Also, all ASs belonging into the same AS
Compartment should contribute and implement “atomic” policies towards this
AS Compartment. The objective of traffic engineering is to distribute traffic at AS
peering points in such a way that they comply with the Service Level Agreements
(SLAs) signed by each AS with its peers, assuming that SLAs are convertible from
one AS to another one of the AS Compartment. Ideally, both input and output
traffics should be controlled. In the current Internet, controlling the output traffic
can be implemented internally in the AS, but controlling the input traffic can only
be achieved by controlling the routing preferences in other ASs.

Basically, there are three kinds of attributes in the BGP-4 routing decision de-
pending on their scope; 1) router local, 2) AS local, and 3) global [14]. The rout-
ing decision process during which the best path is computed is the well-defined
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process taking also into account the local policies. So for the inbound traffic,
an AS can tweak the route attributes to be announced in hope of influencing a
neighbour AS best path selection. For the outbound traffic, there are more pow-
erful means available like the attributes representing local policies like the local
preference attribute. There are also other attributes, conditions and local poli-
cies influencing to the routing decision like route type (“customer”, “provider”
or “peer”), an internal (Interior Gateway Protocol (IGP)) topology, the BGP-4
community attribute, and so on. Since the AS Compartments are operating on
top of BGP-4 routing, they can coordinate how to handle both inbound and out-
bound traffic in order to comply additional routing incentives without making
this visible at the BGP-4 level.

Intradomain
Routing

Interdomain
Routing

Traffic
Engineering

IGP EGP

Traffic 
Engineering

Control 
Protocol

Control
Plane

EGP+

AS Compartment
Routing

Comparment Routing 
Information Base

IP Routing 
Information Base

GP Forwarding

Data
Plane

Forwarding Information
Base

Fig. 3. Extracting the TE functionality from the extended routing framework

Figure 3 shows a high level architecture for node integrating traditional IP
routing with augmented GP routing and TE functions. The control plane inte-
grates today’s IP intra- and inter-domain routing functions, GP routing functions
and a separate TE block.

4 Towards a Practical Implementation

One way to interconnect different GP islands over traditional IP based infras-
tructures is to use IP tunnel [15] having BGP routable addresses as end points.
This tunnel is terminated at border gateways located at GP islands. Inter-GP
island routing is established by defining the GP Network Layer protocol that
defines the so-called GP-BGP-4, a new routing hierarchy that enables GP island
to exchange their routes over the traditional BGP-4.

To enable BGP-4 to support routing for multiple Network Layer protocols,
Multiprotocol Extensions for BGP-4 [16] adds the ability to associate a particular
Network Layer protocol (e.g., IPv6, IPX, L3VPN, etc.) with the next hop infor-
mation and Network Layer Reachability Information (NLRI). GP-BGP uses the
multiprotocol extensions capabilities to exchange GP islands routes and achieve,
together with IP tunneling, the inter-GP islands routing.

In order to provide a proof of concept and a first evaluation of the applica-
bility of the proposed solution, the Generic Path-BGP-4 extensions have been
implemented for a proof of concept on the JSIM [17]. Figure 4 shows a basic sim-
ulation environment with three nodes, the two in the edges running a GP-BGP
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Fig. 5. Node structure in the simulation environment

session over an IP tunnel that basically follow the logical functionality decom-
posed in Figure 5. In order to obtain early results, routing compartments are
simulated as IPv4 prefixes.

4.1 Fallback Scenario

There is however a situation where there is no loss of connectivity when a specific
link or router failure happens, and this is when the AS Compartment concept is
fully exploited. Figure 6 shows the simulation environment in that case. It shows
a topology where the border gateways of the routing Compartments (CTs) -
simulated by prefixes 1.0.0.0/8, 2.0.0.0/8, 6.0.0.0/8 and 7.0.0.0/8- run a full mesh
of GP-BGP sessions. Dashed lines show GP-BGP sessions, while continuous lines
show IP-BGP sessions. As mentioned before and in order to obtain early results,
routing compartments were simulated as IPv4 prefixes.

The following listing shows the routing status for Router1 after the BGP
sessions both IP and GP exchange their routes:
192.168.1.2 -> direct link

192.168.1.3 -> direct link

192.168.1.6 -> 192.168.1.3 (1003 1004 1006)

192.168.1.7 -> 192.168.1.3 (1003 1004 1007)

10.0.1.2 -> virtual connection (192.168.1.2)

10.0.1.6 -> virtual connection (192.168.1.6)

10.0.1.7 -> virtual connection (192.168.1.7)

where the virtual connection refers to the IP tunnel to be used for reaching the
other CT routes. The IP tunnels generated are shown in Figure 7(a).
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Router6

1.0.0.0/8

- Physical: 192.168.1.1
- Virtual: 10.0.1.1

- BGP 4: As-Num=1001
- GP-BGP: As-Num=32001

bgp-session

bgp-session

- Physical: 192.168.1.3

- BGP 4: As-Num=1003

- Physical: 192.168.1.6
- Virtual: 10.0.1.6

- BGP 4: As-Num=1006
- GP-BGP: As-Num=32006

- Physical: 192.168.1.5

- BGP 4: As-Num=1005
-

bgp-session bgp-session

- Physical: 192.168.1.4

- BGP 4: As-Num=1004

bgp-session

- Physical: 192.168.1.2
- Virtual: 10.0.1.1

- BGP 4: As-Num=1002
- GP-BGP: As-Num=32002

2.0.0.0/8

Router1

Router2

Router3

Router4

Router5

- Physical: 192.168.1.7
- Virtual 10.0.1.7

- BGP 4: As-Num=1007:
- GP-BGP: As-Num= 32007:

Router7

6.0.0.0/8

7.0.0.0/8

Fig. 6. Connection of AS Compartments
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Fig. 7. Evolution of tunnels in Router1

At instant t=1000s, the link between Router3 and Router4 fails so, when
Router3 stops receiving the IP-BGP keep-alive messages, it resets its BGP Finite
State Machine with Router4:
1084.8517681890637 bgp-id=3232235779, peer=(1004;192.168.1.4/32), ESTABLISHED=(HoldTimerExp)=>IDLE

Keep-alive message interval is set to T=30s while the time to tear down a session
when not receiving keep-alives is 3*T for both GP-BGP and IP-BGP- Router3
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withdraws the routes previously exchanged with Router4 announcing that with-
draws back to Router1, which modifies its routing table accordingly:
1089.8523388557303 192.168.1.7 -> 192.168.1.2 (1002 1004 1007)

1089.8529095223969 192.168.1.6 -> 192.168.1.2 (1002 1004 1006)

1119.8523281890637 192.168.1.6 -> 192.168.1.3 (1003 1005 1006)

The route towards 192.168.1.6 and 192.168.1.7 traverses now Router2 instead
of Router3. Note that the route towards 192.168.1.6 bounces back to Router3
once Router3 inform Router1 about the new path across AS 1005 instead of AS
1004.

On the meantime, even before the IP-BGP routing reorders its routing, the
GP-BGP in Router1 reroutes its traffic through Router2 when it does not receive
the appropriate keep-alive messages from Router6 and Router7:
1075.3373485086665 bgp-id=167772417, peer=(32006;10.0.1.6/32),ESTABLISHED=(HoldTimerExp)=>IDLE

1089.0377309912103 bgp-id=167772417, peer=(32007;10.0.1.7/32),ESTABLISHED=(HoldTimerExp)=>IDLE

1075.3373485086665 6.0.0.0/8 -> 10.0.1.2 (32002 32006)

1089.0377309912103 7.0.0.0/8 -> 10.0.1.2 (32002 32007)

With this routing change on the GP-BGP level, traffic towards 6.0.0.0/8 and
7.0.0.0/8 from 1.0.0.0/8 will be sent towards Router2 using the previously setup
tunnel for encapsulating traffic towards 2.0.0.0/8 from Router1. Router2 then de-
capsulates the traffic and encapsulates it again using as well the previously setup
tunnels for encapsulating traffic towards 6.0.0.0/8 and 7.0.0.0/8 from Router2.
This behaviour is shown in Figure 7(b).

It is important to note that traffic is forwarded to 6.0.0.0/8 and 7.0.0.0/8 via
Router2 using two consecutive tunnels before IP-BGP routing reacts from the
link failure and updates its routes:
time routing recovers towards 6.0.0.0/8 is setup again via GP-BGP = 1075.3373485086665 s

time routing recovers towards 7.0.0.0/8 is setup again via GP-BGP = 1089.0377309912103 s

time routing recovers towards 6.0.0.0/8 and 7.0.0.0/8 via IP-BGP = 1089.8523388557303 s

Once Router1 re-establishes the GP-BGP session with Router6 and Router7,
1099.0435123245438 bgp-id=167772417,peer=(32007;10.0.1.7/32),OPENCONFIRM=(RecvKeepAlive)=>ESTABLISHED

1106.342276508667 bgp-id=167772417,peer=(32006;10.0.1.6/32),OPENCONFIRM=(RecvKeepAlive)=>ESTABLISHED

and the routes towards 6.0.0.0/8 and 7.0.0.0/8 are announced again to Router1,
Router1 selects these paths:
1104.0466803245442 7.0.0.0/8 -> 10.0.1.7 (32007)

1141.3457858420006 6.0.0.0/8 -> 10.0.1.6 (32006)

falling back to the previous situation where direct and unique tunnels where
used to forward traffic between the different CT routes. This behaviour is shown
in Figure 7(c).

It is important to note that even the tunnels are the same as in the initial
situation, they traverse different ASs as specified by the underlying IP-BGP
routing protocol.

Finally, as the link from Router3 and Router4 recovers at t=2000s the IP-
BGP converges back to the initial situation of Figure 7(a). This recovery is
totally transparent to GP-BGP protocol as no sessions states are changed and
no routing announcements are done: the only changes are on the ASs the tunnels
traverse but not on any of the GP-BGP signalling.
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4.2 Simulation Results

In order to check the scenario shown in Figure 6, 1000 simulations were per-
formed to see how the unpredictable conditions such as time delays, packet
losses, etc. affect these results. Figure 8 compares the density functions of IP
traffic recovery time in the IP-BGP case versus the GP-BGP case.
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Fig. 8. Density function of traffic recovery time

It is important to note that IP traffic recovery time in the GP-BGP case is
always slightly better than IP-BGP case. This is the case because the IP traffic
for the GP-BGP routes can be recovered in two ways; the first one when GP-BGP
decides to re-route the traffic through the new path, and the second one when
BGP-4 detects the failure and chooses a new alternative route to forward the
traffic. IP traffic for the GP-BGP case take advantage from these two detection
and recovery algorithms: its recovery time is the minimum between the two.
Also, this gain can be improved by decreasing the GP-BGP time between keep-
alive messages, so failures can be detected earlier; however, there is a tradeoff
with the extra signalling overhead it introduces, therefore extra care is needed
when setting this parameter.

5 Conclusion

The 4WARD project has investigated different approaches to provide enhanced
services which are not possible nowadays over the Internet. One of the corner-
stones for such novel networking proposals is the Generic Path concept. But, in
order for any Future Internet technology to be deployed, a migration path which
takes into account pre-existing network technologies is needed. Experience shows
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that adoption of a new technology starts with small isolated sections which need
interconnection in order to flourish. In this paper we have presented the AS
Compartment concept and supporting BGP extensions which will be helpful for
such migration scenarios. We show through simulations, that the AS Compart-
ment concept is not only applicable in Future Internet migration scenarios, but
might also be used in the near future to enhance the resilience of the current
Internet.

6 Related Work

One of the main challenges in the area of BGP-4 routing is scalability in terms
of a size of Routing Information Base (RIB) and Forwarding Information Base
(FIB) entries. There are many reasons why the sizes of these tables have in-
creased, but maybe most significant reasons are address prefix de-aggregation
and use of routing policies based on various reasons. There are many BGP-4 im-
provement proposals to improve the scalability. [18] proposes the method accord-
ing to which a set of topologically co-located Internet Service Providers (ISPs)
could agree to share a network prefix(es) and aggregate the common prefix(es).
The authors of [19] discovered that many routable prefixes share same AS path
and in order to optimize the space usage prefixes are divided into atoms that
are then routed and advertised instead of prefixes. This would reduce both FIB
and RIB sizes in the Default-Free Zone (DFZ) and therefore also potentially
improve convergence. [20] analyzes the current BGP-4 routing including both
interior and exterior BGP-4. Based on the analysis, the authors proposed a new
enhanced BGP-4 protocol called the atomic BGP that could be also deployed
incrementally. This protocol makes an AS to use non-contradicting routing poli-
cies, i.e., all routers inside the AS make route selection and dissemination in the
same way. As a result of this, an AS can be seen as a single node to the outside.
The atomic BGP can lead to a simpler network management which could mean
less routing errors and misconfigurations resulting “false” BGP-4 updates and
convergence.

Current practices to implement traffic engineering in BGP-4 routing [21] have
to be re-examined. They are also relevant while designing how multi-path routing
is setup and determine the kind of benefits which can be derived from their use.
For instance, if the main motivation to use multi-pathing is to improve resilience,
then it becomes essential to try minimizing a number of common BGP-4 links
to be used by multi-path flows linked to a single end-to-end session to maximize
resilience in case of BGP-4 routing failure.

Another issue of the current BGP-4 routing system is its relatively slow
convergence from routing errors/updates. BGP-4 convergence can be divided
into two phases, 1) failure detection and 2) path exploration. Once the routing
failure has been detected in an AS, there is typically a predefined delay until
BGP-4 updates are sent to notify other ASs. The default value of the Minimum
Router Announcement Interval (MRAI) are 5 seconds for interior and 30 seconds
for exterior routing. BGP-4 system behaviour has been widely analysed based
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on BGP-4 traffic samples collected by Oregon Routeviews [22] and the RIPE
RIS [23] projects. Thus, the analysis in [24] clearly shows that approximately
36% of monitored update sequences took longer than 60 seconds to complete.
The authors of [25] have studied how Voice over IP (VoIP) calls and their quality
degradation correlate with the BGP-4 updates in the core network. The study
shows that BGP-4 has a similar negative impact on the VoIP quality as network
congestion.

The impact, though, is not extremely severe for some application types and
use scenarios. For instance, Delay Tolerant Network (DTN) based applications
as well as elastic traffic could tolerate connection breaks quite well. On the other
hand, in any real-time application the situation would suffer a greater impact,
since typically relatively long connection breaks are not transparent to the end-
users.

7 EU Disclaimer

This paper describes work undertaken in the 4WARD project, which is part of
the EU IST programme. The views and conclusions contained herein are those
of the authors and should not be interpreted as necessarily representing the
4WARD project. All information in this document is provided “as is” and no
guarantee or warranty is given that the information is fit for any particular
purpose. The user thereof uses the information at its sole risk and liability. For
the avoidance of all doubts, the European Commission has no liability in respect
of this document, which is merely representing the authors view.
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Abstract. This paper studies the effect of simple Traffic Engineering
techniques on the size of the Internet’s default free routing table. Cur-
rent best practises for traffic balancing in the Internet are based in dis-
aggregating prefixes that cause an increase in size of the Internet’s core
routing table. An algorithm to show the impact of these techniques on
the growth of the routing table is proposed. This algorithm is applied
on routing tables between January 2001 and December 2009 and the re-
sults are discussed. Finally an alternative architecture is proposed, which
allows Traffic Engineering while keeping the Internet routing table size
optimised.

Keywords: Routing protocols, Network Operations, Network manage-
ment, Network monitoring.

1 Introduction

IP routing protocols control the exchange of network layer reachability informa-
tion between nodes in an IP network. This information, also known as routing
information, is used to build the routing table. IP addresses in a router are
grouped into ranges, which are known as prefixes. The packet forwarding pro-
cess in IP nodes, which computes the outgoing port for an incoming IP packet,
is controlled by the routing table and uses longest mask prefix matching on the
destination address to compute the output port. The two basic concepts which
have to be understood are longest mask prefix matching and the Route Decision
Process. Longest mask prefix matching implies that a router will always prefer
the most specific routing information installed in the routing table to reach a
given IP address. The Route Decision Process (RDP) is specific for each routing
protocol used by the router and defines the way routing information received
from neighbours is treated and when routes are installed in the routing table.

The Internet is an IP infrastructure which is divided into different inde-
pendent and interconnected domains, which are known as Autonomous Sys-
tems (ASes) [12]. Each AS is assigned addressing space in the form of one or
more prefixes by the Internet Routing Registries (IRRs) of the region it belongs
to. It is only allowed to advertise routing information for the addressing space
it has been assigned. While there exist different routing protocols to control
the routing information exchange within an AS, BGP-4 [21] is the only routing
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c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2011
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protocol which controls the routing information between ASes. ASes which are
interconnected are said to be peering. Internet Service Providers (ISPs) con-
trol the traffic distribution on their peering links, because they need to assure
that no traffic is lost when a link or border router fails, or that traffic levels
are such, that the network meets Quality of Service (QoS) criteria, etc. Internet
Service Providers have developed different strategies to cope with all these re-
quirements. In order to assure resilient connectivity, most ISPs are multi-homed.
i.e. have more than one upstream connection, sometimes to more than one up-
stream provider.

The rest of this paper is structured as follows: Section 2 discusses how ISPs
or larger sites with more than one access to the Internet implement Traffic
Engineering with BGP-4 and focuses on two techniques used to balance the in-
bound traffic of an AS, which can be considered current best practises. Section 3
presents the Internet routing table compression algorithm used to estimate the
impact of the use of current best practises for Traffic Engineering in the Internet.
The algorithm is then applied on data from the RIPE’s Routing Repositories
to quantify the impact of Traffic Engineering (TE) techniques on the current
Internet routing table. Section 4 presents an alternative to control the growth of
the Internet routing table while allowing for TE solutions and shows the impact
on the Internet’s core routing table if it had been applied between January 2001
and December 2009. Finally, Section 6 presents the conclusion.

2 BGP-4 and Traffic Engineering

Internet Service Providers organise their interconnection through peering agree-
ments, which include the definition of technical and economical conditions under
which they exchange traffic. The technical definitions include addressing space
which is made mutually accessible, the mechanisms to route traffic through the
interconnection links and Internet Protocol layer parameters like round trip de-
lay and tolerated levels of packet loss and acceptable traffic levels for the in-
and outbound links. Service Level Agreements (SLAs) introduce an additional
incentive for mechanisms to control the in- and outbound traffic of a network
and, thus, for the implementation of TE techniques. However, BGP-4 as the
inter-domain routing protocol of the Internet lacks real TE capabilities. Despite
this, routing configurations targeting simple load balancing between indepen-
dent links to a major upstream ISP to load sharing between several upstream
ISPs have been deployed from the early days of the commercial Internet. These
are documented in vendor manuals [5], [20] and books about BGP-4 [14], [11]. In
order to arrive as close as possible to the desired traffic distributions, attributes
in the routing advertisements are manipulated in order to influence the routing
decision process. Two examples are shown in Section 2.1. These configurations
are considered current best practises [4], [14].

Controlling the inbound traffic of an AS implies influencing the routing deci-
sions of other ASes. As Griffin and Wilfong have demonstrated in [10], predicting
BGP-4 behaviour is impossible. BGP-4 is not always guaranteed to converge to
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one single solution in the presence of policies. Since the effect of configuration
changes cannot be predicted, arriving at traffic conditions that comply to the
SLAs signed between an AS and its peers is an iterative process of Trial and
Error based on deploying a certain routing configuration, assessing its quality
by the traffic distribution it creates in the inter-provider links, refining the con-
figuration and reassessing. This process aims at an ideal traffic distribution with
respect to some objective, e.g. minimisation of peering costs, uniform traffic
distribution, etc.

In order to achieve the best approximation to the ideal traffic distribution,
ISPs fraction their addressing space. G. Huston [13] recognises the use of this
technique and examines its impact on the routing tables of the Default Free
Routing area of the Internet. But, as Section 3 shows, the impact is greater than
Huston’s graphics imply.

2.1 Current Best Practises to Control the Inbound Traffic

Prefixes are sets of contiguous IP addresses, designated by a base address (B)
and a mask (BM ). In the case of IPv4 the base address and the mask are unsigned
32-bit integers and in the case of IPv6, they are 128-bit long integers. The mask
BM has its M most significant bits set to 1 and the rest set to 0.

Definition 1. B/M represents a valid prefix P if and only if B ∧ BM = B.

Definition 2. Let P be the set of addresses represented by prefix B/M and A
be an IP address of the same family as B then:
A ∈ P ⇔ A ∧ BM = B

Definition 3. Subnetting:Let P be the set of addresses represented by prefix
B/M . P can be divided in two subsets, known as sub-networks P1,P2 that contain
the same amount of IP addresses. This implies that the mask length will be
incremented by 1. The sub-networks will be denoted as P1 = B/M + 1 and
P2 = B1/M + 1 in the rest of this paper.

Multihoming to one provider. Figure 1(a) shows an AS which is providing
Internet access to another AS through two connections. The downstream ISP
owns prefix B/M and has subnetted it into two subnetworks B/M + 1 and
B1/M + 1. It advertises the three prefixes and uses an agreed marker (a.k.a.
community) to signal the preference. The upstream ISP translates this marker
to his local preference and uses it to filter the advertisements to the Internet.
Internally, due to longest prefix matching, the ISP will use the sub-networks
B/M +1 and B1/M +1 to direct the traffic towards its client. This configuration
also assures redundancy: in case one link fails, the full routing information is
available through the other. Figure 1(a) shows the ideal situation, where the
sub-networks advertised for TE purposes do not progress to the Internet. In real
life, as shown in Section 3, most of the TE sub-networks progress to the Internet.
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(a) Multihoming to one provider
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(b) Multihoming over intermediate
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Fig. 1. Current Practises in Multihoming: fractioning the assigned addressing space to
balance the incoming traffic

Multihoming to more than one provider. The technique described in the
previous section only works for direct client-provider peerings, because commu-
nities are not guaranteed to progress beyond the first AS and the local preference
is only valid within the AS where it is defined. The only attribute which is guar-
anteed to progress through Autonomous Systems is the Autonomous System
Path (AS PATH). The number of hops it contains is one of the first variables
used by the RDP to calculate the best path. On each interdomain border, BGP-
4 speakers prepend their Autonomous System Number (ASN) at the beginning
of the AS PATH attribute when exchanging routing information with speakers
outside their AS. Additionally, the AS PATH attribute can be manipulated by
AS PATH Prepending, a technique which consists in prepending the ASN more
than once. AS PATH Prepending is the result of routing policies programmed
in routers and cannot happen by protocol interaction due to loop protection
mechanisms.

Figure 1(b) shows how the Autonomous System AS1 is signalling to AS4 to
prefer the path through AS2 over the path through AS3 to send traffic to the
prefix B/M . As in the case shown in Figure 1(a), this configuration assures a
main path and an alternative in case the main path fails. And as in that case, the
prefix B/M assigned to the ISP might well be one of the sub-networks B/M+1 or
B1/M + 1. As shown further on, most downstream providers also use AS PATH
Prepending instead of communities when multi-homing to one provider, in order
to gain some independence from the upstream providers’ policies.

3 Assessing the Room for Optimisation in the Internet’s
Core Routing Table

The routing table in Internet core routers is a data structure which holds basi-
cally two types of data: reachability information and its attributes. The reacha-
bility information of an entry is the prefix. The attributes include the next-hop.
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This data structure is also known as the Routing Information Base (RIB). The IP
packet switching process in a router is controlled by the Forwarding Information
Base (FIB). The FIB maps prefixes to their output interface and is generated
by combining the RIBs of all active routing processes.

Prefixes are assigned in the public addressing space as per RFC 1930 [12]
to Autonomous Systems needing public IP addresses by the different Regional
Internet Registries. Prefixes from the public addressing space are biunivocally
linked to their Autonomous System Number (ASN) at any given moment in
time. In order to detect the configurations presented in Section 2.1 and elimi-
nate sub-netting, the Internet routing table is modelled as a directed graph. The
root of the graph is the router the routing table was extracted from and the Au-
tonomous Systems (ASes) are the vertices of the graph. The leaves of the graph
are {AS, Prefix} pairs that represent the address allocations made by the dif-
ferent Internet Routing Registries (IRRs) to the ASes in their regions.

3.1 A Routing Table Compression Algorithm for the Internet

Algorithm 1 shows the proposed compression algorithm. It is not intended to be
applied directly in routers, but rather helps assessing the overhead introduced by
current best practises to implement multi-homing over different providers, load
balancing, precaution against prefix-hijacking, etc. Therefore, optimisations were
not sought and computational time analysis was not performed. As discussed in
the conclusion, the aforementioned techniques can be ported to the new pro-
posed architecture or implemented with alternative technologies. The algorithm
is applied until no further optimisations can be introduced in the routing ta-
ble. The concepts of sub- and supernetting are interpreted restrictively, in the
sense that prefixes are associated to the AS that originated them and to the
Autonomous System Path (AS PATH) they are received through and sub- or
supernetting is only allowed when both prefixes belong to the same AS and are
reached through the same sequence of Autonomous Systems. The algorithm uses
the following functions to check for possible optimisations:

– nextAggregation(prefix) decrements the prefix mask length by one
– IsFeasible(prefix) checks whether the prefix is correct as per Definition 1.
– Contains(prefix1,prefix2) checks that both prefixes are originated by

the same Autonomous System and that prefix2 is completely contained
in prefix1 and that both prefixes are reached following the same AS PATH.

Algorithm 1 does not affect the reachibility of hosts in the Internet. The
BGP-4 routing table of a router is a directed graph. The root of the graph is the
router itself and each leaf contains a prefix that can be reached from the root
paired with its AS. The other nodes of the graph represent the ASes traversed
by a packet on his way to a given prefix. This graph has two types of edges; the
regular edges connecting two nodes and the irregular edges connecting a node
with itself, which are discarded by the algorithm. Algorithm 1 will only merge
two paths of the directed graph if they share all nodes expect the leafs and if the
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Data: An Internet routing table as an array of {prefix, AS PATH} pairs
Result: The Internet table with one level of optimisation and a flag indicating

whether the routing table was modified or not.

changed← false;
foreach index = 0 to length(InetTable)− 2 do

this Prefix← InetTable[index];
next Prefix← InetTable[index + 1];
aggregateThis = nextAggregation(this Prefix);
if IsFeasible(aggregateThis) then

if Contains(aggregateThis,nextPrefix) then
/* remove next Prefix from the Internet table */

removeFromTable(InetTable[index + 1]);
/* replace this Prefix with the aggregation */

InetTable[index]← aggregateThis;
/* signal that the table has changed */

changed← true;
end

end

end
return changed

Algorithm 1. Routing table compression algorithm

leafs refer to prefixes that can be aggregated and are assigned to the same AS.
The algorithm respects the address allocations made by the IRRs and the paths
followed by packets at AS level and thus produces equivalent routing tables, in
the sense that packets will arrive to their assigned destinations.

3.2 Status Quo

Algorithm 1 was applied on the routing table contributed by collecting device
203.119.76.3 to the RRC00 repository on the 5th of September, 2009. The initial
routing table size was 287,414 routes. After 10 iterations, the algorithm was
not able to reduce the table further. The resulting routing table had a size of
185,334 routes. Speaking in relative terms, the table could be reduced by 35.5%
without losing connectivity. Figure 2 shows the reduction achieved on the first
6 iterations. It is worth to be noted that the first iteration reduces the routing
table size by 22.4%. The improvement in the routing table size is mainly obtained
in the first 4 iterations, where a reduction in size by approx. 35% is achieved.
Figure 2 shows the compression ratio and the amount of routes suppressed after
each iteration. The proposed algorithm suppresses more than 100.000 routes
after the third iteration.

4 An Alternative Traffic Engineering Architecture for IP

The previous section shows that there is a significant amount of disaggregated
routing information in the Internet’s routing table, which is scoped. Thus, for
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example, the target of the disaggregated information in the configuration shown
in Figure 1(a) is the Provider, while in Figure 1(b), the target is a distant AS,
which sometimes is not known to the provider. T. Li proposed a new BGP-
4 attribute to limit the scope of an advertisement by the number of hops in
2007 in an Internet draft [17], which was later abandoned. In this section, a
new architecture with techniques to enforce scopes to BGP-4 advertisements is
proposed.

Since the Internet has become a basic infrastructure on which many critical
applications rely, any proposal to enhance it must provide smooth migration
mechanisms. This is one of the reasons, why the migration to IPv6 is tak-
ing so long. The architecture proposed in this paper is backward compatible,
non-mandatory and might be adopted incrementally in different regions in the
Internet. It is based on the principle that information which is essential for
routing purposes should be kept in the Internet’s routing table, while the re-
maining routing information can be migrated to a paralell routing table, which
is managed by the Internet Service Providers (ISPs) involved in a certain Traffic
Engineering (TE) configuration.

Figure 3 shows the relationship between the different routing tables and the
forwarding table in a TE enabled router. The support for the best aggregations
would be implemeted by the left side of the figure. These components are part
of the current router architectures. Support for interdomain TE routes is added
on the right side of the figure and is basically a replica of the current BGP-4
implementation. In order to keep the information exchange for the main routing
table isolated from the information exchange for the TE routing table isolated,
the use of Multiprotocol Extensions for BGP-4 (MP-BGP) is proposed. MP-BGP
is widely used when routers exchange other routing information in addition to
pure IPv4 routing information (e.g. IPv6 in RFC 2545 [18]), and when partial
IPv4 routing information needs to be kept isolated from the main IPv4 routing
table (e.g IPv4 VPN in RFC 2917 [19]).
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IGP routing information
(next hop reachability)

MP-BGP routing information
(TE prefixes)

eBGP routing information
(best aggregations)

Forwarding Information
Base

Fig. 3. A high level Traffic Engineering routing architecture

4.1 Advantages

One of the main advantages of the proposed architecture is that the routing
setups needed for Traffic Engineering are kept local at the providers which are
concerned by them and do not trickle into the Global Internet routing table.
Figure 4 shows a routing configuration with unintended side effects which would
be avoided with the proposed architecture. Additionally, as shown in Figure 5(a),
it would mean going back in time to mid-2006 with regard to routing tables
sizes, with a routing table size reduction of approx 33% or 100.000 routes (see
Figure 5(b)).
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set aspath prepend 1 1

Prefix
1 1 1
...

Prefix
3 1 1 1
...

Prefix
2 1
...

Prefix
1
...

Prefix
2 1
...

Fig. 4. Unintended side effects of Traffic Engineering using AS PATH Prepending

There should not be a significant impact on the ability of transit ISPs to
implement traffic balancing based on their clients’ advertisements. When multi-
homing to one provider, as presented in Figure 1(a), the upstream ISP is expected
to have enough clients to arrive at a near optimum traffic distribution using the
clients’ best aggregations. For the case presented in Figure 1(b), AS1 and AS4
have to exchange the MP-BGP information. This can easily be done using multi-
hop eBGP configurations (see [11], [14], etc.). AS2 and AS3 do not experience
the hassle of having to take into account AS1’s routing configurations. Figure 4
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shows how, with current configurations, the traffic from a directly connected AS
(AS3) can be diverted to another AS (AS2) by the TE routing configurations of
AS1.

4.2 Historical Evolution

In order to study the historical evolution of the Internet’s default free routing
table, data from the RRC00 repository were used. The first routing table dump
files of the months between January 2001 and December 2009 were used and the
route collector (IP = 203.119.76.3) was selected because it contributed data to
all analysed table dump files.
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Figure 5(a) shows the evolution of the collector’s routing table size and of
the resulting routing table after the first three iterations. The horizontal dotted
lines mark the size of the December, 2009 routing table size after the first three
iterations. They show that after the first iteration, the resulting routing table
has the size of the unreduced Internet routing table of beginning of 2008. After
the second and third iterations, the resulting size is that of the Internet’s routing
table of 2007.

One of the measures which can be used to study the trend in the use of
subnetting is the efficiency of iteration i defined as ρi = 1 − Ni

N0
, where Ni is

the number of routes in the resulting routing table and N0 is the initial routing
table size. ρi is the percentage of routes which could be effectively removed.
Figure 5(b) shows that this percentage has been growing steadily since the end
of 2001. The relationship of this measure with the “natural” fragmentation of
the Internet’s routing table is quite unsettling. The process by which the IRRs
assign addresses to ISPs implies some level of fragmentation of the routing table.
But if ISPs were not using subnetting for Traffic Engineering purposes, the
reduction algorithm would not be able to reduce the routing table: Between
successful addressing space allocations to a specific ISP, IRRs continue allocating
addressing space to other ISPs. The probability that an AS gets adjacent and
aggregatable addressing space in two consecutive applications is almost zero.
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This confirms the effectiveness of the compression algorithm in suppressing sub-
netting introduced by the ASes with configurations akin to Figure 1(a) while
preserving connectivity.

5 Related Work

The algorithm proposed in this paper shows that there is room for optimisation
in the Internet’s routing table, which would result in improved scalability and
manageability. Fall et al. [7] have recently studied the impact of the size of the
Internet’s routing table on cost and CO2 footprint and conclude that Moore’s law
will be able to cope with the growth of the routing table size. The architecture
proposed in this paper reduces the complexity of the routing table and of the
dynamics which can be linked to TE techniques, with the objective of reducing
the OPEX of ISPs.

Other work related with the compression of the Internet’s core routing table
includes the virtual aggregation proposal ViAggre [3]. Its main drawback is , as
the authors recognise, that they manipulate the routing tables and the results
might divert the traffic to different paths, even at the Autonomous System level.
Freedman et al. also study the aggregation level of the Internet’s routing table
in [8]. They conclude that geographic dispersion of IP prefixes reduces the level
of compression which can be achieved when looking for the best aggregations in
the Internet’s routing table. The work described in the present paper shows that,
limiting aggregation prefixes which share the same sequence of ASes produces
significant savings. The aggregated prefixes fall under the multi-homing scenario
depicted in Figure 1(a) and are likely to be geographically adjacent. This adja-
cency should be dealt with within the different Internet Service Providers and
not affect the Internet’s core routing table.

Suri et al. [22] study the compression of routing tables which take into account
the source and destination address fields in IP packets. This kind of routing tables
is significant for edge devices of the Internet like access routers. The approach
of this paper differs in two main aspects from the approach proposed by Suri:
firstly, this paper concentrates on core devices in the Internet, where routing
is done based on the destination address only. Secondly, while Suri’s approach
can be implemented in routing devices, the algorithm presented in this paper is
intended for assessing the amount of optimisation which is achievable.

Routers have evolved to complex systems with multiple routing protocols
building concurrently the routing table [9,11,14]. These devices have a FIB and
multiple RIBs. Draves et al. [6] propose an algorithm to compress the routing
table which is better applicable to the FIB of a router than to the RIB. This
is so, because they only take into account the destination address and the next
hop. While their proposed algorithm provides a highly efficient tree to determine
the next hop, essential information regarding the path followed by the packets
is lost. Therefore, Draves’ algorithm is incompatible with BGP-4.

Some level of de-aggregation in the Internet’s routing table is used to protect
ASes against prefix hijacking [15,1]. In this scope, the INTERSECTION project
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[2] proposes alternative techniques to detect and provide remedy in case of prefix
hijacking. In general, prefix hijacking should not be remedied by introducing
additional, more specific routes to the Internet’s table but by filtering: if an
AS advertises a prefix it does not own, the upstream providers should it filter
out and notify the offending AS. Systems like INTERSECTION allow for quick
detection of suspicious prefixes. PHAS [16] is aligned with the INTERSECTION
approach.

6 Conclusion and Further Work

This paper shows that ISPs massively use subnetting techniques as part of their
Traffic Engineering (TE) implementations by using an algorithm to find best
aggregations in the Internet’s routing table, which achieves 33% optimisation
rates on current routing tables. This algorithm, however, is not intended to be
applied directly on routers. This paper also shows that the trend in the current
Internet is to increase the use of TE techniques and therefore to decrease the
optimisation of the routing table. To remedy this and render the infrastructure
more controllable, an alternative TE architecture for IP networks is proposed.

Further work on this architecture includes modelling and simulating this ar-
chitecture, and studying its impact on proposed IPv6 transition mechanisms and
on the architecture of the IPv6 Internet in the long run.
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Abstract. Network virtualization is a concept where physical resources are used 
to create virtual resources that are combined to form virtual networks. As one of 
the key enablers of the future Internet, network virtualization solves a number 
of issues associated with today’s networks. Concepts of network virtualization 
that are not restricted to virtualization technology, termed as overall concepts 
that include roles of parties and deployment aspects are currently being defined 
in different research activities. An area that lack attention is the evaluation of 
performance in prototypes that consider these overall concepts of network 
virtualization. The work presented here discusses and presents the performance 
in a network virtualization prototype that considers these overall concepts. 

Keywords: Network Virtualization, Infrastructure Provider, Virtual Network 
Operator, Virtual Network Provider, Virtual Resources, FP7 4WARD Project. 

1   Introduction 

Network virtualization (Fig. 1) is the concept of using physical resources to create 
virtual resources that are formed into virtual networks. These networks can be brought 
up on-the-fly to serve different requirements in very short time frames. Transient 
networks for such purposes as conferences or emergency management can ideally 
utilize VNets to setup short lived networks that serve a required purpose. VNets have 
a number of advantageous properties such as isolation, dynamic provisioning and 
security. 

As one of the most important enablers of the future Internet, network virtualization 
has received a higher level of research attention all over the world, e.g. VINI [1], 
GENI [2] and PLANETLAB [3] in US; AKARI [4] and AsiaFI [5] in Asia; 4WARD  
[6] in Europe.  

The 4WARD project was formed to undertake research on the architecture of a 
future Internet adopting a "clean slate" research approach. This approach temporarily 
ignores the practical constraints of evolving from the existing TCP/IP-based network 
architecture in the interest of identifying a design that is appropriate to the present and 
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expected future usage and is not forced to adapt to architectural decisions made some 
thirty years ago with quite different objectives and constraints. The main concepts of 
4WARD include a “Generic Path” allowing inherent support of mobility, multipath 
connections and network coding, new addressing paradigms, referred to as “Network 
of Information” and network virtualization enabling coexistence of several legacy and 
new networking concepts on the same infrastructure. A prototype has been developed 
to demonstrate and evaluate the concepts developed for network virtualization in this 
research. This work presents the framework of this prototype and its performance. 

Physical Resource

Physical Link

Virtual Link

Infrastructure 
Provider A

Infrastructure 
Provider B

Infrastructure 
Provider C

Resources of 
Virtual Network A
Resources of 
Virtual Network B

 
Fig. 1. Network Virtualization: Virtualized physical resources are connected together to form 
virtual networks  

When considering prototyping and performance evaluation on network virtualization, 
especially on XEN-based [13] solutions, a number of activities can be found. A 
number of exemplary research works that have been recently published are taken and 
grouped them into the specific topic areas they address (I/O performance, resource 
scheduling, and virtual routing). [7] compares the streaming performance of open 
source hypervisors like XEN and OpenVZ in a Linux environment. [8] also gives a 
quantitative analysis on popular hypervisors, e.g. XEN, VMware and KVM, to 
compare their performance in terms of application test, disk test and I/O test, where 
the issue of scalability (meaning the ability of hosting multiple virtual machines in 
one physical machine) is also discussed since isolation among virtual networks is 
important to guarantee the performance of each. The authors of [9] and [10] discuss 
the performance degradation of network interfaces due to virtualization and the large 
receive offload (LRO) concept is employed as an effective method to improve the I/O 
performance. And similarly, in order to enhance the I/O performance, [11] proposes a 
command-line tool in the XEN environment to do the bandwidth reservation on XEN 
virtual machines. 
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When considering the above mentioned research, it is clear that they focus on 
specific aspects of network virtualization, leaving out the overall operations of virtual 
networks. That is the key difference in the work presented in this contribution. This 
prototype is able to present the creation and the operation of complete virtual 
networks. It includes the operation, management and visualization of virtual network 
related activities by the different parties involved in the whole network virtualization 
architecture. It is able to create wired as well as wireless QoS guaranteed virtual 
networks on the fly, initiated by the Infrastructure Providers (InPs) based on the 
requirements of the Virtual Network Operators (VNet Operators) who will finally 
make services available for their clients.  

The sections that follows focuses on provisioning of VNets utilizing end-to-end 
infrastructure, reflecting on the concepts of VNets, revealing the bottlenecks when 
realizing multiple VNets and recommendations from the experiences. Specifically, the 
immediately following section explains the concepts and processes involved in 
network virtualization briefly. Then it moves on to explaining the architecture of the 
software framework that was developed. This is followed by an explanation of the 
scenarios considered together with the test-beds on which these scenarios are tested. 
The subsequent section explains and provides an analysis of the results taken from the 
above scenarios. The last section is a concluding summary that includes a look at the 
future direction of this work. 

 

 

Fig. 2. Future Internet: Roles of the different parties associated with network virtualization 

2   Network Virtualization Architecture of the Future Internet 

Today, the Internet is operated by multiple Infrastructure Providers (InP). Similarly, 
the future Internet can be assumed to have a similar status-quo where large 
organizations that own and operate infrastructure enabling communications between 
different locations and providing connectivity for end users [12]. These InPs create 
virtual resources from their physical infrastructure for other parties to configure and 
use. Unless this aspect of inter-domain QoS guarantees is considered, intra-domain 
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QoS guarantees may seem meaningless due to bottlenecks of different InPs. Therefore 
in the future Internet, an intermediary called a VNet Provider will negotiate with 
different InPs and obtain virtual network slices that are in turn combined and/or sub-
sliced to be made available for VNet Operators based on their requirements. 

Fig. 2 shows the relationships of the different roles of the parties in the architecture 
of the Future Internet. Once the VNet is made available by the VNet Provider in the 
requested topology, the VNet Operator can setup and offer the network for its 
customers (Application Service Providers and end users). Setting up by the VNet 
Operator includes activities such as installing the different protocols in the VNet and 
configuring it to suit the requirements of its customers. The VNet Operator has full 
control over the VNet and the InP may not necessarily know what is in the VNet and 
how it is operated. 
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Fig. 3. VNet Management: Component connections of a VNet Management environment 

3   VNet Management Prototype 

The VNet Management (VNM) prototype is built to evaluate and demonstrate the 
VNet concepts and processes described in the previous section. This is built to operate 
on IP based networks and utilizes XEN [13] as the primary virtualization technology. 
The typical architecture of such a VNM environment consists of agents that reside in 
different physical resources and control the resource to create, remove or modify 
virtual resources. These agents are controlled by managers located centrally or 
distributed, which accept commands from an InP to manage the physical resources. 
The managers hold repositories that are continuously updated based on the current 
status of the VNM environment. The interactions of agents and managers are similar 
to the operations of SNMP, but differ from SNMP due to its independence from 
specific networking technologies (such as IP). 

Fig. 3 shows an example of a VNet management environment consisting of 3 
physical resources (colored boxes). Each physical resource has a VNet Agent running 
in it to manage the virtual resources instantiated within the physical resource. The 
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VNet Manager controls all the VNet Agents and the repository. Using a set of tools, 
the InP initiates management requests based on the requests of the VNet Operators. 

3.1   VNet Manager 

VNet Manager (Fig. 4, left) coordinates all the activities of the whole VNet 
environment. It is a multi-threaded daemon that can reside in the hardware of the InP 
and communicate with the other components of the environment. It has the following 
functional activities: 
 

• Handling of requests and information communicated with VNet Agents and InP 
management tools 

• Handling of synchronized updates to the VNet Repository which serves as the 
storage for the configurations of the VNets 
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Fig. 4. VNet Component Architecture: The modular architecture of a Manager and an Agent 

All the InP management tools use the same interface in this prototype to send and 
receive data to the VNet Manager. Each tool instance started will result in a separate 
process being created in the VNet Manager to handle the requests and return 
information. The communication between the user tools and the VNet Manager is 
based on TCP sockets in this prototype, to maintain reliable communications. 

The connections of VNet Agents also have a similar concept where each VNet 
Agent instance will result in a process being created to handle the sending and 
receiving of information to the VNet Agent. The interfaces to the agents have the 
same format for every agent and uses TCP sockets for communications. 

The control functionality which is protected (made thread safe) for synchronized 
access provides the following functionality to the different processes created: 
 

• Handle command actions received from the InP tool processes 
• Command VNet Agents to perform activities 
• Handle information received by the VNet Agents through the processes 
• Send information to the InP tools 
• Update the repository 
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3.2   VNet Agent 

VNet Agents manage the actual virtualization of physical resources. A VNet Agent is 
executed on each physical resource. Each VNet Agent is specific in its functionality 
to the resource under its control. Fig. 4 (right) shows the generic architecture of a 
VNet Agent. 
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Fig. 5. Physical Device Configurations: Virtual resources and their connections in physical 
resources to form virtual networks 

Every VNet Agent has an interface with the VNet Manager to get commands to 
create, remove, modify, bring up or shut down virtual resources associated with a 
given Agent. There are a number of processes in an instance of an Agent which 
perform the following tasks: 
 

• Queue incoming virtual resource management instructions 
• Execute these instructions in a FIFO manner 
• Retrieve current status information 
• Notify current status information 
 

The operating system functionality component in the Agent architecture is the 
component that holds functionality that is unique to each of the resources. That 
means, an Agent for a Wireless Access Point (WAP) of a particular hardware 
manufacturer differs from the Agent for a WAP of another hardware manufacturer in 
its operating system functionality component. There are a number of different VNet 
Agent types supported by the VNet environment. 

The VNet Agent for Servers manages the virtual servers that can be created, 
removed, brought up, etc. on a physical server with a single network attachment. Fig. 
5 (right) shows a VNet Agent for a physical server that has created two virtual images 
of servers. 

The virtualization at the link level is achieved through the use of Virtual Local 
Area Networks (VLANs) where each VNet is carried with a separate VLAN ID. 

The VNet Agent for Routers controls physical routers to manage the virtual 
environment. A physical router consists of multiple network interfaces to perform the 
routing. These interfaces are bridged to the virtual router instances to perform the 
routing. VNets are realized using VLANs. Fig. 5 (middle) shows a router that has two 
virtual routers instantiated. VNet Agents for Switches/Wireless Access Points use 
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Fig. 6. Wireless Scenario: Test-bed setup for the scenario with 2 simultaneous VNets 

VLAN and the capability of multiple virtual SSIDs to distribute traffic to different 
virtual network. Fig. 5 (left) shows a physical Wireless Access Point handling 
network traffic related to four VNets. 

4   Scenarios and Test-Beds 

The evaluation of the VNM prototype is done using 2 test-beds that focus on 2 
different evaluation scenarios. The hardware used in these test-beds is installed with 
the VNM prototype. 

4.1   Wireless Scenario 

The first scenario, referred to as the Wireless Scenario (Fig. 6) considers an InP who 
offers hardware for VNet Operators to create virtual networks. Two such operators 
use this service and request the InP to create 2 specific virtual networks with differing 
QoS characteristics. In this case the role of the VNet Provider is left out due to the use 
of only one InP. The first of these networks is created for an operator who serves a 
medical organization’s requirements by providing a secure network with a guaranteed 
bandwidth to carry video and vital signs data of remote surgical operations.  

The second virtual network operator maintains an entertainment network that hosts 
an Application Service Provider providing movie streaming services to its customers. 
The customers of both of these VNet Operators connect over wireless networks 
(WLAN). 
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Fig. 7. Wired Scenario: Test-bed setup for the scenario with multiple simultaneous VNets 

The Medical VNet Operator requests a VNet with a 4 Mbit/s guarantee while the 
Entertainment VNet Operator requests a VNet with an 8 Mbit/s guarantee. The 
management terminals of the VNet Operators which are connected to the InP’s 
network requests InP to create the required VNets in the configuration they require. 
In this case, both operators request for a network with a server, a router and a 
wireless access point. Each of the clients that connect request for 5 Mbit/s UDP 
streams from the respective server of the VNet, which hosts the service. In this 
scenario, the 2 VNets are created sequentially, where the Medical VNet is started 
before the Entertainment VNet, with a time difference of about 100 seconds. The 5 
Mbit/s UDP streams, one in the Medical VNet (MedVNet) and 2 in the 
Entertainment VNet (EntVNet 1 and EntVNet 2) are started in around 150 second 
intervals. 

The main purpose of this scenario is to show the overall operation of the Network 
Virtualization architecture with the different activities involved in establishing and 
using the VNets. 

4.2   Wired Scenario 

The second scenario called the Wired Scenario (Fig. 7) setup on the second test-bed is 
similar to the first scenario but is intended to evaluate the performance of multiple 
VNets with an emphasis on increasing the VNets until the performance degrades. This 
test-bed is equipped with commercially available off-the-shelf hardware. The 
equipment consists of Quad-core hardware and Giga-bit links connecting them. To 
leave out the effects of wireless networks, a completely wired setup is considered in 
this scenario. In this scenario, the VNets are created in 100 second intervals and each 
of the clients associated with a VNet is attempting to download 150 Mbit/s stream 
from its server. 
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5   Performance Results and Analysis 

Fig. 8 shows an example of the throughput performance of the 3 VNet streams on 
each of the clients. It also shows how the physical hardware performs. Since the 
Medical VNet has a bandwidth limitation of 4 Mbit/sec over the Ethernet link, the 5 
Mbit/s input stream is reduced to around 4 Mbit/s. In addition, it will not reach the 
exact 4 Mbit/sec level due to packet losses. Since a lost packet means a loss of a 
number of bytes, the stream will not be able to reach the 4 Mbit/s level. The packet 
losses graph (Fig. 9, left) shows how the packets for each VNet stream are lost. What 
could be noticed is that when the second stream of the Entertainment VNet (EntVNet 
2) is started, both of the two other streams became very unstable. This is due to the 
insufficient bandwidth available for both streams. But, the performance of the 
MedVNet continues proceed unaffected due to the given bandwidth guarantee.  

 

Fig. 8. Wireless Scenario: Throughput performance of VNets with UDP streams 

The drastic throughput drop that is visible around 100 seconds in Fig. 8 is due to 
the creation of the second Entertainment VNet. This is specifically due to the creation 
of the second WLAN SSID which makes the WAP halt the data flows on other active 
SSIDs until the new SSID is configured. 

This experiment was done in an environment where other WLAN APs not related 
to the experiment were in operation. Hence, all transmissions are influenced by the 
activities of the other APs. The constant fluctuations that are visible in graphs are a 
sign of that. 

Fig. 9 (right) shows how bandwidth limitations can influence the jitter of the 
streams. As can be seen, the jitter is higher for the MedVNet while the EntVNet 
streams have lower jitter values. This is due to the operation of the queues of traffic 
shaping. It was seen that when the bandwidth limit (e.g. 4 Mbit/s in the MedVNet) is 
close to the utilization of the bandwidth (e.g. 5 Mbit/s in MedVNet), a higher jitter is 
shown compared to the opposite. 
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Fig. 9. Wireless Scenario: Packet loss and Jitter with UDP streams 

The second set of experiments (based on the Wired Scenario) puts the emphasis on 
stress testing the test-bed, which is made out of commercially available hardware. The 
stress test mainly looks at how much of VNets can be created in this hardware and 
looks at what the performance statistics show. 

 

Fig. 10. Wired Scenario: Throughput performance of 150 Mbit/sec UDP streams 

Throughput performance of this setup (Fig. 10) shows the effects of creating 
multiple VNets using the same infrastructure. Up to 2 VNets can be operated without 
any degradation of throughput but when the 3rd VNet is started, the throughput of all 
the active VNets starts fluctuating. This is in spite of using Giga-bit Ethernet links 
between them. When the 5th VNet is created, the throughput of all the active VNets 
simply start to decrease and experiences close to 50% packet losses (Fig. 11, left). 
The jitter values of these streams (Fig. 11, right) show the same tendency where 
fluctuations become more visible starting from the 3rd VNet. 

A look at the resource utilization of all the hardware used to create the VNets show 
that CPU utilization is not an issue with the start of the 3rd VNet and the corresponding 
150 Mbit/sec stream. Since other resources such as disk space and link capacities are 
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Fig. 11. Wired Scenario: Packet loss and Jitter with 150 Mbit/s UDP streams 

sufficiently available, the degraded performance points to inefficiencies in the way the 
Hypervisor schedules the data in different queues related to communications. 

6   Conclusions 

Network virtualization is considered as a key enabler of the Internet of the future. A 
number of projects are developing concepts and processes related to network 
virtualization. A noticeable drawback of those works is that they attempt a piecemeal 
evaluation of network virtualization and thereby leaves out certain aspects when 
evaluating the others. The prototype that was built in this work attempts at focusing on 
all the aspects starting from the roles of the parties involved to the technology used. 
The experiences gained through this prototype, points to the following conclusions.  

• Network virtualization appears to be feasible even in an overall setting where all 
aspects (from roles of the parties to virtualization technologies) are considered 

• Use of commodity hardware in the scenarios point to the feasibility of using them 
for creating multiple virtual networks (does not necessarily require high end 
purpose-built hardware) 

• Virtualization environments used (e.g. XEN in this prototype) needs to be 
enhanced further to improve on scheduling related to networking traffic 

• Sufficient resource margins must be considered from a deployment perspective to 
ensure optimum performance 

 

The work done with this prototype will be extended further to consider scenarios 
that increase the number of physical resources used.  
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Abstract. When considering autonomic networking, where multiple self-* 
functionalities, in terms of node-wide or network-wide control loops, must 
operate, interact and proficiently collaborate, stability problems inherently arise 
due to the distributed nature of the decision making process and autonomic nodes 
interactions towards enabling various self-* functionalities, along with the 
stochastic nature of the networking environment. This article provides a 
systematic, concrete view of stability in autonomic networks design. It aims at 
identifying and categorizing fundamental autonomic networks’ architectural and 
designing issues that cause or affect stability, highlighting and discussing 
corresponding solutions and thus, providing theoretic tools for analyzing and 
treating them. As a reference model we adopt Generic Autonomic Network 
Architecture (GANA), a holistic framework for autonomic networks engineering.   

Keywords: Autonomic Networks, Stability, Control Loops. 

1   Introduction  

The vision of Future Internet, is of a self-managing network whose nodes/devices are 
designed/engineered in such a way that all the so-called traditional network 
management functions, i.e. FCAPS framework (Fault, Configuration, Accounting, 
Performance and Security) [1], as well as the fundamental network functions (e.g. 
routing, forwarding, monitoring, mobility, resource management, e.t.c.) are enhanced 
with autonomic attributes. In such an evolving environment, it is envisioned the 
network itself to detect, diagnose and repair failures, as well as to constantly adapt its 
configuration and operations aiming at optimizing its performance. 

In general, towards realizing networks’ autonomic behaviors, the presence of control-
loops in the system is essential. Inputs to a control loop consist of various status signals, 
information and views continuously exposed from the system, component(s) or 
resource(s) being controlled (e.g. protocols, nodes, functionalities, etc.), along with 
(usually policy-driven) management rules that orchestrate the behaviour of the system 
or component(s). Outputs are commands to the system or component(s) to adjust its 
operation, along with status to other autonomic systems. 
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Practically, control loops consist of iterative and (most of the time) distributed 
algorithms, that enable various node’s self-* behaviours and hence, guide them to act 
in line with their own optimization goals or towards achieving global optimal network 
objectives. Henceforth, future autonomics envisions the aggregation of node-scoped 
control loops, i.e. within a node, in terms of interacting intra/inter-node control loops 
or triggered/managed low level control loops by higher level control loops within the 
node or the network. Intuitively, the above view leads to a hierarchal control loops 
paradigm that enables the efficient design of autonomic nodes and architectures [2].  

As the designers of a network’s architecture increase its autonomic attributes, in 
terms of introducing various self-* functionalities (i.e. control loops) at node or 
network level, the inherent issue of stability becomes more and more complex and 
crucial. In general, the stability of dynamic systems has been extensively studied 
since the beginning of Control Theory, but when viewing it through a dynamic 
networking environment, additional drawbacks and challenges emerge [3]. 

In most cases, stability is defined as a property of a (dynamic) system or element 
through which it is reassured (it reassures) that its output will ultimately attain a 
steady state (i.e. the state when the recently observed behaviour of the system will 
continue into the future). When considering an autonomic networking environment, 
where multiple self-* functionalities must operate, interact and collaborate, in terms 
of node or network wide control loops, its stability implies reaching an equilibrium 
point over a finite time frame. In other words, the system/network should be stable in 
the sense that parameter values change, however remaining bounded in a small 
neighbourhood of a final value. This is especially important since self-* algorithms 
mainly run completely automatic and without the possibility of manual intervention.  

Despite the vital role of stability in future autonomic networking, there is a lack of 
a concrete framework and corresponding theoretic and designing tools for addressing 
and treating autonomic networks’ stability. Recent attempts to address the latter are 
either closely coupled to the studied networking environment [4] or the autonomic 
functionality that is engineered [5]. Towards enlightening the evolutionary path of 
future autonomics via highlighting the significance and role of stability in such 
dynamic networking paradigms, this paper makes the subsequent contributions:  

• Identifies, categorizes and discusses the key factors that affect autonomic 
networks’ stability attributes from both theoretic and designing point of view.  

• For each one, corresponding theoretic tools and concrete methodologies for 
studying and treating them are provided.  

• Proposes a concrete framework for addressing both off-line (network 
designing phase) and on-line (network runtime phase) aspects of stability.    

The rest of this paper is organized as follows. In section 2, fundamental designing 
principles and the GANA model are highlighted. Section 3 highlights the key 
principles of the proposed methodology for addressing stability in autonomic 
networks. Section 4, identifies, analyses and provides solutions to fundamental 
autonomic networks’ stability issues, concerning both theoretical and architectural 
aspects at design time. Then, section 5, illustrates the concepts of action 
synchronization functions and self-stabilization monitoring towards tackling the issue 
of runtime autonomic networks’ stability. Finally, section 6 concludes the paper.         
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2   An Overview of the Generic Autonomic Network Architecture  

The concept of “autonomicity” – realized through control-loop structures operating 
within network nodes/devices and the network as a whole, is an enabler for advanced 
and enriched self-manageability of network devices and networks. To address the lack 
of such autonomic notions formalism, in both theoretic as well as pragmatic designing 
levels, an evolvable, standardizable architectural Reference Model for Autonomic 
Networking and Self-Management within node/device and network architectures, 
dubbed the Generic Autonomic Network Architecture (GANA) [2], has recently 
emerged. The central concept of GANA is that of an autonomic Decision-Making-
Element (“DME” or simply “DE” in short—for Decision Element). A Decision 
Element (DE) implements the logic that drives a control-loop over the “management 
interfaces” of its assigned Managed Entities (MEs). Therefore, in GANA, self-* 
functionalities such as self-configuration, self-healing, self-optimization, etc, are 
implemented via a Decision Element(s).  

 

Fig. 1. Illustration of hierarchical, peering, sibling relations and interfaces of DEs in GANA 

Specifically, GANA introduces “autonomic manager components” i.e. Decision-
Elements (DEs), meant to operate at four different abstraction levels of functionality. 
These “autonomic manager components” are designed following the principles of 
“hierarchical”, “peering”, and “sibling” relationships among each other within a node 
or network. GANA defines four hierarchical levels of abstractions for which DEs, 
MEs, Control-Loops and their associated dynamic adaptive behaviours can be 
designed, capturing a “holistic view of interworking autonomic and self-management 
levels”. Thus, the levels of (DEs) abstractions are as follows: 

Level-1: protocol-level (the lowest level) by which self-management is intrinsically 
designed and associated with a network protocol itself (whether monolithic or 
modular) [6], [7]. 
Level-2: the abstracted function-level (directly above the protocol(s)-level) that 
abstracts some protocols and mechanisms associated with a particular function e.g. 
“routing function”, “forwarding function”, “mobility management function”, etc.  
Level-3: the level of the node/device’s overall functionality and behaviour i.e. a node 
or system as a whole, is also considered as level of self-management functionality.  
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Level-4: the level of the network’s overall functionality and behaviour (the highest 
level). Network-Level-DEs are characterized by the following attributes: (1) they are 
the ones with wider network-wide view to perform sophisticated decisions e.g. 
network optimization; (2) they are logically centralized to avoid processing overhead 
in managed nodes with having distributed decision logic in network elements; (3) 
they are the ones that provide an interface for a human to define goals and objectives 
or policies e.g. business goals to the autonomic network. 

Fig. 1 illustrates a GANA aware autonomic node, whereby lower level Decision-
Making-Elements, operating at the level of abstracted networking functions, become 
the Managed-Entity of the upper layer Decision-Making-Element of the system 
(node), exposing “views” to the upper level DME(s), which uses its overall 
knowledge to influence (enforce) its lower level DMEs to take certain desired 
decisions, formalizing the notion of DEs hierarchy. 

 In the following sections, without loss in the generality of the proposed 
methodology, we address and study stability in autonomic networks based on the 
concepts, design principles and attributes of the GANA framework.  

3   Stability Issues in Autonomic Networking 

There are two key complementary notions of stability when designing autonomic 
network architectures namely, autonomic node’s stability and autonomic network’s 
stability. Node stability concerns the interactions of control loops (self-* 
functionalities) that exist within the same node, either in the same or different layers 
of its protocols’ stack or concerning various networking functionalities. Network 
stability copes with the interactions among control loops located in different 
components of the network; therefore, a two steps approach is required, i.e. 

• Initially, the proficient collaboration of control loops towards reaching a stable 
outcome must be reassured without considering the drawbacks imposed by the 
networking environment (i.e. assuming a deterministic environment). 

• Then, the same study should be repeated when the proposed autonomic approach 
(e.g. mechanism, architecture, etc) functions/operates over the actual network. At 
that point, additional challenges emerge that may affect or prevent the efficient 
collaboration of control loops, like the presence of churn, the loss of 
communication between nodes (and their corresponding control loops) or even, 
the existence of miss-behavioural or malicious autonomic nodes. 

In either of the previous cases, a methodological approach is required when 
addressing and studying stability in an autonomic networking paradigm, placing 
special emphasis on the communication and collaboration among the introduced 
control loops, regarding their managing, managed, peering and sibling relationships. 
Specifically, the following key issues must be considered: 

Issue I. Self-* functionalities (i.e. control loops) interactions and their convergence 
at a stable outcome (i.e. equilibrium point). Thus, it is vital to reassure that only 
important changes cause the triggering of actions or the recalculation of parameters 
(in order to reduce the causes of instability). Towards this direction, we introduce and 
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exploit well established guidelines that stem from concepts in the fields of Game 
Theory and Optimization Theory towards: 

• Establishing well-defined valid operating regions of particular control loops. 
• Decoupling control systems by ensuring that they control different 

independent outputs based on independent inputs and if this is not possible, 
then tuning them so that they impose control at very different timescales. Such 
an approach will allow us to decouple systems that would otherwise be 
strongly coupled. 

Issue II. Conflicts resolution, not only between self-* functionalities and behaviours 
(i.e. control loops) belonging to different network components but also among control 
loops within the same node. Conflicts may occur when more than one control loops 
manage or affect the same functionalities or resources, especially when they are 
placed in a hierarchical manner. 

Issue III. Time scaling issues among collaborating control loops. In this case, the 
main difficulty is that timing varies significantly when considering various self-* 
functionalities which are interacting, while residing on different layers of a 
node’s/network’s protocols stack. Thus, it must be reassured that the following two 
dynamic and interacting sets of “events”, that is {signalling, monitoring information 
and decision making} and {changing environment and triggering events}, are 
changing on a similar timescale. 

In the following we analyze each of the above critical issues and we provide 
concrete methodologies and key theoretic tools for addressing and treating them. 

4   Designing for Stability  

In this section we place emphasis on revealing vital aspects related to stability (i.e. 
control loops stability) that need to be addressed while still being at the design time of 
an autonomic network and its corresponding autonomic elements, such as the GANA 
DEs. Hence, we propose solutions and corresponding theoretic tools to address the 
latter, in contrast to aspects of stability that must be handled at run-time (i.e. as the 
autonomic system evolves) which are highlighted in the next section.  

4.1   Stable Autonomic Behaviours Design through Game Theory – From Theory 
to Theory 

Despite the variety of alternative autonomic architectures that may emerge when 
obtaining the solution of the corresponding initial system’s optimization problem, one 
common designing attribute characterizes them, the decentralized nature of the 
consequent autonomic algorithms/mechanisms. This not only necessitates the 
collaboration of various network components to achieve different layering objectives, 
but also implies the distribution of the decision making procedures of the network 
among its components, instead of traditional centralized approaches, which eventually 
increase the role of individual network components. 

Aiming at composing efficient distributed and iterative autonomic algorithms, 
appropriate designing theoretic tools need to be adopted, which are promoting 
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network’s autonomic nature. To that end, Game Theory and Network Utility 
Maximization (NUM) theory via its decomposition methods [8] (i.e. a theoretical tool 
for designing optimal distributed algorithms over layered architectures) consist of 
some of the most widely adopted mathematical frameworks applied in autonomic 
networking. On one hand, these analytical tools can be used to derive distributed 
algorithms and determine their efficient collaboration (i.e. autonomic node’s DEs (i.e. 
control loops) signalling), providing theoretically founded answers to the question: 
who does what in the autonomic network and how to connect them. On the other hand, 
they inherently provide methodologies not only for investigating and reassuring that 
the corresponding derived distributed algorithms are reaching a stable outcome, in 
terms of equilibrium points, but also for enabling the following desirable designing 
attributes: a) limited amount of overhead among nodes (and control lops), b) fully 
asynchronous updates and c) robustness to arbitrary signaling information [9].  

In general, the following thread of analysis holds. An autonomic network’s/ 
functionality’s stability is assured via (a) DEs cooperation stability, which can be 
further reassured via (b) their corresponding control loops collaboration stability and 
thus, via (c) proving the stability of the distributed iterative algorithms that steer 
autonomic node’s control loops, obtained via the solution of the corresponding 
optimization problems.  

In the following section, we place emphasis and analytically present a concrete 
methodology for studying autonomic mechanisms’ stability via game theory. 

How to Treat Stability via Analytical Methods? - A Game Theoretic Approach  

Game theory is currently widely explored in autonomic networking due to the 
following two main inherent attributes: 

i) Autonomic nodes’ selfish non-cooperative nature can be properly defined and 
formulated as a non-cooperative game, where nodes act as individual players aiming 
at maximizing their own interests. Then, game theory provides the foundations and 
mathematical tools for studying and solving such problems.  

ii) The distributed nature of the produced algorithms, which seek non-cooperative 
game’s solution and steer corresponding autonomic nodes DEs (i.e. are their control 
loops), facilitate the efficient design of a network’s autonomic mechanisms. 

A non-cooperative game consists of three basic components, (i) a set of players S, 
consisting of N autonomic nodes, (ii) a set of actions Ai, i.e. the feasible strategy space 
of i autonomic node and (iii) a set of preferences, which can be expressed via 
appropriately defined utilities Ui(a) of each autonomic node, where i ia A∈ . Thus, the 
corresponding non-cooperative game is formulated as follows: 

max ( ) . .
i i

i i i i
a A

U a    s t   a A  .
∈

∈    (1) 

Furthermore, regardless of the designed problem’s formulation, a non-cooperative 
game’s investigation requires the consideration and analysis of the following key 
steps:  

A. Game’s steady state via the existence of equilibriums (e.g. Existence of Nash 
equilibrium). 

B. Equilibrium’s properties (e.g. Nash Equilibrium’s properties). 
C. Optimality of equilibrium  (e.g. Pareto optimality) 
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D. Convergence of equilibrium via studying the convergence of users’ 
corresponding (best) response towards selfishly maximizing their utilities, thus 
reaching game’s equilibrium. (e.g. Convergence of Nash equilibrium).   

How to address stability via Game Theory? Steps A and D can provide the answer 
to the previous question. Specifically, upon setting a non-cooperative game, with 
respect to the required behaviour of the autonomic nodes in the network, and upon 
deriving distributed algorithms that steer nodes to have the expected behaviour (i.e. 
autonomic node’s control loops), the ability of the corresponding autonomic network 
to reach a stable outcome (i.e. an equilibrium point) can be analytically proved: 

1. By showing the existence (or even the uniqueness) of such a stable point (step A);  
2. Via proving that the derived distributed (and often iterative) algorithms (i.e. 

control loops) will always reach such a point (step D). 

Intuitively, that latter suggests that autonomic nodes’ interactions, via their 
corresponding DEs (control loops), will always reach a stable outcome; thus, leading 
to autonomic network stability, under the assumption that DEs communication 
synchronization is always achieved. Game theoretic tools that allow treating issues A 
and D are super-modular games, utility functions’ properties (e.g. quasi-concavity), 
potential games, coalition games e.t.c. Moving one step forward, the stochastic nature 
of the networking environment should be considered (i.e. dropping the assumption of 
reassured DEs communication and synchronization). This makes the analysis of the 
corresponding games much more difficult. To that end, stochastic games formulations 
can be applied. A deeper analysis on game theory in autonomic networks is out of this 
paper’s scope; interested readers are referred to [10] and [11].  

4.2   Addressing Stability in an Architectural Level – From Theory to Practice  

Apart from treating stability via analytical theoretic means, in the following we 
identify a plethora of vital autonomic network architectures’ designing aspects that 
play a crucial role in determining their stability attributes. Throughout our analysis, 
the benefits of adopting GANA [2] for devising stable autonomic networks are also 
revealed, since GANA inherently adopts (i.e. inherent architecture’s attributes) the 
key prerequisites illustrated below. 

4.2.1   Hierarchy of Control-Loops (DEs) 
An important feature of an autonomic architecture is to maintain a hierarchy of 
control-loops (as defined in GANA). The benefits from introducing hierarchy to 
manage complex autonomic systems are extensively justified in [3]. From an 
autonomic network’s stability point of view, the introduction of hierarchy allows the 
horizontal (among network nodes) and/or vertical (different functional levels) 
partition of the decision making process. Thus, the failure of a single entity or DE will 
not result in the total failure of the network under control. DEs with independent goals 
and policies will continue to operate and manage their corresponding protocols, 
allowing the failed DE to restart or “correct” itself in the mean time. This feature of 
GANA allows the network (or at least part of functionalities) to be stable in spite of 
the failure of a single DE or few DEs. 
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In addition, some of the major drawbacks of traditional hierarchical systems are 
large convergence time, sensitivity to failures, large computational power requirement 
and communication overhead. GANA on the other hand does not follow the 
traditional hierarchical systems architecture; i.e. it’s distributed hierarchical system 
architecture. Thus, it allows communication between sibling and peer DEs, providing 
a distributed solution to control its MEs.  

To that end, GANA incorporates the following key design principles: (1) Lower 
level DEs expose “views” up the Decision Plane, allowing the upper (slower) control 
loops to control the lower level (faster) control-loops driven by lower level DEs); (2) 
Changes computed in the upper DEs implementing slower (i.e. within larger time 
frames) Control-Loops are propagated down the DE hierarchy to the Functions-Level 
DE(s) implementing the faster control-loops that then arbitrate and enforce the 
changes to the lowest level Managed Entities (protocols and mechanisms). This 
operation reduces the drawbacks of large convergence and sensitivity times, 
traditionally found in conventional hierarchical systems. Finally, the nature of the 
distribution of the tasks to DEs inside the node and Network-Level DEs further 
ensures that the communication and computation power requirements are kept to a 
bare minimum inside the node. 

4.2.2   Concept of “Ownership” 
The “Concept of Ownership” is another feature of the intrinsic stability attributes that 
must be considered for an autonomic network architecture (as is also defined in 
GANA). This concept requires that every ME is managed by a single DE, i.e. no two 
DEs (i.e. control loops) can control the same ME (i.e. functionality, resource, e.t.c.) at 
any given point of time in the network. This is important from system’s stability point 
of view since it relieves the burden of “conflicts resolution”. Specifically, if an ME is 
controlled by two or more DEs at the same time, contrasting, conflicting and at times 
repetitive policies, objectives and reconfiguration requests, etc, originating from 
different DEs lead to an unstable ME and thus, to an unstable autonomic network. 
Through the “Concept of Ownership”, GANA ensures that this instability is avoided.  

4.2.3   Separation of “Operating Regions” 
Another prerequisite of an autonomic architecture is the efficient separation of the 
“operating regions” for the control-loops as advocated in [12]. This can be achieved 
by decoupling control systems and ensuring that they control different independent 
outputs based on independent inputs, as defined in GANA. If it is impossible to 
decouple certain outputs and inputs from affecting each other, it is important to 
reassure that they impose control at different timescales on their MEs. 

4.3   Model-Based Techniques 

Model-driven approaches for design DEs and their inter-relationships should also be 
exploited to efficiently address aspects related to stability of control-loops. 
Specifically modelling and validation of DEs autonomic behaviours using Formal 
Description Techniques (FDTs), such as the well-known and successful ITU-T SDL 
language, can be explored to address certain aspects of stability. Such an approach 
would enable the design, model-checking and verification of DEs, as well as the 
validation, simulation and some partial code-generation of autonomic behaviours of 
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DEs. Finally, the aspects (i.e. methodology) [13] that need to be taken into account 
when following such an alternative are: (1) A Meta-Model that enforces constraints in 
the design models for DEs and their interactions with assigned MEs and with other 
DEs, that should be embedded in the Modelling Tools e.g. a “model editor”, is 
required; (2) A Model-Walker that can be designed for walking over a design model 
in order to detect conflicting control-loops and overlaps in the so-called “valid 
operating regions” of control-loops specific to DEs; (3) Simulations for detecting 
behaviour conflicts between interacting control-loops designed to operate within a 
node/device and in the network. 

5   Addressing Stability at Runtime  

After applying the methodologies and guidelines presented in the previous sections, 
an autonomic network is intrinsically equipped with interacting control loops having 
some degree of self-stabilization. However, it is possible that due to the stochastic 
nature of the networking environment, situations may occur, which have not explicitly 
been considered during the design time of the Decision Elements. We denote such 
situations as “emergent situations/behaviours”. Intuitively, “emergent behaviours” 
can be considered as an indirect interference between a set of DEs, whereby each DE 
is optimizing its own goal based on its embedded logic, but the overall set of executed 
actions is leading the system to an unstable state of oscillations and continuous 
responses of diverse control loops. In order to avoid such emergent behaviours, the 
concept of Action Synchronization Functions (ASFs) has been proposed in [14] 
(which is also part of a GANA’s Decision Elements). In simple words, [14] 
introduces ASFs in the GANA hierarchical structure, in order to allow DEs on a lower 
level to resolve potential conflicts via requesting DEs belonging to a higher level (in 
the DE’s hierarchy) for taking over their synchronization and coordination. 
Specifically, after a number of DEs have referred to a higher level DE in order to be 
informed whether particular tentative action(s) are allowed or not, the higher level DE 
selects the optimal subset of tentative actions reported by the corresponding lower 
level DEs. The tentative actions are gathered over a pre-defined time window. 
Consequently, the higher level DE responds back to the requesting lower level DEs 
on whether they are allowed to proceed with executing tentative actions or not. 

There are various aspects of stability which are addressed by the architectural role of 
the ASF namely, 1) acting as an arbiter for conflict resolution among DEs with 
potentially interfering actions, 2) exploiting the GANA hierarchical structure in order 
to realize the notion of hierarchical optimal control – autonomic entities on a higher 
level have access to more global information, and 3) enabling the gathering of actions 
for synchronization over a pre-defined time period has a smoothing effect on the rate 
at which control loops operate, thereby avoiding sudden oscillations and chaotic 
situations in the autonomic network.  

In [14], the issue of conflict resolution is tackled via deriving a binary integer 
program, which aims at the optimization of a set of key performance indicators (KPI) 
by selecting an optimal subset from the m∈N+ actions waiting to be synchronized: 

pIw m
T

p m}1,0{
max
∈

    s.t.  cpDm ≤    (2) 
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where, w, is a vector containing a weight value for each considered KPI. These 
weights specify the importance of each KPI for the network and are specified by the 
network operator; P, is a binary (0-1) vector being optimized. This vector reflects  
the actions that have to be synchronized. A “1” at a particular position means that the 
corresponding action has to be executed. A “0” stands correspondingly for the case 
when an action must be stopped. Im is an impact matrix (similar to a payoff matrix in 
the context of game theory) that specifies the impact of the tentative actions on the 
KPIs considered by the ASF. 

The constraints of the previous optimization problem are specifying the number of 
actions that are allowed to simultaneously influence (as specified in Im) a particular 
KPI. The matrix multiplication on the left side of the inequality gives the number of 
actions which influence the KPIs. In order to achieve that, Dm is defined  as a binary 
(0-1)  matrix, in which a “1” is set in case (Im)i,j>0 and a “0” in case (Im)i,j=0.The 
components of the vector c∈Nm stand for the number of actions which can 
simultaneously influence the corresponding KPI.  

We can interpret the above optimization problem as “selecting the most appropriate 
subset of tentative actions such that the change in the state of the system is positively 
maximized”. For a bottom-up definition of this optimization problem, starting with 
the current state (as defined by the current KPI values) of the system, we refer the 
reader to [14]. Unfortunately, binary program (2) belongs to a class of NP-hard 
problems. For that purpose, in this work, we propose to relax the binary constraint 
imposed on the vector p, and turn it into an inequality: 0 ≤  pi ≤ 1, i∈{1, …, m}. Thus, 
the new optimization problem (contrasted to the one in [14]) is given by: 

 

 pIw m
T

p
max    s.t.  cpDm ≤ , 0  ≤  pi  ≤ 1, i∈{1, …, m}.                 (3) 

This optimization problem is a linear program which constitutes a convex 
optimization problem. Hence, there is only one optimum and every local optimal 
solution is also a global one, which means that the diverse optimization techniques 
will always improve iteratively the quality of the obtained solution. The above 
formulation is non-NP-hard. The result of this optimization is a vector containing 
values from the interval [0, 1]. If ith component of this vector is 0 then the 
corresponding action is disallowed. Correspondingly, if it is 1 then the action should 
be issued. If a DE, requesting for synchronization, receives as response a value from 
the interval (0, 1), then it can either execute or drop the action, based on an internal 
threshold θi. These thresholds can be supplied by the human experts tweaking the 
autonomic network.  For instance, the history of requests for synchronization can be 
analyzed offline (e.g. by employing statistical and/or machine learning methods) and 
appropriate thresholds can be extracted using some statistical or optimization tools. 

5.1   Autonomic-Aware Metrics to Infer and Self-assess Stability 

Since an autonomic network is expected to be self-adaptive to changes and challenges 
in its environment during its operation, it must be able to self-assess and infer stability 
related problems experienced at various levels of the Decision Plane Hierarchy. The 
assessment of stability at different levels where a DE implements an autonomic 
functionality (e.g. autonomic routing, autonomic QoS-Management, autonomic 
Mobility-Management, etc), requires that every DE must implement some monitoring 
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functionalities towards self-awareness (i.e. implement Counters for storing statistics 
e.g. i) the number of times a DE enforced a change the behaviour of its assigned 
Managed Entities (MEs) in reaction to specific events over a period of time, or ii) the 
number of times a DE received information indicative of instability problem from its 
MEs). What is also required, are Timing Variables (e.g. timers) for storing time 
durations that measure some DE activities. Diverse types of Timing Variables are 
required for each type of input that flows into a DE—according to the “valid 
operating region” of its associated control-loop that was captured and defined at 
design time.  

Thus, every DE must expose the “views” captured by the Counters and the Timing 
Variables to its upper DE, which then assesses the “degree of stability” of the 
autonomic functionality realized by the particular lower level DE and decides to 
enable an appropriate response strategy towards reassuring stability. The upper DE 
may further aggregate some statistics and “views” and expose then further up the 
Decision Plane (possibly up to the level of network-level DEs) where more 
sophisticated decisions can be taken based on the wider knowledge about the network 
that is gathered by network-level DEs.  Finally, an autonomic behaviour triggered by 
a DE reacting to a change may inductively span a number of DEs, and their associated 
control-loops, which are enabling (via collaborations and interactions) an ultimate 
goal (i.e. an autonomic behaviour). Such an ultimate goal could be the (re)-setting of 
a parameter value on a single ME or multiple parameters on an ME(s) managed by the 
first triggering DE in the DE interaction chain, or could be the setting of multiple 
parameters on ME(s) managed by one or more other DEs involved in the DE 
interaction chain. A DE e.g. a Node-DE, belonging to a higher level than the DEs 
involved (which could be Function-Level DEs), provided it knows the causality 
graph for actions/policies employed by different DEs to achieve the ultimate goal, 
could then use information stored in Timer variables stored by lower-level DEs in the 
interaction chain, in order to infer stabilization time and challenges, via using this 
knowledge to improve cognitive response strategies over time. 

6   Concluding Remarks 

In this paper we address the issue of autonomic networks stability. Despite the 
existence of recent elegant analytic results in specific networking paradigms, the issue 
of stability in autonomic networking still lacks of concreteness, generality and mainly 
extensive validation; hardening the wide applicability of autonomic solutions in 
realistic environments. Following a pragmatic and concrete thread of analysis we 
identify, categorize and discuss all the key aspect that affect or characterize 
autonomic architecture stability, from theoretic analysis and network design point of 
view, to practical implementations and runtime solutions. Moving one step further, 
we propose concrete methodologies and highlight corresponding theoretic tool for 
addressing and studying stability problems in autonomic networks [15].      
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Abstract. Several solutions are proposed to enable scalable multihom-
ing over IPv6. One of these proposals is Shim6, a host-based multihoming
solution based on the modification of the Internet Protocol stack of the
host. This modification adds a layer below the transport protocols but
above the forwarding layer. As this approach makes the modifications to
the network stack transparent, existing applications automatically ben-
efit from Shim6 functionality.

In this paper we investigated aspects of the performance of the Lin-
Shim6 implementation from Université Catholique de Louvain. We also
outline our modifications of the LinShim6 implementation to allow ex-
ternal software to control the locators used between hosts.

Keywords: Shim6, multihoming, ECN.

1 Introduction

For a number of years now, the IETF has been working on IPv6, a succes-
sor to IPv4. More recently, work has been done to address the scalability of
the current internet architecture. The Internet Architecture Board (IAB) has
identified several limitations of the current internet architecture[1]. These issues
impact the scalability of inter-domain routing systems, which is reflected in the
growth of Border Gateway Protocol (BGP)[2] routing tables, and also in the
number of routes in the Default Free Zone (DFZ) Routing Information Base
(RIB) processed by BGP routers. Several factors which influence the growth
of BGP routing tables include, multihoming, traffic engineering, IP address al-
location policy, and business events, such as large mergers and acquisitions.
All of these factors can lead to an increased number of unique routing prefixes
that cannot be aggregated within the DFZ RIB and hence cause routing table
growth.

Several years ago, after examining the multihoming issue[3], the IETF char-
tered the Site Multihoming by IPv6 Intermediation (Shim6) working group to
develop a host-based IPv6 multihoming solution, [4] presents a good overview
of the requirements, constraints, and the process that led to the emergence of
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Shim6 as a multihoming solution. The Shim6 specification documents are now
published[5,6,7], and in this paper we report on our experiences with Univer-
sité Catholique de Louvain’s (UCL) publicly available Shim6 implementation
LinShim6[8,9] for the Linux kernel.

This paper is organised as follows: Section 2 provides a brief description of
the capabilities of Shim6 for the benefit of those readers unfamiliar with the
protocol. Section 3 describes both our overall goal and experiences in creating
a Shim6 testbed. Section 4 presents the baseline performance measurements,
with a brief description of the results. In closing, section 5 discusses the work
presented here within the broader context of the EU FP7 EFIPSANS1 research
project.

2 Shim6 Host-Based IPv6 Multihoming

The Shim6 protocol[6], has been designed to add multihoming capabilities to
IPv6 end-hosts. Potentially, this allows for far more IPv6 enabled sites to protect
their upstream connections, without having to go to the trouble of implementing
BGP peering. This means that entities can retain control within their own site
without incurring the overhead of deploying BGP.

Along with the Shim6 protocol, the IETF Site Multihoming by IPv6 Interme-
diation (Shim6) working group designed a failure detection and repair mecha-
nism, called the REAchability protocol (REAP)[7] which allows hosts to detect
and recover from failures.

Today, in the current (IPv4) Internet, a multihomed site is obliged to have
a network connection with each of its upstream providers, and the site has to
use IP addresses independent from those providers. These addresses come from
what is called Provider Independent or PI address space (as opposed to Provider
Aggregatable (PA) address space).

With Shim6 however, multihoming functionality is made available to the end
host using Provider Aggregatable addresses — removing the need to involve BGP
or any other protocol. At present, the default IPv6 address selection algorithm
[10] defines how the address pair for a communication session is selected, this
address pair does not change for the duration of the session. Shim6 offers the
ability to change the address pair used (and thus the path) during the session,
transparent to the application. The Shim6 approach uses routable IP addresses
(locators) as the identifiers visible to the transport layer. This also provides the
facility to change the locator pair in use should REAP detect that the currently
used pair of addresses (or interfaces) between two communication nodes has
failed. REAP will search for a working pair of locators and pick another working
pair (if available) when this occurs[7]. This change is performed at the network
layer, which means that applications and transport protocols do not need any
changes to benefit from this new capability.

1 Exposing the Features in IP version Six protocols that can be exploited/extended
for the purposes of designing/building Autonomic Networks and Services.
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3 Testbed

Our primary goal in this work was to get a baseline performance metric for an
existing Shim6 implementation, and then to integrate Shim6 into the overall
EFIPSANS architecture[11]. While Shim6 is already somewhat autonomous, in
that it can detect and recover from link failures, we augmented LinShim6 with
functionality to allow third party code to directly inform the Shim6 implemen-
tation which locators it should use. This facility could be used in the case of
a scheduled downtime, for example. As a proof-of-concept for the EFIPSANS
project, to demonstrate monitoring functionality, we developed a small daemon
coupled with a Linux Netfilter[12] module to detect congestion or loss in a net-
work through the Explicit Congestion Notification (ECN)[13] mechanism. This
information could then be acted upon by third-party code to instruct LinShim6
to change the locator set in use, based on congestion detected and other variables
such as, network load, jitter, delay etc.

3.1 Shim6 Testbed

This testbed (figure 1) was set up to replicate the scenario in “Performance
Analysis of REAchability Protocol for IPv6 Multihoming”[14]. We installed and
configured the UCL Shim6 implementation, LinShim6, and proceeded to gener-
ate a set of results in order to ascertain what differences (if any) were present
in the behaviour of this implementation versus the simulated results available
in[14]. The testbed consisted of:

– Two Dual PII blade servers, each with 3 Network Interface Cards
– One Juniper M10i running JunOS

From our initial work on constructing this testbed, a number of issues arose.
Initially we uncovered various bugs in the LinShim6 implementation, that be-
came apparent due to our deployment being on real hardware. This led to much
work being done both by ourselves and Sébastien Barré, the LinShim6 author,
to diagnose and fix these issues.

Fig. 1. Shim6 testbed in TSSG
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When deploying the testbed, it quickly became clear that the authors in[14]
did not use any routing protocols in the simulation. As our testbed was deployed
on real equipment we felt that is was important to be as realistic as possible so
we used the Open Shortest Path First (OSPF)[15] protocol on the inter virtual-
router links2. Obviously this meant that OSPF was able to recover from any
single link failure by itself. Consequently, in order that a path failure could be
simulated, the link between Cloud 2 and Cloud 3, was manually disabled, thus
restricting the available redundant paths between the two hosts.

When generating traffic, we originated all sessions from 2003::1 to 2001::1
through Cloud 1 and Cloud 2. Then, to simulate failure, at a certain point in
time, the link between Cloud 1 and Cloud 2 is disabled, this failure is detected
by REAP, and, after path exploration, the session should continue between the
locator pair of 2004::1 and 2002::1.

The tests performed involved the TCP[16,17,13] and UDP[18] protocols. For
TCP tests, we evaluated the TCP behaviour using the FTP[19] protocol. The
traffic used to evaluate the UDP behaviour corresponded, as close as possible
to a Voice over IP (VoIP) application using a G.729[20] codec both with a uni-
directional and bi-directional packet flow. To emulate G.729 the Iperf[21] tool
was configured to generate 8 kilobits of data per second (50 packets per second,
20 bytes per packet).

The Round Trip Time (RTT) in both paths was configured to be identical. The
Netem tool[22] was used to implement a normal distribution with a mean of 80ms
and a 20ms variance. The “failure” event occured at a random interval between 75
and 125 seconds after the test run commences. All test runs were terminated 60
seconds after the “failure” event. These choices were dictated by those used in[14].

To run the tests, scripts were written to automate every run. For each value
of Tsend from 1 to 15, 45 test runs were completed. This gave a total of 675 test
runs. This was done for each of TCP (the FTP protocol), bidirectional UDP, and
unidirectional UDP. Giving over 2000 total runs or over 4000 unique log files.

3.2 Explicit Congestion Notification

Congestion is a perpetual problem in networks and can have a detrimental effect
on user experience in situations where a high QoS is required (video streaming,
VOIP etc). The Explicit Congestion Notification (ECN) protocol provides a
means to detect congestion in IPv4 and IPv6 networks. Although it has been
standardised for over a decade, it has suffered from slow uptake. This appears
to be as a result of packet loss from intermediate routers rigidly enforcing earlier
RFCs, and hence dropping packets as “invalid”.

Briefly, when two endpoints have negotiated use of ECN, the sender of data
packets will mark the outgoing packets with an ECN code point (2 bits in the
IPv6 Traffic Class octet). An intermediate router approaching the point of con-
gestion which comes across one of these packets will update it to signal that it is
about to become congested, by setting the Congestion Encountered (CE) code

2 OSPF is used internally in our site, and was a logical choice.
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point. Upon receipt of such a packet, the receiver will notify the sender via the
ECN Echo (ECE) bit in the TCP header of the next TCP ACK, that the data
packet experienced congestion. The sender then will take steps to “back-off” in
an attempt to alleviate the congestion problem. Also, when an ECN-Capable
TCP sender reduces its congestion window for any reason, the TCP sender sets
the CWR bit in the TCP header of the first new data packet sent after the
window reduction. This means there are two indicators available for use to use
as congestion (or loss) indicators.

In order to facilitate some control over the chosen Shim6 network pair, we
have extended the LinShim6 user space daemon shim6d with a “put” command.
This command allows one to request Shim6 to use a specific locator pair at any
time. However, the selected pair is still subject to the normal Shim6 rules in that
if it should fail for whatever reason, Shim6 will automatically start the process to
select a valid locator pair. For the EFIPSANS project, we have added function-
ality to LinShim6 to use the information presented by the ECN implementation
when congestion (or loss) is detected and this information could potentially be
used to migrate any affected Shim6 sessions to a clear path. The decision to
migrate could be based on information such as prior knowledge of clear paths or
other knowledge that could be supplied to the host from another service[23,24].

The code consists of a Netfilter module and a user space daemon. The Netfilter
module intercepts any ECE or CWR marked packets for the user space daemon
to examine. If the daemon determines that the packet is, indeed of interest. The
daemon will output the source and destination addresses of the effected stream
via a network socket such that a listening application could make decisions based
on this data. The output from the network socket is shown in listing 1.

labadmin@sam :˜ $ t e l n e t l o c a l h o s t 2223
Trying : : 1 . . .
Connected to l o c a l h o s t .
Escape cha rac t e r i s ’ ˆ ] ’ .
<?xml ve r s i on=” 1 . 0 ” encoding=”UTF−8”?>
<ecn s r c=” 20 01 : 7 7 0 : 2 0 : 4 : : 2 ” dest=” 2001 : 770 : 20 : e : : 2 ” congested=” true ”/>
<?xml ve r s i on=” 1 . 0 ” encoding=”UTF−8”?>
<ecn s r c=” 20 01 : 7 7 0 : 2 0 : 4 : : 3 ” dest=” 2001 : 770 : 20 : e : : 2 ” congested=” true ”/>

Listing 1.1. Output from network socket

4 Results

4.1 LinShim6

As mentioned already, our Shim6 testbed was set up to replicate the scenario
depicted in[14]. In that paper the metric the authors used was “Application Recov-
ery Time”. This is defined as the difference in time between the last packet arriv-
ing through the old locator set (addresses), and the first packet arriving through
the new one, after the the path between the locator set has failed. This metric
accurately measures the time taken to recover from a path failure when there is a
continuous flow of traffic. The same metric was used for our measurements.
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Fig. 2. UDP Recovery Time

UDP behaviour. Figure 2 shows both bidirectional and unidirectional UDP
recovery times. Two traffic profiles have been emulated. The Iperf network test-
ing tool was used to generate a bidirectional UDP stream (VoIP conversation)
and a unidirectional UDP stream (audio stream), with similar characteristics.
Comparison with [14] reveals a marked similarity in results.

TCP behaviour. TCP has several characteristics that UDP does not, such as
reliability and congestion control. The authors used the FTP protocol to reliably
generate high-bandwidth traffic. Also, as the LinShim6 implementation is capa-
ble of resetting TCPs retransmission timeout (RTO), we also performed this test.
Figure 3 shows TCP recovery times for TCP both with and without the retrans-
mission timers reset. Figure 4 compares bidirectional UDP and TCP. As can be
seen from figure 3 and figure 4. The results obtained validates the proposals in
§4.2 of [14]. In this work, the authors proposed that after a new path is chosen for
a communication, that the TCP retransmission timer value should be reset. They
argue that this is both more efficient and more appropriate as the timer values are
dependent on the path in use now, not previously. Their simulation results showed
that the relation between the TCP recovery time and Tsend was was linear, and
the the modified TCP behaviour was also very similar to that of UDP.

4.2 Comments on ECN

We were unable to successfully enable IPv6 ECN in the router equipment in
our testbed. It appears that none of our routers (several Cisco, Juniper, Linux,
FreeBSD) supported full IPv6 ECN functionality. However, we were able to test
that our code functioned correctly. We were able to generate packet loss, and
thus detect when the TCP sender set the CWR bit of the TCP header, as shown
listing 2.

Consequently, we are confident that should we get to work with an IPv6
capable, ECN enabled router that we will be able to detect congestion and feed
that information up to a management entity.
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Fig. 4. Here we can see that for TCP with RTO reset enabled, the behaviour is almost
identical to that of bi-directional UDP. While unmodified TCP behaviour is clearly
visible, showing the staircase like graph.

root@sam :˜/ s r c /tmp/ecnd# ./ ecnd
[ S i gna l ] Creating s i g n a l hand le r s
[ [ECN Queue ] ] Binding n fn e t l i nk queue as n f queue hand le r for AF INET6
[ [ECN Queue ] ] Binding this socket to queue ’ 0 ’
[ C l i e n t ] ( c l i e n t socket handle=5)
[ECN Monitor : parse ( ) ]
( seq =916108003 , ack seq =−1562873524) CWR = 1 , ECE=0, SYN=0, ACK=1
[ Process ] Added path :
( s r c= ’ 2 0 0 1 : 7 7 0 : 2 0 : 8 4 : : 2 ’ ,
de st= ’ 2 0 0 1 : 7 7 0 : 2 0 : 8 4 : 2 5 0 : c 2 f f : f e 07 : 92db : ) ECN=Yes
[ECN Monitor : parse ( ) ]
( seq =575124451 , ack seq =−1562873524) CWR = 1 , ECE=0, SYN=0, ACK=1
[ECN Monitor : parse ( ) ]
( seq=−234932923 , ack seq =−1011743955) CWR = 1 , ECE=0, SYN=0, ACK=1

Listing 1.2. Output from ecnd daemon
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5 Conclusion

This paper presents details of work done in evaluating Université Catholique de
Louvain’s (UCL) publicly available Shim6 implementation. Its performance in
our test network was compared against prior work, where the the behaviour of
the Shim6 was simulated. The actual results obtained compare favorably with
the simulation results. We then proceeded to implement a feedback mechanism
based on the the Explicit Congestion Notification (ECN) protocol. This could
allow for the re-balancing of traffic between hosts on clear (not experiencing
congestion) paths should the hosts desire this functionality. Or indeed, in our
case just act as a mechanism for reporting network congestion or loss to an
EFIPSANS Managed Entity, which, monitors network performance.

We are also interested in testing our work across the Internet itself and gaining
more relevant information as to the behaviour of Shim6 in larger deployments.

Acknowledgements

This work was partly funded by the European Commission via the 7th Framework
Programme Integrated Project EFIPSANS (grant no. 215549). Many thanks to
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Abstract. Both cooperative transmission and autonomic networking
have emerged recently as very promising technologies ready to become
the key components of the concept referred to as the Future Internet.
Cooperative transmission has been one of the hottest research topics
lately capitalizing on the exploitation of relay nodes, while autonomic
networking is promoting a very desirable vision that networked systems
should be able to act as a living organisms and self-configure without any
external intervention. This paper promotes the idea of joint approach to
both technologies so the end users are benefited in terms of the quality
of services they are provisioned.

Keywords: Cooperative transmission, autonomic networking, service
provision, Future Internet.

1 Introduction

Both cooperative transmission [7] and autonomic networking have emerged re-
cently as very promising technologies ready to become the key components of the
concept referred to as the Future Internet. On the one hand, there is the coopera-
tive transmission being one of the hottest research topics lately which capitalizes
on the exploitation of radio channel diversity provided by additional relay nodes.
On the other hand, there exists the paradigm of autonomic networking based on
the idea that a given networked system should be able to act as a living organ-
ism so that it is able to self-configure without any external intervention. Now,
as the topic of Future Internet has become the focal area of interest investigated
thoroughly be the research community, both approaches seem to be coming to
a common point. In particular it is of prime importance to guarantee seamless
service provision so end users can observe actual benefits resulting from the lat-
est advances in modern communications systems. There is then an urgent need
to devise networked systems that would be able to self-manage so they offer the
best possible service to end users while strictly following the policies imposed by
network operators. Consequently, such a system would have to express the ability
to analyse the current situation and then make an attempt to benefit from the
gains offered by cooperative transmission by means of the concept of autonomic
networking in terms of configuring network devices properly so they are able to
expose certain cooperative behaviours. The concept presented in this paper is de-
veloped as a part of the Generic Autonomic Network Architecture (GANA) [2].
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The paper is organised in the following way. First the concept of virtual
antenna array aided space-time block coded cooperative transmission is out-
lined together with the considerations about its applications and specific topics
of research. Then the section about autonomic networking follows, where the
paradigm of autonomicity is presented along with a discussion about the facili-
tation of certain network behaviours such as an ability to instantiate cooperation
among nodes. The discussion is carried out in the context of service provision
for the Future Internet. Conclusion outlines the main points of the analysis and
brings the closing remarks.

2 Cooperative Transmission

The idea of cooperative transmission aims at improving the reliability of wireless
mobile communications through the use of diversity that can be provided thanks
to additional network nodes assisting in the transmission between the source
node and the destination node. This is in fact possible because the rationale
behind space-time processing can be easily mapped onto networking as long
as tight synchronization is guaranteed. In other words, network nodes can be
perceived as the elements of a virtual antenna array [5] and they can act as a
distributed space-time encoder [9]. The basic approach is described in Figure 1
and the transmission takes two stages.

Fig. 1. Generalised virtual antenna array concept

First, the source node (SN) broadcasts the data to be delivered to the desti-
nation node (DN) and the relevant information is received by the intermediary
node(s). Each of these nodes might become a relay node (RN) and during the
second phase only the intermediary nodes selected as relays are entitled to re-
send the received data towards the destination. This process requires proper
synchronisation and application of a spatial-temporal processing technique to
orthogonalise the wireless radio channel.

Different spatial-temporal processing techniques can be taken into account
and in this paper the emphasis is laid on space-time block coding while the
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other techniques are generally equally well applicable to the presented concepts.
The simplest space-time block code G2 is defined below (1) to outline the basic
operation of space-time processing aiming at wireless channel orthogonalisation,
as well as to better illustrate its relation to the concept of virtual antenna arrays.

G2 =
[

x1 x2

−x∗
2 x∗

1

]
(1)

The operation of a space-time block encoder (or its distributed version in the
form of a virtual antenna array) for the presented matrix of the G2 code can
be described as follows: in the first time slot the x1 and x2 symbols are sent
by the first and second transmit antenna respectively and then, in the second
time slot, the −x∗

2 and x∗
1 symbols are transmitted alike. As it has been already

mentioned this operation can be translated to virtual antenna array aided coop-
erative transmission by simple substitution of antennas with network nodes and
by the addition of certain network logic able to provide the notion of cooperative
processing.

Cooperative transmission is not only applicable to mobile ad hoc networks,
mesh networks or sensor networks but there already exist interesting applications
to the next generation cellular systems as well [6] (see also the evaluation results
contributed by the author to [8]). Regardless the environment, however, in most
of the cases there is a need to answer the question of the selection of relay nodes
to be included in a virtual antenna array. The question of transmit antenna se-
lection was similarlyl applicable to plain space-time coding systems where one
could have observed benefits from proper antenna selection [12]. For networked
systems, however, this issue becomes even more substantial and complex as the
network topology may be changing rapidly. One of the proposed approaches
assumes the employment of specific existing routing layer mechanisms for the
purposes of gaining access to and capitalising on topology information readily
available at the network layer. In particular the Optimised Link State Routing
protocol (OLSR) [4] is used which belongs to the proactive group of routing pro-
tocols tailored to Mobile Ad hoc Networks (MANET). The obvious advantages
of the OLSR protocol include its ability of proactive network topology discovery
and its inherent optimised broadcasting mechanism in the form of the multi-
point relay (MPR) station selection heuristic. As described in [14] and [13] the
modification of this mechanism allows for a seamless integration of the concept
of virtual antenna aided and space-time block coding based cooperative trans-
mission into the existing protocol. In other words, thanks to careful extensions
to the OLSR protocol ensuring its backward compatibility one is able to capi-
talise on the routing mechanisms and additional information readily available at
the network layer for the purposes of optimising the performance of a link layer
system employing the aforementioned virtual antenna arrays. The applicability
of multi-point relay selection heuristic is outlined in Figure 2.

Analysing Figure 1 and Figure 2 one can see that both the concept of virtual
antenna arrays and the multi-point selection heuristic overlap in the sense that
multi-point relay stations can cooperatively constitute virtual antenna arrays,
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Fig. 2. Multi-Point Relay Stations

i.e. the nodes denoted ad MPRs can take the role of RNs. An important aspect
here is that both approaches can be seamlessly integrated into an operating
protocol which is continually further developed [3] and will be certainly deployed
in the future. The reader is referred to [14] for additional details and analysis
of this approach while more information about incorporating this idea as one of
the key building blocks of the future autonomic networking will be outlined in
the remainder of this paper. Especially on the verge of introducing the Future
Internet envisioning wide use of the end user mobile communications devices
one can expect the presented issue of cooperative transmission to become one of
the key elements of the systems to be devised. The concept of assigning nodes
to a virtual antenna arrays is particularly vital when viewed from the network
perspective. In that case numerous concurrent cooperative transmissions may
occur at the same time and the network itself will have to handle the provision
of certain quality of service not only according to user demands but also keeping
in mind the policies imposed by a network operator. Autonomic networking
seems to be a straightforward approach to addressing this question.

3 Autonomic Cooperative Networking

Autonomic networking has emerged as one of the most promising approaches
towards the instantiation of the self-managing Future Internet [2]. Although it
attracts a lot of attention, the notion of autonomicity should not be, however,
mixed with cognition or the ability of being autonomous. An autonomic sys-
tem is simply characterised by the ability to self-configure without a need for
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any external intervention. On the contrary an autonomous network is expected
to display certain dose of cognition which is a very interesting add-on to auto-
nomicity and is in the scope of this work. The inherent feature of autonomic
networking is a need for continuous monitoring so the network is able to self-
configure according to the imposed policies and taking into account additional
information about incidents that through proper fault-management can improve
the service resilience [1]. The aforementioned factors are particularly important
for mobile ad hoc networks which depending on the scenario might be charac-
terized by a very dynamically changing topology affecting the ability of nodes
to cooperate efficiently.

In general, such an autonomic network should behave like a living organism
which is continually driven by a very large number of processes running on their
own but remaining in close correlation without any specific need for intervention
form a central entity for most of the time of operation. To map such a concept
onto networked systems one needs to apply specific network engineering mecha-
nisms which are currently undergoing pre-standardisation [11]. Particularly, the
idea of control loops is applicable to such systems, where a decision element
(DE) is controlling a managed entity (ME) based on a closed information flow
and with the use of external monitoring and policies related data (Figure 3).

Fig. 3. Generic control loop

It is crucial to note that not only distinct nodes should express autonomic
behaviours but the network should be autonomic as a whole. Consequently, it
is expected that the network should continuously monitor itself and be able to
allign its current operation with the requirements arising from monitoring data
or simply imposed by (changing) policies. It means that distinct nodes should
express autonomic behaviours but in specific cases decisions might need to be
taken at the network level. As a result in certain circumstances the freedom of a
decision element to make decisions based just on the available information can be
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limited by directions given by a higher level decision element. The decisions might
need to be taken at the network level in order to make it feasible for the network
to perform tasks of a global scope. At the same time different operations, such as
cooperation between or among nodes can be carried out without any interruption
as long as this does not result in a violation of the rules. Whether to exercise
autonomic behaviours at the node and/or at the network level depends on the
character of the environment. Full ability to exercise autonomicity at nodes might
be of prime importance for mobile ad-hoc networks formed by the end use where
it is the user to cover the costs. On the contrary, one would probably emphasise
the autonomic network features when network operator devices are concerned.
Ideally, the network should be autonomic and at the same time the autonomic
behaviours of distinct nodes should not be affected. It means that in case there is
a need for a mobile ad-hoc network to request a node to act as a router, the node
should be offered some benefits (e.g. free-of-charge access to services, et.) that
could compensate, e.g., for quicker battery drainage. One can indeed think about
certain mechanisms for motivating the nodes to autonomously trade their level of
autonomicity for some benefits in order to make it possible for the whole group to
meet predefined goals. An autonomic network formed of autonomic components
should be then able to carry out certain internal negotiations in order to reach
a common agreement. This is done through the interactions among decision
elements and as a result service is more likely to be guaranteed in situations
where typically it would be very difficult or even impossible to be handled.

The question of service provision in future autonomic cooperative networks
has many very interesting aspects and the cooperation between/among nodes is
one of them [10]. Similarly to the aforementioned situation, where specific users
might not be willing to agree to become routers, also nodes that could guarantee
the required level of service through mutual cooperation at the link layer might
not want to do so. There are many degrees of freedom and mechanisms for sorting
similar problems out need to be devised. Again the notion of autonomicity can
be instantiated here through the interaction between the decision element and
its managed entity, which might be e.g. a routing protocol such as OLSR. For the
OLSR protocol it is possible to define willingness of a node to carry and forward
traffic. This is one of the links to introducing autonomicity. Another aspect is the
multi-point relay station selection heuristic which uses this parameter and can
be aligned with the concept of virtual antenna array aided cooperation through
distributed space-time block coding. The issue of willingness has an implication
on the type of cooperation. Actually, cooperative transmission might not always
be possible and there might be an urgent need to schedule different cooperative
(Figure 4a and Figure 4b) or even non-cooperative transmissions (Figure 4c) at
the same time.

The presentes approach to autonomic cooperative networking in the context
of service provision brings up some open questions. First of all, assuming node
cooperation to be one of the components thanks to which system performance
and coverage can be improved in mobile ad-hoc networks, one ends up with a
question regarding the feasibility of encouraging end users carrying their battery



Future Autonomic Cooperative Networks 77

Fig. 4. Potential transmission modes

power limited devices to enter into cooperation. Secondly, assuming this can
be done through incentives an optimisation problem arises on how to schedule
multiple concurrent cooperative and non-cooperative transmissions, especially
when different types of cooperation and relaying are allowed. Finally, making
an attempt to capitalise on the paradigms of autonomic networking one comes
across the issue of stability and scalability of such an overlay system composed
of numerous interacting control loops.

4 Conclusion

Both the idea of cooperative transmission and autonomic networking seem to
be the crucial building blocks for the Future Internet. It is envisaged that de-
pending on the situation and policies a network of the future should be able to
self-organize in an autonomic way so the expected service provision criteria are
met. These criteria may be imposed e.g. by routing, i.e. the network is expected
to be able to self-organize so the quality of service requirements for different
flows are fulfilled. To this end, the network is expected to schedule autonom-
ically an optimum combination of the aforementioned concurrent cooperative
and non-cooperative transmissions and make any necessary updates on the fly.
This is crucial for networks composed of battery constrained user devices such
as laptops which might not necessarily be willing to offer their resources to be
shared through cooperation because of the risk of draining the battery power
more quickly. This might have a negative influence on the services offered and
special arrangements are necessary so users are encouraged to participate by
being granted special incentives. It is then also expected that a network will be
able to observe the behaviors of different nodes and learn from this knowledge
through cognition.

Acknowledgments. This work has been partially supported by EC FP7 EFIP-
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14. Wódczak, M.: Extended REACT Routing information Enhanced Algorithm for Co-
operative Transmission. IST Mobile and Wireless Communications Summit (June
2007)



K. Pentikousis et al. (Eds.): MONAMI 2010, LNICST 68, pp. 79–86, 2011. 
© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2011 

An Autonomic Monitoring Framework for QoS 
Management in Multi-service Networks 

Constantinos Marinos, Christos Argyropoulos,  
Mary Grammatikou, and Vasilis Maglaris 

Network Management & Optimal Design Laboratory (NETMODE) 
School of Electrical & Computer Enigineering 

National Technical University of Athens (NTUA) 
Tel.: +30 210.772.1451, Fax: +30 210.772.1452 

{cmarinos,cargious,mary,maglaris}@netmode.ntua.gr 

Abstract. Autonomic monitoring procedures in multi-service networks provide 
not only feedback to end users, but also self-handling monitoring events to 
network operators. In this work, we present an autonomic monitoring framework 
for Quality of Service (QoS) management in multi-service networks. Our 
framework introduces aggregation mechanisms to deal with the excessive 
number of alarms, triggered in an autonomic networking environment. The 
proposed framework was assessed via an early prototype, deployed to IPv6 end-
sites, distributed across Europe and interconnected via the Internet.  

Keywords: autonomic monitoring, QoS management, multi-service networks. 

1   Introduction 

End-to-end Quality of Service (QoS) for multi-domain service calls remains a 
challenge for next generation networks, as various real-time and bandwidth-sensitive 
applications are all migrating to an IP based architecture. Popular applications such as 
Video on Demand, Voice over IP, IPTV, online gaming require strict QoS and 
underlying Quality of Experience. 

Increasing complexity and size of computer systems and networks lead to more 
complicated and distributed management systems. Moreover, multiple end-node 
services probe network elements or the operating system, in many cases 
simultaneously, with no coordination. Hence unreliable measurements may be taken 
causing unpredictable system behaviors or service degradation due to tuned 
measurements. Autonomic computing and autonomic networking have been arisen as 
the key concept in the effort of complexity confrontation. Autonomic computing and 
networking exhibit several self-management properties that will characterize 
autonomic systems like: self-configuration, self-healing, self-optimization and self-
protection [1], [2], [3]. One of the main pillars of the autonomic networking is the self-
monitoring mechanism. Self-monitoring is a fundamental operation in the autonomous 
systems providing not only a feedback to the other entities of the autonomic framework 
for the changing conditions, but also providing the capability of self-handling health 
measurements, network measurements and alarms. When an incident occurs in an 
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autonomic environment self-management entities accomplish their functions by taking 
the appropriate actions, without human intervention. Following the design principles of 
an emerging Generic Autonomic Network Architecture (GANA) [4] for autonomic 
networking we present the architecture of a framework that orchestrates several 
monitoring entities, while handling and controlling the monitoring processes. 

Advanced monitoring tools that have been developed, aiming to achieve more 
accurate monitoring alarms and notifications, take into account the network topology 
and services dependencies. Mechanisms that have as an input host and network 
dependencies use this information to diagnose fast and accurately, where and what 
problem occurred within the network. When an incident is classified as a host or 
service event, according to specific thresholds, the monitoring mechanism activates 
multiple checks. The self-monitoring mechanism defines if the specific service is 
actually the root cause of the emerged event or another one exists that produce 
collateral effects. 

This paper focuses on the design and development of an autonomic monitoring 
framework1 to maximize the experienced QoS of the end user during an inter-domain 
application. In this work we propose a dynamic self-monitoring mechanism 
introducing the Orchestration Engine entity with self-adapting characteristics. The 
main goal is to design a mechanism that it could have the ability to be self-adjusted in 
a varying network topology and different services. Furthermore the proposed entity 
will have the ability to monitor the overall node health status by collecting 
information, keeping monitoring records and aggregating information in different 
time instances, collected by different sensor interfaces. 

The modular architecture of the Autonomic Monitoring Framework is based on the 
separation of monitoring tools and business logic mechanism. This permits the 
harvest of different monitoring data from different protocols and mechanisms. The 
different interfaces act as middleware between monitoring architectures of 
heterogeneous networks, regardless of the protocols and data models used by each 
network. In addition, the monitoring framework should have the ability to set a 
hierarchical map of dependencies for the hosts and the services that are under 
surveillance according to different policies. 

The rest of the paper is organized as follows: Section 2 presents related work; 
Section 3 describes the autonomic framework along with its core components and its 
architecture for monitoring procedures. In section 4 the evaluation and testing of the 
framework is performed through a multi-domain application scenario. Finally in 
section 5 we provide some concluding remarks, including challenging issues that are 
part of our current and future work. 

2   Related Work 

To date several frameworks have been proposed to support the monitoring for specific 
end-to-end (e2e) network metrics like packet loss, RTT, delay, bandwidth, jitter. Each 
framework has its own methodology based on installing measurement points either at 

                                                           
1  According to [14] “Frameworks are a special case of software libraries in that they are 

reusable abstractions of code wrapped in a well-defined Application programming interface 
(API)”. 
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the end nodes (sites), i.e. the receiver or the sender, or by setting a measuring point at an 
intermediate node along the path. Notice that some of the methods make assumptions 
for a part or the whole e2e path, based on intermediate measurement points. 

Monitoring specific QoS metrics between client and server is a well known 
problem. The authors of [11] outline a method that measures round-trip-time in the 
three-way handshake at the beginning of every TCP connection. In [12] two methods 
for measuring RTT from an intermediate node are examined. 

With respect to the above proposals, our framework differentiates from the others 
in the sense that it introduces an autonomic mechanism for the detection and 
reconfiguration of the measurement mechanisms. Additionally, our monitoring 
framework has been deployed in IPv6 sites, hosted by four European partners of the 
FP7 European Commission Project EFIPSANS [1]. 

3   Framework Architecture 

In this section, we describe the main principles that must be followed by a multi-
domain performance monitoring tool for accurate measurements. We then describe 
the logical view of our architecture schema and present the development of a 
framework prototype. 

Our monitoring framework should be supported in each end-site of a service path. 
In the multi-domain environment of the Internet, support of the framework in 
intermediate points of the path would enhance the accuracy of e2e measurements. 
Well defined APIs carry out the communication between frameworks of the involved 
sites. When an alarm or notification occurs the monitoring framework collects and 
handles the event without administrators interfere. In this way, an autonomic 
approach is achieved with the integration of the corresponding entities. 

3.1   Design Objectives 

Three different methods of monitoring are being used to aggregate network level 
performance assessment: active, passive and piggybacking. Modern network 
infrastructures use these main techniques in order to collect and analyze measurements. 

Active measurements require test-packet generation into the network. Traditionally, 
active measurements include ping and traceroute utilities. More sophisticated tools 
like Multicast Beacons [5] have been developed, which emulate application specific 
traffic and use the obtained results of performance to estimate the end-user Quality of 
Service. More popular tools for active measurements are iperf [6], bwctl [7], owamp 
[8] that use sophisticated packet probing techniques. 

In comparison to the active measurements, the passive measurements do not produce 
test packets. They require capturing of packets and their corresponding timestamps 
transmitted by applications running on network attached devices over various network 
paths. Some of the popular passive measurement techniques include collecting Simple 
Network Management Protocol (SNMP) and NetFlow data from network switches and 
routers. Piggybacking is at the moment mostly a research-oriented approach with time 
stamping and sequence numbering information being used.  

Our Monitoring Framework uses specific monitoring tools that should follow some 
fundamentals architectural guidelines in order to be in conformance with monitoring 
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techniques. A monitoring tool that will be installed in an end-to-end path must not 
interfere with the application. If the monitoring tool generates traffic in order to 
measure the end-to-end path, that traffic must be low enough so that we will not have 
any interjections with the running applications. In addition, the tool should support 
the on-demand measurements at any time. It should be simple and easy to be installed 
in any node across the network path without consuming too much hardware or 
network resources. Finally, it should be IPv6 enabled in order to call IPv6 addresses. 

Scalability is another critical design goal. At any given time, a varying number of 
users can make a varying number of measurements. The monitoring framework 
should be able to support multi-service optimization. This means that the framework 
should not maximize one service, if this leads to discrimination of another. 

3.2   Architecture Overview 

In order to build our monitoring framework and manage the Quality of Service along 
a requested service path, we have applied the three-tier architecture [9]. The core 
elements of the Monitoring Framework are the Orchestration Engine, the Policy 
Handling Module and the Event Correlation Module. 

 

Fig. 1. Framework Architecture 

Today’s practice of segregated monitoring mechanisms leads to multiple service 
requests for QoS-related measurements generating redundant measurement data. For 
this reason the lowest tier, referred to as the Persistence Layer [13], of our 
Monitoring Framework consists of a database that stores all measurements collected 
from the different monitoring entities. This database also contains the different 
policies derived from the Policy Handler and related statistical analysis results.  
The Policy Repository contains data for the network and system inventory that  
every service can access. By continuously collecting this information we build up 
knowledge about the performance of a service like ftp or video on demand between 
two specific end-sites. The monitoring entities belong to the Middleware Layer feed 
the Event Correlator with periodic values for all the network metrics. 
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The Policy Handler implements the manipulation mechanism of the monitoring 
architecture. Policies originate either from the Administrator or the entities of the 
autonomic system with the authority to edit policy profiles. These entities are referred 
to as decision elements in [4].  

The Policy Handler is responsible for informing the Orchestration Engine for the 
policies that govern the different services: It retrieves the different parameters and 
thresholds that must be fulfilled depending on the requested service, from the 
database and informs the Orchestration Engine. If, for example, there is a request 
from the Orchestration Engine for an IPTV stream servicing an H.264 video movie 
file with 24 frames/sec in standard definition, the Policy Handler will respond with a 
minimum requirement of 15 Mbps bandwidth. The administrator can have access to 
the policies – add, edit, delete - that are stored in the database through an 
administrative interface, if he needs to change a specific policy. An additional 
interface of the Policy Handler permits policy manipulation from an upper layer of 
self-manageability (autonomicity), such as the node level or network level in [4]. The 
existence of this second interface permits the adaptation of the Monitoring 
Framework to a more generic Reference Model for Self-Managed Networks. 

The Orchestration Engine is the core entity that is responsible for the alarm 
propagation outside the monitoring framework and to respond to any quality control 
request coming from a user service request. It handles the role of the logic entity 
which is responsible for the smooth monitoring operation inside the Autonomic 
Architecture. It is responsible to satisfy any monitoring request providing system and 
network measurements with an efficient non-redundant way. 

Moreover the Orchestration Engine takes care of active measurements scheduling 
and handling. QoS-related measurements in many cases are CPU and bandwidth 
demanding, in order to reveal bandwidth bottlenecks and packet forwarding 
prioritization mechanisms [10]. It schedules active measurements based on 
information from already stored data; new measurements are executed if data are out-
to-date according to thresholds defined by the Policy Handler. 

The Policy Handler defines thresholds of measurements concerning specific 
service policies. It accordingly initiates notifications and alarms. The Orchestration 
Engine is in charge of deciding for: (i) the scheduling of measurements, (ii) the 
severity of an alarm, (iii) the impact of the event that triggered an alarm, (iv) 
notifications that need to be propagated outside the monitoring entity and their 
verbosity, (v) the abortion of an alarm in case of flapping event state, (vi) the handling 
of an event without further interactions with other entities. 

The Orchestration Engine’s Logic combines input from the Event Correlator and 
Policy Handler to make decisions related to its aforementioned six tasks. The required 
logic rules manage the measured data from the Event Correlator according to policies 
taken from the Policy Handler. 

The Event Correlator is responsible for:  (i) generating messages, (ii) sending them 
to the Orchestration Engine, (iii) managing the suppression and aggregation of the 
measurements, (iv) correlating multiple measurements and statistics from different 
sources (monitoring entities), that form a logical set, escalate the severity of a 
notification and create a new notifications, (v) binding repeated measurements, (vi) 
correlating measurements based on service dependencies, (vii) suppressing transient 
measurements. It may combine inputs directly from the different Monitoring Entities, 
but also from monitoring data stored to a local repository. 
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Requests that could trigger the Orchestration Engine could be a query from a user 
that requests a custom measurement between two nodes during a streaming service; or 
it could be a notification from the Event Correlator about a service threshold 
violation. In the first case, the Orchestration Engine would send a message to the 
Event Correlator in order to notify the responsible monitoring entities for the custom 
measurement. In the second case, if a violation of a threshold service would take 
place, a notification would be sent to the Orchestration Engine from the Event 
Correlator. Then the Orchestration Engine could re-initiate the service and inform the 
administrator for the violation, in order to change the service settings, reconfigure  
the service, or start troubleshooting process, via the notification interface of the 
Monitoring Framework. 

4   Framework Evaluation 

To evaluate our framework, we used a test-bed consisting of four IPv6 enabled nodes, 
distributed across Europe in partner sites of the EFIPSANS project [1]. A large file was 
transferred over the Internet; the end-nodes were acting as measurement points with 
Monitoring Frameworks installed on them. Measurements were collected in a main node, 
located at the NETMODE Laboratory, National Technical University of Athens 
(NTUA). The other nodes were hosted by Telefónica in Madrid, the Telecommunications 
Software & Systems Group (TSSG), Waterford Institute of Technology, Dublin and the 
Greek Research & Technology Network (GRNET) in Athens.  

An Apache HTTP server running at NTUA was playing the role of the framework 
User Interface (UI). Through this UI, a user could take on-demand measurements and 
see graphical representations of the various network paths through the four nodes. 
Different scenarios with respect to packet loss, one-way delay and jitter were tested 
between different node pairs. For each network pair we ran periodically 
measurements continuously for 30 days. In the following figures we present some 
sample measurements obtained by using our Monitoring Framework. 

In Figure 2, we show the Bandwidth (Mbps) measurements between two IPv6 nodes. 
As we can see, it exhibits significant variations ranging from 10Mbps to 70Mbps. 

 

Fig. 2. Bandwidth (Mbps) representation 
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Fig. 3. Packet loss (%) representation 

In Figure 3 we show Packet Loss during a week in both directions. It is mostly 0%, 
but frequently exhibit peaks in both directions. The difference in the two curves may 
be due to the asymmetric nature of the two directions between the two nodes. 

Finally, the jitter (ms) representation is shown in Figure 4. In one direction we can 
notice that we have almost no jitter with some peaks in some cases, while in the 
opposite direction we have an average jitter of 1ms. 

 

Fig. 4. Jitter (ms) representation 

5   Conclusions 

In this paper we propose an autonomic Monitoring Framework to assess end-to-end 
QoS in multi-service networks. As a proof of concept, we designed and developed an 
autonomic monitoring framework introducing the Orchestration Engine entity with 
self-adapting and self-monitoring capabilities. 

We deployed our prototype in four IPv6 enabled sites across Europe. These sites 
were interconnected by multi-domain networks, i.e. the commercial Internet and 
over-provisioned high speed communication networks (NRENs and GÉANT). We 
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subsequently ran measurements on e2e QoS (packet loss, bandwidth, one-way delay 
and jitter). Our results are reported in this paper but require further analysis.  We 
are currently considering several extensions, e.g. assessing Quality of Experience 
(QoE) from QoS metrics for demanding services (streaming of HD video, IPTV, 
VoIP and Online Games).   
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Abstract. Mobile devices are connecting to the Internet through an
increasingly heterogeneous network environment. This connectivity via
multiple types of wireless networks allows the mobile devices to take
advantage of the high speed and the low cost of wireless local area net-
works and the large coverage of wireless wide area networks. To maxi-
mize the benefits from these complementing characteristics, the mobile
devices need to be able to switch seamlessly between the different net-
work types. However, the switch between the technologies, also known
as a vertical handoff, often results in significant packet loss and degrada-
tion of connectivity due to handoff delay and also increased packet loss
rate on the border of the coverage area of the networks. In our previous
work, we have proposed an inter technology mobility management ar-
chitecture which addresses the packet losses using selective resending of
packets lost during the handoff period. In this paper, we extend the ar-
chitecture to address packet losses due to wireless errors more efficiently
by taking advantage of erasure codes to form redundancy packets. We
propose to send these redundancy packets over both links. We show that
this proposal reduces both the chances of packet loss and the buffering
requirements of the original SafetyNet scheme.

1 Introduction

With the proliferation of new wireless access network technologies, mobile users
can now access the Internet using multiple types of access network technologies.
This heterogeneous network environment provides access through a varying range
of network technologies. The characteristics of these access networks vary greatly;
Wireless Local Area Networks (WLANs) provide high speed access with a net-
work latency of tens of milliseconds, often at the price of fixed Internet access
but with a very limited coverage. Wireless Wide Area Networks (WWANs) on
the other hand provide wide coverage but have a significantly lower data rate,
higher latencies up to several hundreds of milliseconds and a cost which may sev-
eral magnitudes larger than that of WLAN networks. Therefore, it is beneficial for
a mobile user to be able to switch seamlessly between the different technologies.

Seamless switching between heterogeneous access networks requires carefully
managed vertical (inter-technology) handoffs. Protocols, such as Mobile IP [4],
can be used for ensuring the handoff does not break the on-going connections of a
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mobile node and that the mobile node remains reachable in spite of the handoff.
However, the vertical handoff performance of Mobile IP often leads to significant
disruption of on-going traffic [1]. Earlier work in the field of mobility management
has mostly focused on minimizing the impact of horizontal handoffs, i.e. moving
between two networks of the same technology and does not provide optimal
performance in vertical handoffs.

In our previous work, we proposed a localized mobility management protocol,
SafetyNet [2] for minimizing the impact of vertical handoffs. The SafetyNet pro-
tocol utilises make-before-break handoffs, in which the mobile node breaks its
connectivity with the previous access router (PAR) only after connecting to the
new access router (NAR) which makes it possible to perform lossless handoffs.
However, upward vertical handoffs, i.e. handoffs from WLAN to WWAN net-
works are typically performed only when the signal to noise ratio for the WLAN
has degraded to nearly unusable. This poor signal strength of the WLAN may
result in packet losses due to wireless errors or complete loss of connection with
the PAR during the time it takes to prepare the WWAN interface and link
layer connection to the NAR. To address this issue, SafetyNet combines the
make-before-break handoffs with buffering at the NAR with selective delivery of
packets from the buffer, so that any packets lost on the previous link (between
the mobile node and PAR) are delivered from the buffer of the NAR at the new
link. This allows for the recovery of the packets lost during the handoff period
due to wireless errors or loss of connection with the previous access router. This
mechanism is described in more detail in the next section.

The SafetyNet protocol showed a significant performance improvement over
Fast handovers for Mobile IPv6 [5] in empirical measurements in favorable con-
ditions for a vertical handoff scenario both in terms of TCP performance and
in terms of over-the-air overhead. However, the worst case performance of Safe-
tynet is close to that of Fast Handovers for Mobile IPv6 protocol. In this paper,
we target the average and worst case performance of the protocol by replacing
resending of packets with use of packets based forward error coding (FEC) [6]
both on the link of the previous router and on the link of the new router. We
show that by using an adaptive coding scheme we can reduce the cost of recover-
ing lost packets significantly while improving the Safetynet architecture in terms
of processing.

In the next section, we firstly present an overview of the SafetyNet protocol
and then discuss its limitations in section 3. Our contribution is given in section 4
where we detail an improved solution and provide a preliminary performance
evaluation. Finally we present relevant related work in section 5 and conclude
this work in section 6.

2 Overview of the SafetyNet Protocol

In the SafetyNet protocol [2], a Mobile Node (MN) moving from a link connected
to the Previous Access Router (PAR) to a link connected to a New Access Router
(NAR), initiates the vertical handoff from PAR to NAR with PAR when it senses
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that it is about to lose connectivity with the PAR. The handoff process shown
in Figure 1 is described briefly below.

– A mobile node which performs a handoff from an old network to a new
network will first initiate the handoff with the access router of the previous
network (PAR). In a vertical handoff, the mobile node would start activating
the network card and preparing a link layer connection with the router of
the new network link (NAR) at the same time.

– After a negotiation with NAR, PAR starts delivering copies of packets des-
tined to the old location (care-of address) of the mobile node to the NAR by
using tunneling. The PAR labels the packets using a sequence number, so
that both the original and the tunneled copy of each packet have the same
sequence number. The sequence number is incremented for each new packet.
NAR stores these packets in a buffer.

– Mobile node observes the sequence numbers of packets it receives during the
handoff at the old location on the link of the PAR. When the new link is
ready, it signals the NAR to deliver all the packets from its buffer that the
mobile node did not receive during the handoff at the link of the PAR. In
Fig. 1, this would be packets starting from sequence number 2.

The details of the protocol are described in more detail in the original article [2].

3 Problem Statement

The original SafetyNet architecture has four main issues. One of them deals with
the rate at which the next AR (NAR in Fig. 1) buffer is filled. In the case where a
mobile node moves from a WLAN to a WWAN, the rate at which packets arrive
may often be higher than the rate at which they can be sent in the new network
and as a result, the rate at which the buffer is emptied. Indeed, the new WWAN
network may often combine a higher delay and a lower bandwidth than the old
WLAN network, and this can lead to a significant loss of packets due to buffer
overflow. The buffering has a second problem: The buffer space required is the
product of the data rate for a user at the old link times the handoff duration. For
vertical handoffs from WLAN to WWAN requiring activating a WWAN interface
from a sleep state, this buffer space can amount to several megabits which may
be a problem, if a large number of users are moving simultaneously. The third
issue is the cost of recovering lost packets. The cost of retransmitting packets
over a wide area network, such as a UMTS network, is typically significantly
higher than the cost of (re)transmitting the same packets over WLAN networks.
Additionally, the retransmission over the WWAN link increases the latency of
recovering lost packets. Thus, it is beneficial both from a cost and performance
point of view to retransmit less packets over the expensive WWAN networks. A
possible solution to this is to enforce the reliability of the transmitted packets
before the handoff and during the packet duplication process (See Fig. 1).

Looking at Fig. 1, a naive solution would be to retransmit packets during the
bicast process from PAR to MN. Although this could be a solution over a WLAN
network, it would be a problem over WWAN networks usually characterized by
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Fig. 1. The SafetyNet protocol operation

a high delay, low bandwidth and a higher cost of transmission due to the long
delays of the retransmissions. A mobile node performing a vertical handoff from a
WLAN would only do so when the connectivity of the WLAN became marginal,
i.e. the bit error rate (BER) increased. Therefore, the mobile node would receive
the packets with less resending via the NAR and a new link with a lower BER.
This is illustrated in Fig. 2 which shows that even with a very high frame error
rate (FER) of 25% on the new link, use of SafetyNet is less costly in terms of
bandwidth when compared with resending over the IEEE 802.11 WLAN link.
Even with a higher cost of communications over the WWAN link, it would still
make sense in most cases to use SafetyNet to recover the packets. Therefore, we
decided to not tackle this possibility.

To briefly summarize, the main points we would like to improve are:

– to minimize the buffer occupancy at the NAR side in order to avoid dropped
and delayed packets;

– when possible, to enforce the reliability of the transmitted packets during
the handoff process in order to decrease the number of the retransmitted
packets by the NAR;

– and to achieve this, without introducing overhead in terms of number of
packets sent over both networks.
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Fig. 2. Comparison of bandwidth cost of resending lost packets over the WLAN link
with the use of SafetyNet

In this paper, we propose to enhance the existing SafetyNet protocol by using
an erasure code scheme. The use of such a mechanism leads to potential perfor-
mance improvements both in terms of reliability during the handoff process and
minimization of buffer occupancy. In this context, we propose to use such code
both by the PAR and NAR. Indeed, we propose to introduce some redundancy
packets on the PAR side during the handoff and the bicast process to decrease
the number of lost packets transmitted before handoff and to send only redun-
dancy packets to the NAR. Obviously, by sending only redundancy packets to
the NAR, the buffer occupancy will decrease markedly.

4 Redundancy Packet Bicasting Scheme

Most of forwarding error codes used over packet erasure channels are block codes
[3]. This means that at the encoder side, a set of repair packets (R) is built from
a given set of source data (SD) packets and at the decoder side, these repair
packets can only be used to recover SD packets from their corresponding set.
We denote k the number of SD and n− k the number of R. If too many packets
(among the SD and repair packets) are lost during the transmission, the recov-
ery of the missing SD packets is then not possible (i.e n−k redundancy packets
allow to recover k packets among n where the k recovered packets correspond
to the original SD packets). On the opposite, if only few packets are lost, some
of the repair packets become useless. A solution to this problem, known as Hy-
brid FEC-ARQ (or H-ARQ) mechanism [3], is to use receiver’s feedback to send
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additional repair packets or to adjust the redundancy level of the FEC to the
observed packet loss rate. In our context, retransmissions of redundancy packets
are done, if necessary, by the NAR after receiving the FNA message. When the
NAR receives the FNA message, containing sequence numbers of any lost pack-
ets, it can determine which redundancy packets need to be sent to the mobile
node. Before the handover, the mobile node receives the traffic from PAR and
moves towards the second network. During the handover, the bicasting proce-
dure duplicates different linear combination of redundancy packets towards both
networks. Finally, when the MN arrives in the new network and after sending
the FNA feedback packet, the bicasting process ends and the communication is
re-routed through the NAR.

To assess the right configuration of the FEC block code, an estimation of
the PER is needed. However, including a mechanism able to estimate the exact
PER during a handover procedure is not realistic and prevent from any real
deployment. Furthermore, estimating a PER in WLANs is hard due to the un-
predictability especially in indoor environments. Following our experiments [2]
and experience, a PER above 25% makes it impossible to maintain TCP connec-
tivity whatever the protection method used as the large amount of lost packets
to retransmit or rebuild result inevitably in TCP timeouts. However, the use of
a fixed PER allows getting around this problem and dealing with a wide range
of PER with little additional overhead. Thus, we propose to set a default peak
PER value on the AR device that can be tuned by the wireless network adminis-
trator and propose as a default value 20%. For instance, we use a (k, n) = (4, 5)
FEC code, which means that one R packet is built from a linear combination of
four SD packets, these five packets are sent through the previous link and the
bicasting procedure builds and sends another redundancy R′, which is a second
linear combination of the fourth SD, to the NAR. Basically, this means that we
bicast supplementary linear combinations of redundancy packets to the NAR.
As a result, we double the number of redundancy packets and half of them are
used to correct losses on the wireless link (the estimated 20%) while the other
part is simply stored on the NAR for retransmission purpose.

We previously said that a mobile node can move from either a slower to
a faster network or the reverse. Usually, faster networks are WLAN networks
which have very low delay compared to WWAN. In the Safetynet/FEC scheme,
the rationale to bicast redundancy packets is: 1) to enforce the reliability of the
flow on the previous link during the handover in order to reduce the amount
of retransmission by the NAR; 2) to ensure all lost packets during the handoff
will be rebuilt thanks to supplementary redundancy packets as soon as MN
advertises to the NAR the sequence numbers of any missing packets (through
the FNA feedback).

Without bicasting, the probability P to rebuild all packets is given by:

P =
n∑

i=k

(
n
i

)
(1 − p)ipn−i (1)
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This protects the flow to a PLR p when p < (n−k)
n . For a given FEC code

(k, n), the bicasting process actually offers (k, n′) protection where n′ = 2∗n−k.
With the bicasting process, this probability, denoted PFEC becomes:

PFEC =
n∑

i=2(n−k)

(
n
i

)
(1 − p)ipn−i (2)

and protects p < 2(n−k)
n with potential redundancy packet retransmissions. The

theoretical results are given figure 3. In this figure, we draw the probability to
rebuild a packet as a function of the PLR for a FEC code able to theoreti-
cally correct a PLR of 20% with and without bicasting following (1) and (2).
The difference between these two curves allows us to assess the probability of
redundancy packet retransmissions which is given by the third curve.
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(a) (k,n)=(4,5)
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(b) (k,n)=(8,10)
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(c) (k,n)=(12,15)
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Fig. 3. Probability to rebuild a block as a function of the PLR for various FEC codes

As a matter of fact, the possibility to retransmit supplementary linear com-
bination of packets allows to better protect the flow during the handover when
the signal becomes poor while decreasing the buffer size of the NAR. Compared
to the previous Safetynet proposal, this FEC scheme decreases the number of
possible retransmissions as some packets are rebuilt thanks to the FEC redun-
dancy packets. This combination allows to ensure that, even if FEC code is not
able to correct all losses inside a block, a retransmission of redundancy packets
via the NAR will allow to correct up to the double the PLR (i.e. up to 2(n−k)

n )
with the price of redundancy packets retransmission delay. The success of this
mechanism is obviously linked to the configuration of the FEC code. Indeed, if
a full block of packets is lost on the PAR link, the retransmission of supplemen-
tary redundancy packets from the NAR will not allow to rebuild the missing
block (i.e. if p > 2(n−k)

n ). In this case, a retransmission from the source will be
inevitable and would correspond to a wrong setting of the FEC parameters by
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the administrator. However, Figure 3 shows that in our example, the probabil-
ity to not recover more than k packets among n with a retransmission (which
corresponds to 1 − PFEC) is nil when the PLR is below 20%, meaning that a
rough configuration of the PLR, our scheme should cover this case.

5 Related Work

Forward error correction has been used earlier in soft handoffs in CDMA sys-
tems [7]. A mobile node in a soft handoff sends and receives two bit streams via
two different base stations which are combined into a single stream at the re-
ceiver. The two streams are synchronized, and contain redundant information for
handling transmission errors. The use of FEC in IP based communications hand-
offs has also been proposed earlier for seamless horizontal handoffs for multicast
video traffic [8]. A more general solution for horizontal handoffs was proposed
by Matsuoka et al. In their proposal which resembles the CDMA soft handoffs, a
mobile node receives multiple IP packet streams encoded with a Reed Solomon
code via different WLAN access points and combines them into a single stream
with redundancy [9]. This work, which is so far the closest to our contribution,
proposes to spread the redundancy over two different links. The main difference
with our scheme is that the authors split the encoded streams while we propose
to duplicate the FEC encoded stream with other linear packet combinations.
This allows to increase the error capability correction compare to their scheme.

Finally, these approaches can not be directly applied to vertical handoff sce-
narios due to the different delay and bandwidth characteristics of the networks
in a handoff. Further, they only address the time after the connectivity on the
new network has been established. Our work focuses on vertical handoffs and
uses a separate stream of selectively delivered redundancy packets to deal with
the asymmetric delays and to address the potentially long handoff process itself.

6 Conclusion

In this paper, we presented an improved architecture for localized mobility man-
agement providing a mechanism for recovering packets lost during the handoff.
The architecture applies forward error correction on packet level to reduce the
buffer occupancy of the SafetyNet architecture while providing error recovery.
We provided an initial evaluation on the efficiency of the mechanism which in-
dicates that the architecture may provide recovery of lost packets at a smaller
cost than the original SafetyNet proposal which already reduces the resending
of packets significantly.

The analytical evaluation of the algorithm suggests that the use of forward er-
ror correction may be an interesting strategy for vertical handoffs. As a next step,
we are planning to implement the algorithm as a part of the SafetyNet architecture
and evaluate the performance empirically using our SafetyNet implementation.
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Abstract. Nowadays, there is a lot of devices which are able to ac-
cess wireless networks through a wide range of access technologies. For
a device to move among these heterogeneous networks and stay always
connected, mechanisms of vertical handover are needed. This paper pro-
poses a handover decision mechanism using the Simple Additive Weight-
ing (SAW) in a heterogeneous wireless network environment using the
IEEE 802.21. The proposed mechanism considers user preferences like
cost as parameters of the candidate network to choose the best available
network. We present some experiments that use a developed simulator
to validate our mechanism. The results of these experiments show that
the proposed solution distributes better the mobile nodes among the
networks.

Keywords: Wireless Networks, Next Generator Networks, Handover,
IEEE 802.21.

1 Introduction

Nowadays, there is a lot of devices and wireless network technologies. Each tech-
nology has advantages and drawbacks depending on the scenario, for instance,
the use of a Wi-Fi network is suitable for wireless LANs. The WiMAX (World-
wide Interoperability for Microware Access) is suitable for WANs. The cellular
networks will be based on the IP protocol and these new networks are known as
Next-Generation Wireless Systems (NGWS) [1].

Currently, one of the main research challenges for next generation of IP wire-
less networks is the development of intelligent techniques for mobility manage-
ment that take advantages of IP based technology to reach global roaming among
wireless technologies [1]. In an environment of multiple access technologies, the
concept of being always connected becomes always best connected (ABC) [2].
Many issues about network integration (composition) are a challenge to the re-
search community.

The IEEE 802.21 standard [3,4] defines a common Media Independent Han-
dover Function (MIHF) between layers 2 and 3, which enables mobility across
� The authors would like to thank FAPESP (2007/57336-0) and CNPq for supporting

this work.
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heterogeneous networks including both IEEE 802 and non-IEEE 802 networks.
The main goal of this standard is to maintain connection during handover across
different networks. Media Independent Handover Services define link-layer ser-
vices to enable handovers among different radio air interfaces. Examples of 802.21
handovers are IEEE 802.11 networks to/from IEEE 802.16 networks, or IEEE
802 networks to/from cellular networks [5]. Despite offering mechanisms to the
network, the 802.21 standard does not specify the handover decision algorithm.

In current wireless network technologies, such as IEEE 802.11 networks and
cellular networks, handover decisions are usually based on the level of the re-
ceived signal strength and IEEE 802.11 priority. The user’s preferences are not
taken into account and in the case of vertical handover, the signal can not be
enough to decide the handover due to asymmetrical nature of radio technolo-
gies. In the next wireless network generation systems, the users can have a lot
of networks alternatives and each one of them can have many features like cost,
bandwidth, power consumption, etc, and the users must choose which is the best
one to connect according to their needs.

In this paper we propose a mechanism for decision making of handovers that
uses the SAW method. The proposed mechanism has three main parts: An algo-
rithm for decision making handover, extensions of the IEEE 802.21 messages and
the Information Server (IS) entity, proposed in this standard, and the creation of
the SAW module inside the IS. These three main parts together are responsible
for making the handover decision for the user.

The SAW (Simple Additive Weight) method is a type of Multiple Attribute
Decision Making (MADM). The MADM refers to making decisions in the pres-
ence of multiple, usually conflicting criteria [6]. There are many methods to solve
MADM problems, for instance, ELECTRE, TOPSIS, AHP (Analytic Hierarchy
Process), etc. The SAW method has been chosen as a suitable option to solve
this kind of problems, as discussed in [7]. The SAW method is used to rank
the available networks to the mobile nodes. The users preferences like cost and
bandwidth are used as handover parameters in order to make the decision. Be-
sides these parameters, the network current load is considered to achieve load
balancing, thus improving the network utilization. All computing processing for
handover decisions is performed by a network entity, consequently, the mobile
node (MN) minimizes the power consumption.

The rest of this paper is organized as follows. In Section 2, we briefly review
related work. In Section 3 an overview about SAW method and the IEEE 802.21
standard is presented. We propose the IEEE 802.21 handover protocol extensions
and the handover decision algorithm (HDA) in Section 4.2. The Section 5 shows
simulation results, comparison, and analysis. Finally, we present conclusion in
Section 6.

2 Related Work

In the future networks, there will be several alternatives of wireless access tech-
nologies, therefore IEEE 802.21 will be increasingly important to integrate these
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networks in a seamless way for the users. The handover decision mechanisms and
algorithms are a key part in this process. There are several handover decision
algorithms in the literature.

Tawill et all. [8] propose a handover decision algorithm using the SAW method
in a distributed manner. They use, as evaluation metrics to making handover
decision, bandwidth, dropping probability, and cost.

Lee et all. [9] propose a vertical handover decision algorithm based on a utility
function to satisfy the QoS requirements. This utility function considers signal to
interference plus noise ratio (SINR), bandwidth, traffic load and user’s mobility,
its goal is to maximize the network throughput.

Kim and Jang [10] propose a vertical handover decision algorithm using IEEE
802.21. The mobile node periodically measures the Receive Signal Strength
(RSS). The mobile node computes an RSS’s mean to figure out which is the
best time to execute the handover. The solution is based on same idea of the
traditional handover that makes the decision based on the signal power.

The work closer to the proposed solution is presented by Tawill et all.[8].
Despite the authors use the SAW method to ranking the networks and computing
the network score in a distributed way, the solution does not take into account
the networks’ current traffic load (bandwidth) at the time of decision. Using just
SAW method to decide which is the better network, a network that fits the user’s
needs could remain more loaded than others, reducing their quality of service.
Futhermore, the solution does not use the IEEE 802.21 services to obtain the
networks’ information, thus it is more complicated than the proposed solution.
In the works developed by Yang et all. [11] and Lee et all. [9], the whole decision
calculation is performed by the MN, decreasing their battery level quickly.

3 Background

This section presents some basic concepts about IEEE 802.21 standard and SAW
method.

3.1 IEEE 802.21

Due to the heterogeneity of protocols and technologies involved, vertical han-
dover is much more difficult to implement than horizontal handover. The IEEE
802.21 standard comes up to facilitate the vertical handover. This proposal pro-
vides a framework that enables the optimization of handover among heteroge-
neous networks. The purpose is to improve the user experience of an MN by
faciliting handover among networks including both 802 and non 802 networks,
and wired and wireless networks [3]. As show in Fig. 1. the IEEE 802.21 defines
a service layer between the network and link networks. This layer is called Media
Independent Handover Function (MIHF) and provides three types of services:
the media-independent event service (MIES), the media-independent command
service (MICS) and the media-independent information service (MIIS).
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Fig. 1. MIH services

The main role of MIES is to detect events that occur in local or remote
interfaces and report them to upper layers. Examples of events that may be
reported to upper layers are degradation of the signal power, unavailability of
link, among others.

The MICS is responsible for making available commands to uppers layers.
These commands are responsible for controlling the lower layers, more specifi-
cally to control the handover procedures.

The service information (MIIS) provides information about network’s service
and available networks. This information is used by the MN to decide which net-
work is a good choice to connect to. This information may include, for instance,
GPS coordination, channels information, etc.

The standard proposes an information server (IS) to cope with all related
network information. This information supports MN choosing the best available
network, therefore facilitating network handovers. IEEE does not define where
the IS is located. For instance, it can be located within the MN domain. Similarly,
the database structure is not defined. The IS has a key role in the development
of our proposed solution. The proposed algorithm uses information provided by
the IS.

3.2 SAW - Simple Additive Weight

Decision makers often deal with problems that involve multiple, usually, con-
flicting criteria. In our problem, the user has several options to join a network
and needs to decide what is the best alternative based on its preferences.

The SAW method, also called weighted sum method, is the simplest and
still the widest used MADM method. In order to produce a value, a decision



100 J.L. de Oliveira Filho and E. Madeira

Table 1. Decision Table

Network Bandwidth (Mbps) Weight Cost Weight

Wi-Fi 54 0.5 $0.70 0.5

WiMAX 70 0.4 $1.00 0.6

Cellular 42 0.1 $5.00 0.9

table must be mounted based on each alternative and criterion available. Each
alternative is a line and each criterion is a column. First, all elements of the
decision table need to be normalized, then, the SAW method can be used for
any type and any number of criteria. The Table 1 shows an example decision
table. In this table each alternative is a network with its respective criteria and
weights.

A weight is given for each criterion and the sum of all weights must be 1 [6].
The importance of each criterion is determined by a weight. This combination
of criterion plus weight composes the score. The score of the SAW method is
given by:

Scorei =
M∑

j=1

Wj(mij)normal (1)

where Scorei is the score of the alternative i; Wj is the weight of criterion j; M
is the number of available criteria; mij is the criterion value of the alternative i
for the criterion j; normal are the values normalized.

4 Handover Protocol and Proposed Decision Algorithm

Some extensions were made in the messages of IEEE 802.21 handover protocol in
order to include metrics used by the proposed algorithm. In the next subsections
the messages extensions of the IEEE 802.21 handover protocol are present as well
as the proposed handover decision algorithm.

4.1 IEEE 802.21 Handover Protocol

The Fig. 2. presents the steps that the MN takes according to IEEE 802.21 to
choose the best network to connect to. Proposed extensions in the standard are
commented below.

First, the MN sends a message to the IS to figure out which networks are avail-
able in its coverage area (1). We have extended this original message including a
handover field, thus the MN may send into the handover field “fromHandoff” or
“newCon” string. If the MN is trying a handover, it includes the “fromHandoff”
string into the field, otherwise, “newCon” string is included meaning that the
MN wants to perform a new connection.

Second, the IS verifies which networks are available to the MN and sends
a message to all of them (2). We’ve added an information in this step, the IS
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Fig. 2. Operation of the solution

informs to the networks if the MN has one network option in its coverage area
through the boolean field isUnique. If there is just one option, the isUnique field
is true.

Then, each network runs the Algorithm I (3) (see next section), and verifies
if it can accept the MN or not. The answer message is sent to the IS (4). We
have extended this message adding the actual load bw field, thus each network
sends to IS its current traffic load inside the answer message.

Next, the IS mounts a decision table, as shown in Table 1 with all network’s
answers and sends this table to the SAW module (5). We added the SAW module
in the IS to calculate the SAW score. The SAW module computes the final score
of all networks. Each network score is divided by its current traffic load. After
that, the SAW module sends the scores to the IS. Then, the IS sends a message
to the MN (6) with all available networks with their respective scores. Finally,
the MN chooses the network with the higher score to connect to.

The Fig. 3. shows a use case diagram of the IEEE 802.21 protocol with
proposed extensions. All messages that are exchanged between the MN and
the IS are showed. First, the user sets its preferences (bandwidth and cost)
with its respective weights (1). Then, the application (UP layers) sends an
MIH Get Information request message to the MIH User (2). In this message the
fields bw, weightB, cost, weightC were added to inform to the IS the bandwidth
(bw), bandwidth’s weight (weightB), cost (cost) and cost’s weight (weightC).
These fields represent the user’s requirements or user’s criteria used by the IS
to choose the best network. In this message the handover field is filled out as
explained before. After that, the MIH User uses the MIHF to send a message to
IS (3). Then, the IS executes the procedures showed before (Fig. 2.) and sends
an MIH N2N HO Query Resources request message to all candidate networks
(4). In this message we add the field isUnique. Through this field, the IS in-
forms if the MN has one or more available network(s) to connect to. Then, an
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Fig. 3. Use case diagram of the IEEE 802.21 with proposed extensions

MIH N2N HO Query Resources response message comes into the IS (5). As we
explain before, we added the actual load bw field that informs the current load
of each network. Now the IS executes the showed procedures (Fig 2. (5)). Finally
the IS sends an MIH Get Information response (6) to the MN.

4.2 Handover Decision Algorithm (HDA)

Algorithm I shows the proposed algorithm. This algorithm uses information
provided by the IS and the MN to decide if the network may accept the MN or
not. This algorithm is performed in each network as shown in Figure 2, step (3).

Initially, the algorithm verifies if the network can accept the MN by testing
the user’s criteria (bandwidth and cost) (line 1). This test compares the user’s
requirement with the network’s resource, in other words, if the network may
offer a bandwidth greater or equal than the user’s request bandwidth and if the
network’s cost is lower or equal than the user’s request cost. Next, the algo-
rithm performs three tests (lines 2, 9 and 16) in order to distinguish the kind of
connection of the MN, and then verifies two thresholds that will admit or deny
the MN’s connection. We defined two thresholds. The threshold1 (thr1) is used
when the MN requests a new connection and there are more than one available
network to connect to. The threshold2 (thr2) is used when the MN requests a
new connection and there is just one available network to connect to as well as if
the MN is coming from another network (handover=fromHandoff) and there are
more than one available network to connect to. The use of two thresholds in the
Algorithm I allows a carrier to assign priority to MNs. The algorithm can dif-
ferentiate if the MN is trying to perform a handover (handover=fromHandoff) or
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is starting a new connection (handover = newCon). These thresholds are useful
to maintain the MN’s connection in the case where the MN is already connected
and it performs a handover.

Algorithm I - Handover Decision Algorithm

1. if( (cost >= networkCost) or (bw <= networkBw) ) {
2. if (handover=newCon) and (not isUnique) {
3. if (((actual_load_bw + bw) <= thr1) and
4. ((actual_load_bw + bw) <=

max_load_bandwidth) ) {
5. actual_load_bw = actual_load_bw +

bandwidth;
6. connection accepted; }
7. }else
8. connection refused; }
9. else if((handover=newCon)and(isUnique)) or

((handover=fromHandoff)and(not isUnique)){
10. if (((actual_load_bw + bandwidth) <= thr2) and
11. ((actual_load_bw + bandwidth) <=

max_load_bandwidth) ) {
12. actual_load_bw = actual_load_bw +

bandwidth;
13. connection accepted;
14. }else
15. connection refused; }
16. else if (handover=fromHandoff) and (isUnique) {
17. if (((actual_load_bw + bandwidth) <=

max_load_bandwidth) {
18. actual_load_bw = actual_load_bw +

bandwidth;
19. connection accepted; }
10. else
21. connection refused; }
22. else
23. connection refused;
24. } else
25. connection refused;

The first test (line 2) verifies if the MN’s connection is not unique (not
isUnique) and also if the connection is new (handover=newCon), in this case, it
verifies (lines 3 and 4) if the network’s current traffic load (actual load bw) plus
the requested bandwidth (bw) is less than the thr1 and less than the max band-
width supported by the network (max load bw). If these conditions are satisfied,
the network admits the MN (line 6), otherwise the MN is refused by the net-
work (line 8). The second test occurs when the MN is starting a new connection
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(handover=newCon) and this connection is the only one available (isUnique), or
the MN is trying to perform a handover (handover=fromHandoff) and has more
than one available connection (line 9). In this case, the thr2 is the limit to admit
(line 13) or deny (line 15) the MNs. In the third and last test, the algorithm
tests if the MN is trying to perform a handover (handover=fromHandoff) and if
the connection is the only available (isUnique) (line 16). The algorithm verifies
if the bandwidth requested plus the current traffic load (actual load bw) is less
than the max bandwidth supported by the network (max load bw).

In the cases where the network accepts the MN’s request from the IS, the
bandwidth is reserved (lines 5, 12 and 18) and the request is stored with a
unique id, and a timeout is started. In the case the MN does not perform a
request to connect to the network later, the reserved resource is released when
the timeout expires. The steps after the handover decision are out of the scope
of this paper.

5 Performance Evaluation

The purpose of this study was to compare how the proposed solution distributes
mobile nodes through available networks. The resource utilization of networks
was measured as well as the blocked ratio. The proposed solution was compared
with an ordinary solution, where MNs choose the network, based on the network
priority [12]. The MN first tries to connect to the Wi-Fi network. If it can not
connect, it tries a WiMAX network and finally it tries the cellular network. In
the next sections we call the ordinary decision, Wi-Fi algorithm, and our entire
proposed mechanism, HDA. We show that our mechanism improves average
network utilization. In the next paragraph, we describe our simulator as well as
the developed experiments.

5.1 Simulator Implementation

A discrete event simulator was developed in Java. First of all, a traffic genera-
tor creates an event list sorted by time. Each event has a corresponding Mobile
Node. This MN has an id, user’s preferences (bandwidth, cost), MN’s coordi-
nates, and the kind of the MN’s connection (fromhandoff or newCon). The id
is a sequencial number, the other informations are generated using a uniform
distribution up to a limit value. To each event created by the traffic generator,
a departure event is created to define the time that the mobile node will leave
the system. This time is generated using an exponential distribution using the
MEANDEPARTURETIME variable as mean.

A control plane is a module responsible to control all functionalities of the
simulator. There are three main modules: the stat, the network and the deci-
sion module. The stat module defines all statistics of the simulator, and it is
customizable, in other words, it is able to be changed in order to be suitable
to different situations. The network module deals with the information about
the networks stored in the system. This module stores all information about the
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networks, for instance, the kind of network (e.g Wi-Fi, WiMAX), max supported
bandwidth, the propagation model, the transmit power, the thresholds and the
access point/base station (AP/BS) coordinates. The communication radius in
MNs is calculated by the network module using a combination of information
such transmit power and depends on the propagation model defined in the sim-
ulator’s configuration. The Tworayground propagation model was implemented
in this simulator. This model is the same used by ns simulator [13]. The deci-
sion module is responsible to run the decision algorithm, and emulates messages
produced by the IS.

5.2 Simulation Results

The topology of the simulated scenario consists of three networks. A Wi-Fi, a
WiMAX and a Cellular network. In the Wi-Fi network, the transmission power
of the AP is 0.281838db. The max supported bandwidth is 25.6 Mbps. In the
WiMAX network, the transmission power of the BS is 0.481838db. The max
supported bandwidth is 65 Mbps. In the Cellular network, the transmission
power of the BS is 4.982838db. The max supported bandwidth is 41 Mbps. The
AP/BS location is in the same place and the MNs are uniformly distributed
around it, as shown in Fig. 4. We assumed no interference between the MNs and
the AP/BS. For this scenario, it is assumed the presence of an admission control
mechanism, so that the MN just receives the requested bandwidth. We ran each
experiment 14 times, and we calculated a 95 percent of confidence interval.

Fig. 4. Distribution of mobile nodes across the coverage area of the networks

The simulation results of the utilization ratio of resources are shown in Figs. 5-
8. We can learn that the MNs were well distributed among the available networks
by the HDA.

Figure. 5 shows the distribution of 26 MNs among the networks. Comparison
between the HDA and Wi-Fi algorithm shows that our proposed mechanism
distributes better the MNs among the networks. The network load of 26 MNs
is low, smaller than the total capacity of the three networks. Note that almost
all MNs connect in the Wi-Fi network using the Wi-Fi algorithm, meanwhile
the other networks are empty. This occurs because Wi-Fi algorithm selects the
Wi-Fi network first to connect to. The requested bandwidth of almost all MNs
fits to Wi-Fi network capacity, leaving other networks empty.
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Fig. 5. Utilization Ratio of resources
with 26 MNs

Fig. 6. Utilization Ratio of resources
with 50 MNs

Fig. 7. Utilization Ratio of resources
with 70 MNs

Fig. 8. Utilization Ratio of resources
with 100 MNs

In Figures 6, 7, 8, the number of MN’s request was increased to 50, 70 and
100, consequently, the network load was increased.

Up to 70 MNs, the HDA distributes the MNs among the networks better than
the Wi-Fi algorithm, causing a load balancing among the networks. In the case
where the number of MN is 100, both approaches distribute in the same way as
shown in Fig. 8, but the blocked ratio of Wi-Fi algorithm is higher than HDA
as shown in Table. 5, which causes a delay in the handover procedure.

The simulation results of the blocked ratio can be seen in Tables. 2-5. When
the network load is low, the blocked ratio is low in both approaches. As the
network load increases, the Wi-Fi algorithm blocks more MNs than the HDA,
initially to enter into the Wi-Fi network, and after to enter into WiMAX and
Cellular networks. When the MN’s request is 100, the Wi-Fi algorithm blocks
twice MNs than HDA for the Wi-Fi network, almost 40 percent more than HDA
for the WiMAX network. There are no blocks in both approaches for the Cellular
network.

Table 2. 26 MNs - Blocked Ratio

Wi-Fi WiMAX Cellular

HDA 0 0 0

Wi-Fi 0.05 0 0

Table 3. 50 MNs - Blocked Ratio

Wi-Fi WiMAX Cellular

HDA 0 0 0

Wi-Fi 0.43 0 0
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Table 4. 70 MNs - Blocked Ratio

Wi-Fi WiMAX Cellular

HDA 0.1 0 0

Wi-Fi 0.59 0.07 0

Table 5. 100 MNs - Blocked Ratio

Wi-Fi WiMAX Cellular

HDA 0.36 0.06 0

Wi-Fi 0.71 0.43 0

6 Conclusion

This paper presents a handover decision mechanism using the IEEE 802.21 stan-
dard and the SAW method. The proposed mechanism leverages a load balancing
among heterogeneous networks. Moreover, it considers the user’s preferences as
well as the traffic load of the networks, thus, the users can choose the networks
according to their needs and the carriers have the benefit of a better resource uti-
lization, supporting more users. For future work, we would extend our simulator
to take into account moviment patterns of the mobile nodes.
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Abstract. Mobility in a wireless heterogeneous scenario in which the mobile 
devices are able to connect to more than one access technology available in 
their vicinity requires a re-consideration of the access network reselection 
mechanisms as to ensure seamless handovers for real deployments. This paper 
describes and evaluates a new proactive vertical handover optimization which 
enables a fast reselection, independent and in addition to the classic proactive 
procedures. It uses as central concept the separation between the proactive 
context establishment and the actual handover triggered operations which may 
be at their turn active or proactive. This concept is exemplified on the 3GPP 
Evolved Packet Core and evaluated on a minimal prototype implementation.  

Keywords: Access Network Discovery and Selection, Heterogeneous Networks, 
Fast Handovers, Evolved Packet Core. 

1   Introduction 

A multitude of wireless access networks are already available (e.g. WiFi, WiMAX, 
LTE, UMTS etc.) having different delays for attachment and offering various levels 
of resources to the mobile users. A growing number of deployments are already using 
more than one access technology in specific locations for an enhanced throughput of 
the wireless environment as to be able to offer extended services to the mobile users.  

Due to the large number of wireless access networks available, the mobile devices 
are not able any more to select by themselves the most appropriate target access 
network. Because of this, multiple handover network architectures (e.g. 3GPP 
Evolved Packet Core, IEEE 802.21 Media Independent Handover etc.) introduce a 
network function which offers to the mobile device information on the momentary 
preference of the operator for the target access network and its parameters in order to 
be able to execute a fast handover which supports the service continuity. 

These functions offer the discovery and selection information to the mobile devices 
either based on a request from the mobile device or based on some other internal 
network triggers. The information does not imply any connection to the actual execution 
of the handover which includes the operations of authentication and authorization, the 
link layer attachment and the network layer reachability establishment (i.e. IP address 
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allocation and mobility association – Mobile IP procedures). Although, the information 
is already available in the network prior to the handover which is triggered by the 
mobile device due to loss or prediction of loss of connectivity to the source access 
network, it does not influence directly the handover procedures. One reason for this is 
that all the proactive procedures considered in the literature presume that a complete 
context is established in the target access network when they are executed which implies 
a high consumption of the resources of the target access network.  

This paper considers a new type of context to be established on the target access 
network immediately when the network located selection functionality takes the 
decision to which access network the mobile device would handover to in case this is 
necessary in the near future. The context does not presume the reservation of the actual 
resources on the target access network, but a proactive preparation for the case the 
mobile device triggers a handover. Using this shallow context, the mobile device is 
able to connect faster to the target access network and by this reducing the delay of the 
handover procedures, which is especially benefic for handovers from source accesses 
in which the connectivity is lost fast (e.g. WiFi) to target accesses in which the context 
establishment has a large duration (e.g. UMTS, LTE etc.). The procedures of 
establishment, activation and release of the shallow context are further exemplified 
using the 3GPP Evolved Packet Core (EPC) and they can be applied for any other 
convergent network architecture. The Evolved Packet Core is standardized by 3GPP as 
an IP based multi-access core network which integrates both 3GPP e.g. GSM, UMTS, 
LTE etc. and non-3GPP e.g. CDMA, WiFi, WiMAX access technologies. A main 
concept of the EPC architecture is the mobility of the users based on coordination 
between link, network and application layer. The concept here presented integrates in 
the EPC as an extension of the access network selection and discovery functionality. 

The remainder of this paper is organized as follows: Section 2 provides the 
background of the proposed method. Section 3 describes the general concept which is 
then exemplified on the 3GPP Evolved Packet Core architecture. Section 4 describes 
the testbed followed by the evaluation of the experimental results and in Section 5 
conclusions are provided.  

2   Background 

The current state of the art considers separately the procedures of network based 
access network discovery and selection and the handover optimizations e.g. the 3GPP 
Evolved Packet Core ([1], [2]), IEEE Media Independent Handover ([6]) and IETF 
NetLMM ([8]) etc. Related to handover, for the network discovery and selection the 
following two mechanisms are defined, as depicted in Fig. 1: 

1. Network discovery and selection decision independent of the triggering or 
of the handover operation – in the 3GPP EPC architecture 

2. Network discovery and selection decision triggered by the trigger of the 
handover operation – in the IEEE MIH architecture. 

In the first case, the network makes the network discovery and selection decision 
and transmits the information to the mobile device depending on other external 
parameters. When a handover is triggered by the mobile device, due to parameters 
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which can be measured only at the mobile device i.e. signal strength or internal 
policies, the handover operation is executed. This implies that no proactive procedure 
is executed on the target access network before the handover is triggered, either 
actively or proactively. Considering the active handover case in which the connection 
over the source access network is suddenly lost and that the procedures over the target 
access network have a large delay, the handover procedures have a large delay which 
impedes the seamless quality of the communication. 

 

Fig. 1. State of the art in handover procedures  

In certain scenarios, the network entity which makes the network selection decision 
is aware with a high probability of the access network to which the handover will be 
executed, but not of the moment of the handover trigger (active or proactive) which is 
mobile device dependent. In these cases, the network selection can be followed by an 
indication to the target access network in order to prepare for a future handover. 
Using this preparation, the time critical execution of the handover can be minimized. 

In the second case, the network makes the network discovery and selection 
decision and transmits it to the mobile device only after the handover is triggered by 
the mobile device. In this case, all the procedures related to the handover are executed 
after the handover trigger, namely after the network receives the network discovery 
and selection request from the mobile device. Even though the handover trigger may 
be proactive (e.g. based on a rapid decrease of the signal strength), all the procedures 
related to the handover are executed after the event happens, which from the 
perspective of this article is similar to the previous case. 

Thus, for both cases, only after the event of an imminent handover is available at the 
mobile device, the procedures of handover are executed which may contain a proactive 
or a preparation phase and an actual handover execution phase. The procedures for the 
handover have to be faster than the loss of connectivity to the source access network 
otherwise there is an interruption in the service due to the handover. Even though 
information is already available in the network, it is not used before the handover 
trigger due especially to the resources consumed by such a procedure in case the 
handover is not executed. 

For example, in the IEEE 802.21 Media Independent Handover (MIH) architecture 
[7], [12] two types of operations are defined depending on the location of the Media 
Independent Handover Function (MIHF) which receives the handover event. For the 
first type, the handover is controlled by the MIHF of the mobile device while in the 
second it is controlled by the network MIHF. In the mobile device controlled scenario, 
its MIHF detects the event of handover and then requests to the network MIHF 
network discovery and selection information. All the handover related procedures are 
executed after the handover trigger which can include proactive procedures over the 
target access network.  
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In the network controlled handover, the network MIHF executes some proactive 
procedures and only afterwards transmits a handover command to the mobile device. 
In this case, the handover decision is not made by the mobile device and the handover 
trigger is received from the network. By this, the execution of the proactive 
procedures and the execution of the handover are tightly coupled. The handover has 
to be and is executed immediately after receiving the information from the network 
and it is not based on events which may be received only by the mobile device e.g. 
Link_Going_Down or Link_Down. 

This second approach was extensively developed by the research community 
together and apart from the development of the 802.21 Media Independent Handover 
standard. For example, several approaches ([15], [17], [18]) consider that the required 
resources can be completely reserved over the target access network during the 
proactive phase of the handovers and prior to the actual handover execution. Other 
approaches ([16], [19]) consider also the integration in the proactive context of pre-
authentication and pre-service signaling in the proactive context establishment.  

However, due to the complete context which is created over the target access 
network, for the mobile device the resources are reserved twice: once in the source 
network and once in the target access network which are not strictly needed for the 
operation and have to be cleared in case the handover does not occur. For this reason, 
the proactive context establishment was bound to the proactive handover trigger as to 
have a higher degree of certainty of the handover. Also, because the context is 
established after the proactive handover trigger, due to the time constraint of the 
handover procedure, it may not be completely established for handovers between 
specific access technologies such as from technologies in which the signal strength is 
rapidly decreasing (e.g. WiFi) to access technologies in which the context 
establishment has a long duration (e.g. 3GPP access technologies). For this reason, 
the establishment of a shallower context prior to the handover triggers which may or 
may not be completed through a proactive procedure as the previous ones presented 
from the standards and literature is enabling a reduced delay of the overall procedure. 

As an example architecture to validate the concepts here presented the 3GPP 
Evolved Packet Core (EPC) ([1], [2], [13]) was chosen due to its goal of providing 
network convergence between different types of accesses and because it may be 
considered the next-generation transport level for signaled services, by offering to the 
mobile terminals transparent support for mobility between different heterogeneous 
access networks.  

As depicted in Fig. 2, EPC architecture includes a number of gateways which are 
transparently unifying the parameters of the different access technologies like LTE, 
UMTS, WiMAX, CDMA2000, WiFi etc. The Serving Gateway (S-GW) and the 
evolved Packet Data Gateway (ePDG) are responsible for the 3GPP and respectively 
the untrusted non-3GPP accesses while other technology specific gateways are used 
for trusted non-3GPP accesses e.g. for WiMAX or CDMA2000. The Packet Data 
Network Gateway (PDN GW) is the central anchor for all the data traffic. The 
gateways ensure the reservation of resources required by the mobile device, named 
User Endpoint (UE), through both the wireless environment and the EPC. Also they 
support the mobility protocol at network layer i.e. Mobile IP and variants.  
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Fig. 2. 3GPP Evolved Packet Core 

The Policy and Charging Rules Function (PCRF) ([2], [4], [5]) maintains the control 
over the resource reservations according to the user profile and to the communication 
with the service providers. It makes policy based decisions on the QoS levels that can 
be momentarily reserved for the UEs and enforces them on the gateways. 

For the authentication and authorization of the UE the EPC uses a Home Subscriber 
Service (HSS) for the core network and an AAA Server for the Trusted and Un-trusted 
Non-3GPP accesses. For inter-3GPP technologies access control and mobility a 
Mobility Management Entity (MME) is used. It maintains the user context and offers 
services like reachability, resource management and handover signaling between the 
prior considered access networks. 

The Access Network Discovery and Selection Function (ANDSF) ([3], [14]) 
transmits information available in the network to the UE related to the access networks 
to which it may connect to. In the current 3GPP standards only the interface to the 
mobile device (S14) is defined, thus being independent of the rest of the procedures of 
the EPC, therefore making the information transmitted to the UE independent of any 
handover execution procedures. On specific conditions, the mobile device alone 
initiates the handover procedures, without giving to the ANDSF the possibility of 
transmitting indications on immediate reselection. 

Even though the ANDSF is aware that one or more of the access networks are 
highly probable to be selected by the mobile device in the near future and that a 
handover procedure is to be executed, no indication is transmitted to any other network 
entity in order to prepare for this future handover. When the handover event happens at 
the mobile device, it executes the handover procedures without having any proactive 
procedure executed in the network. Also in this case, all the re-selection procedures are 
executed after the handover trigger is received. If the attachment to the target access 
network takes a long period of time (e.g. in 3GPP accesses – GPRS, UMTS, LTE) and 
the connectivity to the source access network is fast lost (e.g. WiFi accesses), then a 
reduction of the duration of the procedures executed after the handover trigger has to 
be considered. 

Therefore neither the 3GPP nor the MIH consider that any procedures are executed 
on the target access network prior to the active or proactive handover trigger, leaving 
that all the handover procedures are executed after it.  
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3   Concept 

This article proposes a novel method for the execution of a proactive phase prior to 
the handover trigger, by executing a reduced context establishment on the target 
access network. The context is denominated from now as shallow context. It also 
considers that a new interface between the entity in the access network which makes 
the decision from the network side to which access network the mobile device may 
attach to in case a handover event occurs and a correspondent entity in the target 
access network which establishes the shallow context. 

  

Fig. 3. Concept  

The indication for the establishment of the shallow context in the target access 
network is transmitted when the information on which access network may be 
reselected is transmitted to the mobile device. The solution considers that the context 
is created due to the new information transmitted to the mobile device; independent of 
the moment when the handover event is received by the mobile device as depicted in 
Fig. 3. 

The operations selected for the establishment of the shallow context are part of the 
steps which are executed during the handover procedure to the target access network. 
They don’t have to be executed anymore after the handover event is received by the 
mobile device. The conceptual architecture is made of the following functional 
elements: 

Network Access Selection Decision Function (N-ASDF) – it makes the decisions on 
the access network reselection from the network side. This function maps to the 
ANDSF in EPC. 
Mobile Node Access Selection Decision Function (MN-ASDF) - it makes the 
decisions on the access network selection due to the triggers that are available only at 
the mobile device.  
Network Access Selection Enforcement Function (N-ASEF) – it is attached to the 
target access network and executes the establishment if the context of the mobile 
device. It is a generic representation of the target access network entities. 
Mobile Node Access Selection Enforcement Function (MN-ASEF) – it executes 
the selection procedures according to the decision taken by the MN-ASDF and it is 
equivalent to the attachment functionality of the UE in EPC. 

Using this generic architecture, this article proposes the following access network 
reselection method: 

Step 1: N-ASDF makes the decision on network selection policies that the MN-
ASDF has to execute in case a handover event happens 
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Step 2: N-ASDF sends an indication with the decision to the MN-ASDF. 
Step 3: N-ASDF makes the decision on which is the most probable access network 
that the N-ASDF would select in case a handover event happens 
Step 4: N-ASDF sends an indication to the N-ASEF to establish a shallow context on 
the access network decided in Step 3.  
Step 5: N-ASEF establishes the shallow context which will be further detailed for the 
EPC in the following sections. 
Step 6: Independent of the previous steps, the MN-ASDF receives a handover event 
and makes the decision which access network to be selected. 
Step 7: The decision is enforced to the MN-ASEF which selects the access network 
on which the N-ASEF has established the shallow context. The context is activated by 
this enforcement. 

The shallow context should include information on the identity of the mobile node as 
to be able to identify during handover for which node the shallow context was created. 
The information is available in the N-ASDF because it is also the identification for  
the communication with the MN-ASDF. 

It should also contain information necessary for the authentication of the mobile 
device in the target access network as to reduce the authentication procedures during 
handover – e.g. authentication vectors for the specific mobile node. 

The context may include information on the active data flows of the mobile device 
which enables a faster resource reservation for the mobile device after the handover 
event. This information may be received from the MN-ASDF and/or may be 
augmented by information available already in the network. 

It also should include information on the link layer, network layer and mobility 
protocol which otherwise would be available only after the handover event. For 
example, in the case Proxy Mobile IPv6 is deployed, it contains the home prefixes of 
the mobile device in the Mobility Access Gateway (MAG) and a secondary tunnel 
between the MAG and the Local Mobility Anchor (LMA). 

In the EPC, the role of the N-ASDF is taken by the ANDSF as being the function 
which offers information to the mobile device on the accesses; while the role of the 
N-ASEF is taken by the gateways for the non-3GPP accesses i.e. ePDG and by the 
management entities for the 3GPP accesses i.e. S-GW or MME.  

In order to establish the volatile context, the N-NREF can initiate: pre-authentication 
procedures based on the identity of the MN received from the N-ASDF (in the EPC the 
communication with the HSS), discovery of a path through the target access network (in 
EPC the discovery of the PDN GW) and its preparation (e.g. for Proxy Mobile IPv6 the 
creation of the tunnel between the gateway of the specific access and the PDN-GW 
anchor). It also may initiate policy and charging rules which bring the information on 
the QoS that has to be enforced in case the handover will occur (e.g. Gateway Control 
Session and PCEF Initiated IP-CAN Session Modification procedures in case of  
the EPC).  

The context should not be initialized during the establishment procedure, but the 
information should be maintained on the network entities (e.g. for the EPC, the PCC 
and QoS rules and event triggers are available in the network entities in case a 
handover event happens, but they are not enforced).  

The shallow context establishment does not presume the reservation of the actual 
resources on the data path. The resources which may be required in case of a 
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handover can be further considered as available resources in the specific access 
network. This may lead to a failure of resource reservation in case of a handover, due 
to the allocation of these resources to other mobile devices. For this reason, the 
shallow context here introduced should be integrated with the proactive handover 
procedures as extensively researched in the literature. 

During the context establishment, the network part of the wireless context may be 
retrieved by the gateway of the specific access networks e.g. for UTRAN the PDP 
context information. 

 

Fig. 4. E-UTRAN Shallow Context Establishment 

Having the shallow context established when a handover occurs it is activated by a 
reduced number of procedures in case the resources required are still available. 
Otherwise, the handover procedures are similar to the state of the art procedures in 
which the resources required by the mobile device are not available in the target 
access network, scenario which was extensively presented in the literature. For the 
authentication, the communication is reduced to the one between the mobile node and 
the first network entity (e.g. the gateway or the manager of the access network). No 
inside network communication is necessary anymore. Also no communication for the 
resource reservation is necessary anymore, as the resources should be reserved by the 
activation of the shallow context which should be executed by each entity when the 
first upload packet is received or by the minimal authentication procedure considered 
in this paragraph. 

For each type of access networks of EPC a different procedure is to be executed for 
the establishment and the activation of the shallow context. In the example of this 
article, E-UTRAN access network is chosen as the target access network and Proxy 
Mobile IPv6 as the mobility protocol as depicted in Fig 4. 

Step 1: New inter-system mobility policies are generated for the UE by the ANDSF. 
The new policies are transmitted to the UE containing the accesses to which the UE 
may select for ensuring service continuity. 
Step 2: ANDSF makes a decision for which access network from the information 
transmitted to the UE, a shallow context may be beneficial, based on the access 
network to which the UE is already connected to, the target access network type and 
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the probability of a handover. For the E-UTRAN, ANDSF selects the MME which 
would serve the UE in case of a handover. 
Step 3: The ANDSF transmits a handover indication to the MME. It is considered 
that by knowing the access network to which the UE may handover to, the ANDSF is 
aware also of the MME which will serve the UE in that access network. 
Step 4: The MME contacts the HSS and authenticates the UE. The authentication 
procedure is based on executed only on the network side and includes the retrieval of 
the authentication vectors from the HSS based on the identifier received from the 
ANDSF in the previous step as presented in 3GPP TS 33.401 section 6.2.1. 
Step 5: The MME retrieves the subscriber data from the HSS, including the PDN GW 
identity and the information on the PDNs the UE is connected to over the source 
access network. 
Step 6: The MME selects a Serving GW for the case no APN was provided by the UE 
as described in [1]. The MME sends a Create Default Bearer Request to the selected 
S-GW which includes the information received from the ANDSF. 
Step 7: The S-GW sends a modified Proxy Binding Update (PBU) to the PDN GW 
which contains for the Handover Indication (HI) a new value which indicates that the 
tunnel has only to be created and that the data traffic should not be routed through it 
unless uplink data traffic is received or the source tunnel is not available anymore. 
Step 8: Since the PDN GW is aware that a shallow context is created, it executes the 
mobility and resource reservation procedures as follows. When the PBU with the 
Handover Indication is received, a new tunnel is created, without routing the data 
traffic to it. An indication to the PCRF is transmitted which contains the flag that a 
shallow context is established similar to the resource modification of the standard 
procedures. The PCRF correlates the request with the identity of the UE and 
maintains in the subscriber structure that a shallow context is established. The PCRF 
makes the authorization and the policy decision considering that a handover may 
occur in the near future. A response is sent to the PDN GW indicating which 
resources have to be reserved and which event triggers are to be activated case the 
connectivity over the source access network is terminated or that the connectivity 
over the target access network is established. The resource reservation rules and event 
triggers received from the PCRF are maintained by the PDN GW until the shallow 
context is activated. No operations are executed.  
Step 9: The PDN GW responds with a Proxy Binding Acknowledgement to the S-
GW which contains the IP address or prefixes to be assigned to the UE in case of a 
handover. 
Step 10: The S-GW responds with a Create Default Bearer Response to the MME. 
This message allows the MME to determine that the shallow context was established. 

When the UE attaches to the E-UTRAN, the following operations are executed: 

Step 1-2: UE selects E-UTRAN as a result of a handover event and of the policies 
received from the ANDSF. 
Step 3: The authentication procedure is executed. As the MME is aware of the 
identity of the UE, the procedure is executed only between the UE and the MME and 
may be entirely skipped. 
Step 4-9: The wireless link is configured. The UE may receive its IP address at this 
step or through the router solicitation/router advertisement mechanism. 
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Fig. 5. E-UTRAN Shallow Context Activation 

Step 10: The first upload packet triggers the activation of the shallow context in the 
S-GW. The activation includes the enforcement of the QoS rules and the bearer 
activation. It also includes the activation of the PMIPv6 tunnel from the S-GW side. 
No procedure for PMIPv6 or for required resources is executed as in the state of the 
art. 
Step 11: The first upload packet triggers the activation also in the PDN GW for the 
resources, the PMIPv6 tunnel and the event triggers. No procedure is to be executed 
between the network entities as the information is already available from the shallow 
context establishment. The data traffic is exchanged bi-directionally on the target 
access network 
Step 12-15: An indication is sent by the PDN GW to the PCRF and from the PCRF to 
the ANDSF in order to acknowledge the activation of the context. 

The attachment procedure and the shallow context establishment may happen 
synchronously. As the control of the E-UTRAN is given to the MME, it may act as a 
synchronization point. For example, in the authentication procedures, if the pre-
authentication procedure was already initiated when the request is received from the 
UE, the MME waits for the response from the HSS and responds to the UE. The delay 
is smaller than the case in which the MME issues a new request. Similar inferences 
are valid also for the other operations of the handover. 

4   Testbed, Results and Evaluation 

To test the applicability of the proposed procedures in a real environment an IPv6 
based testbed was built as depicted in Fig. 6. A UE able to connect to a WiFi access 
network and to a public operator UMTS network was chosen. As the public operator  
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offers services only using IPv4, all packets being sent by the UE to that network are 
encapsulated in IPv4 packets and are sent through the network architecture of the 
public operator which is out of control of our testing system.  

Two gateways were deployed: a S-GW for the UMTS which acts as the MME and 
S-GW together from the previously presented procedure and an ePDG for the WiFi. 
The gateways have PMIPv6 Mobility Access Gateway (MAG) functionality and are 
connected to DHCPv6 serves which offer the IPv6 address to the mobile device. 

A PDN+PCRF server takes the role of the PMIPv6 Local Mobility Anchor (LMA).  
An ANDSF was also deployed able to make handover decisions which are then 

transmitted to the mobile device using a minimal OMA DM PUSH mode mechanism 
and to the S-GW in the form of requests for establishing a shallow context. 

The public 3G network presents a variability of the delay which affects the 
measurements in the mobile device, in the same way the need to tunnel IPv6 packets 
also adds a small delay in both the UE and the S-GW, but in such a realistic scenario 
the delay of the handover procedures is made more visible as this procedure typically 
does not only involve the internal network procedures. 

 

Fig. 6. Testbed Architecture  

The implementation of the communication between the network entities is based 
on the FOKUS Diameter Stack for Linux while the minimal PMIPv6 implementation 
is based on Ubuntu Linux-based Operating System primitives. For the signaling part 
user-space raw sockets were used in both the PMIPv6 LMA and MAG. For the data 
tunneling, the standard IPv6 over IPv6 tunnels offered by the Linux kernel were 
considered.  

The scenario measured and evaluated by this article considers that the UE is already 
connected to the WiFi network. An indication is transmitted by the ANDSF to the UE 
that in case an application is started to use the 3G network instead. At the same time a 
similar indication is transmitted to the S-GW to establish a shallow context. 

The testbed considers that a shallow context contains the information on the IP 
address of the mobile node and the establishment of an inactive PMIPv6 tunnel between 
the S-GW and the PDN GW; limiting the efficiency of the shallow context to the 
network layer procedures (no resource reservation or authentication was considered).  
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When the user initiates the application, the UE executes a handover to the 3G 
network and only afterwards executes the service establishment. 

This scenario based on an application initiation trigger is similar to the loss of 
signal in WiFi scenario, but it enables the operator of the testbed to easily run 
multiple consecutive tests. 

Based on this minimal scenario, at the following entities, different delays have 
been measured: 

UE attachment delay – The duration of the attachment with and without a shallow 
context including the DHCPv6 and the PMIPv6 procedures. 

S-GW delay – The duration of the attachment with or without shallow context 
measured at the S-GW which translates into the duration between the moment the 
attachment request is received from the UE and the moment the attachment completion 
response is transmitted, in the case of the testbed, the duration between the DHCPv6 
solicit and response. 

Optimization Comparison
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Fig. 7. Measured Values 

As depicted in Fig. 7, the values obtained translated in percents bring an 
optimization of a median of 90.22% of the procedures executed in the S-GW for the 
connection of the MN and 47.62% for the overall connection procedures of the MN 
which also include the delivery over the wireless access system, with instable delay 
and not controlled by the testbed. 

Although the number of measurements was limited and the procedures were 
executed for one MN and only for the network layer operations necessary for an access 
network reselection, the measured values prove the optimizations proposed by this 
article. A complete use of the shallow context would include also the pre-authentication 
operations and the subscriber data and the required resources retrieval in the gateway of 
the specific accesses or in the MME. It is expected that the same optimization is 
obtainable for these operations too, around 50% of the overall procedure time, which  
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makes the shallow context usage beneficial for the handover between access networks 
in which the signal is suddenly lost and the ones in which the attachment procedures 
have a long duration. 

Thus, the opportunity of using a shallow context in the real deployments depends 
first on the physical characteristics of the access networks and on the determined level 
of probability that a handover to the specific access network will be executed. 

5   Conclusions 

This article presents a new concept of optimization for vertical handover procedures 
in which a set of proactive procedures are executed immediately after the network 
located access network selection makes the decision which access network has a high 
probability to be selected by the mobile device in the near future. 

These procedures enable the creation of a shallow context on the possible target 
access networks. Due to the high degree of uncertainty that a handover will occur to 
the target access network, the shallow context does not presume any resource 
reservation on the data path as considered by previous proactive handover solutions. 
Instead, only the information on the resources which may be required in case of a 
handover is transmitted to the target access network entities. For this reason, the here 
presented procedures are introduced as an addition to the existing proactive 
procedures. 

From another perspective, this concept enables the access networks to prepare for a 
future possible handover which means that the network is dynamically reactive not 
only to the attachment of the mobile device to the different access networks, but also to 
the logical decisions on which access network to select. Thus, the solution considers a 
two stage type of preparation: one in which the information on the requirements of the 
mobile devices is transmitted to the entities on the target access network and a 
reservation one when the handover trigger (active or proactive) is received. 

The concept was exemplified in the 3GPP Evolved Packet Core and evaluated and 
validated on a minimal prototype implementation. From the delay values obtained we 
can conclude that the solution is feasible to be directly implemented in the real-life 
deployments as the delay decrease is beneficial compared to the functionality 
introduced in the network. However, the solution has to be further evaluated as impact 
on the network of the establishment of the shallow context in case the handover to the 
specific accesses does not occur and also how it integrates as an addition to the 
current proactive handover procedures. 
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Abstract. In recent years there has been a significant growth in the de-
ployment of heterogeneous wireless technologies. Due to its diversity, new
multi-interface terminals have appeared and pose new challenges to mo-
bility management and security in wireless networks. In order to achieve a
solution to these new challenges several standardisation groups are work-
ing to provide solutions that enable a seamless handoff in heterogeneous
wireless networks by reducing the latency to obtain network access. In
particular, the standardisation task group IEEE 802.21a is studying new
media-independent services that allow a secure handoff process as well
as mechanisms to reduce the latency during network access control after
a mobile handoff. In this article, we analyse, three well-known key distri-
bution mechanisms, in the context of IEEE 802.21a, for secure handover
and how these mechanisms can help to reduce the network access time
after a handoff in IEEE 802.21-assisted networks.

1 Introduction

In the last years the evolution of data networks and wireless devices have risen
dramatically. Moreover, the proliferation of wireless access technologies implies
that network subscribers can connect anywhere at any time using real time (e.g.
voice calls or video streaming) applications that usually require high performance
networks. For that reason, nowadays, several devices support different wireless
technologies such as WiFi [1], third generation wireless connectivity (3G), or
WiMAX. Due to this increasing diversity, operators must facilitate access to
multiple wireless technologies through a single device.

Supporting handoff by avoiding loss of connectivity is the key enabling oper-
ation for seamless roaming and high-quality content delivery. Moreover, inter-
technology handoff must be supported due to the growing network heterogeneity.
An important factor that notably affects the provision of a seamless handoff be-
tween heterogeneous wireless technologies is the network access authentication
and authorisation processes, by which operators control their subscribers, when
they try to access the network service.

K. Pentikousis et al. (Eds.): MONAMI 2010, LNICST 68, pp. 123–134, 2011.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2011
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Different standardisation bodies are providing solutions to handle these kinds
of problems in heterogeneous wireless networks. One general approach is the
so-called SRHO. In this mechanism, a multi-interface terminal only transmits,
at any given time, through a single radio interface during the handoff process. By
means of SRHO, most of the processes (e.g. association, authentication, etc...)
required to get network access are performed by using the single radio interface
with the network where the mobile is intended to associate in the near future. For
example, WiMAX forum [2] is working on a SRHO solution that handles both
WiMAX-WiFi and WiFi-WiMAX inter-technology handoffs [3]. Also, 3GPP [4]
is working on a Single Radio solution called SRVCC [5] which provides a service
continuation between 3GPP and 3GPP2 [6]. It is also expected that IP-based
3GPP services will be provided through various access technologies, including
existing broadband radio access standards like WiMAX.

Additionally, IEEE 802.21 [7] standard defines media-access independent
mechanisms to facilitate and enable optimisations to improve handoffs between
heterogeneous wireless networks. So that, the main aim of this specification is
to achieve seamless handoff between heterogeneous technologies. The standard
defines all necessary elements required to exchange information, events and com-
mands to facilitate handoff initiation (network discovery and selection process)
and handoff preparation (network establishment before the movement). Specifi-
cally, there are several tasks groups which are defining new extensions to IEEE
802.21. For example, part of these extensions are being discussed in the IEEE
802.21c task group [8], where some MIH messages are being defined to transport
link-layer frames to assist the SRHO mechanisms in WiMAX-WiFi and WiFi-
WiMAX handoffs. Moreover, IEEE 802.21a task group [9] is defining mechanisms
to further reduce the latency introduced by the authentication and authorisa-
tion processes usually required to get network access during the handoff process
(working item #1); and security extensions to protect 802.21 messages (working
item #2).

In particular, our contribution analyses and describes in detail the integration
of three general and well-known key distribution mechanisms in the context of
IEEE 802.21-assisted wireless networks in order to provide a secure handover
and reduce the latency to get network access after the mobile handoff process.
That is, the analysis which we describe in this article is focused in IEEE 802.21a
working item #1.

This article is organised as follows. The section 2 describes the general ar-
chitecture and specific details about the integration of the three general key
distribution mechanisms in IEEE 802.21-assisted wireless networks. In particu-
lar, we will describe how to carry out a fast and secure heterogeneous handoff
by using these key distribution mechanisms. Moreover, a deployment analysis
is provided in section 3. Section 4 provides a performance analysis and shows
how the key distribution mechanisms can further reduce the latency in solutions
based on SRHO. Finally, section 5 provides some important conclusions and
shows some future directions.
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Table 1. Summary of used acronyms

Acronym Definition Acronym Definition

SRHO Single Radio HandOver SRVCC single Radio Voice Call Continuity

MIA-KH Media Independent Authenticator and Key Holder MSA-KH Media Specific Authenticator and Key Holder

MN Mobile Node MIHC Media Independent Handover Controller

MS-PMK Media Specific Pairwise Master Key MI-PMK Media Independent Pairwise Master Key

TN-PMK Tunnel Pairwise Master Key PSK Pre-Shared Key

(a) General Architecture (b) Media Independent Authentication
Architecture

Fig. 1. General Media Independent Architecture

2 Key Distribution for Media Independent Handoff

2.1 General Architecture

In the context of IEEE 802.21a, the proposal specified in [12] defines an archi-
tecture based on a MIA-KH entity (see Fig.1(a)). In this architecture, this entity
controls and interacts with a set of MSA-KHs and facilitates the MN to perform
a (proactive) authentication before moving to a target MSA-KH. Nevertheless,
in order to complete the network access process, a key distribution mechanism is
required to distribute key material to the target MSA-KH in order to establish a
security association between the MN and the MSA-KH. If this key distribution
process is carried out before the handoff, it will cause a reduction of (and in
some cases, even eliminate) the authentication process. In general, it is initially
assumed that a target MSA-KH will require an authentication based on the
EAP [10] (unless some optimised key distribution is deployed), which has been
recognised as a very flexible authentication protocol and used in multiple wireless
technologies (e.g. WiFi or WiMAX) but is not as appropriate for authentication
in mobile networks [11].

However, how key distribution is performed has not yet been deeply discussed
in the context of the proposal [12]. Thus, in our contribution, we analyse and
describe the integration of three well-known key distribution mechanisms but
take into account the MIA-KH/MSA-KH architecture described above. We have
considered these key distribution mechanisms as MIH services provided by the
MIA-KH to the MN. According to this approach, we consider that the MN should
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be authenticated and authorised to use these services. As such, we believe that
MIA-KH can be such an entity since it allows a (proactive) media-independent
authentication. However, we consider that in order to embrace the concept of
MIH service, a more generic name is required, as not only media-independent
authentication, but also key distribution services are provided by that entity.
Therefore, we have renamed MIA-KH to MIHC and its functionality has been
updated to provide both secure MIH signalling and help to reduce the network
access time by providing different key distribution services: push, reactive pull
and proactive pull key distribution.

Thus, the use of the MIHC entity has two main goals: one is to authenticate
and authorise the use of the MIH services and the second is to assist the proper
execution of them.

Table 2. Summary of External Interfaces for Media Independent Authentication and
Key Distribution

Interface Functionality

I1 It is used for performing the Media Independent Authentication, Push
and Proactive Pull Key Dist. mechanisms. It is in charge of transporting
MIH signalling, all required information for the key dist. method and the
authentication protocol for media-independent authentication

I2 It is used to transport the authentication protocol to the MN’s home
domain in order to perform the authentication (e.g. AAA protocol)

I3 It enables, in Push Key Distribution, the MIHC to install a MS-PMK
in the target MSA-KH. Moreover, in Proactive Pull Key Distribution, it
transports the target technology level two frames to the MSA-KH

I4 It is used to communicate the MN with the MSA-KH

I5 It is used by the target MSA-KH to communicate with the AAA server

In order to achieve these goals, entities needs to communicate through sev-
eral interfaces. Table 2 shows a summary of the interfaces used by each entity
depending on the key distribution method used and the interfaces required for
the media-independent authentication.

2.2 Media Independent Authentication Process

Before providing any MIH key distribution service, a media-independent au-
thentication (Fig. 1(b)) by using some extensions to the MIH protocol (I1) is
required between the MN and MIHC. The media independent authentication is
composed by four phases:

1. Negotiation phase. Both the MN and the MIHC exchange unprotected MIH
messages in order to agree on the type of key distribution mechanism to be
used in that session and other related parameters.

2. Media-Independent Authentication phase. The MN and MIHC authenticate
each other by using MIH signaling (I1) in order to get access to the key
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distribution services. Moreover, MIHC may contact a backed authentication
server (e.g. AAA server) to verify MN’s credentials by using I2. In general,
this media-independent authentication will be performed with the MIHC
before the MN moves to a target MSA-KH under the control of the MIHC,
in a so-called proactive media-independent authentication. In this case, we
refer to the MIHC as Candidate MIHC. After performing the (proactive)
authentication, key material will be shared between the MN and the MIHC,
so that the rest of the MIH communication (I1) can be protected using
this key material. This shared key, which is used as a root key for further
key derivation, is a so-called Media Independent Pairwise Master Key (MI-
PMK). At the end, the negotiated parameters in the negotiation phase are
confirmed and an authentication session is established. For the purpose of
this article, we assume that EAP is used as the authentication protocol since
it provides a flexible way [10] to perform such authentication process.

3. Authenticated/Authorised phase. In this phase, the MN is already authen-
ticated and authorised to use the key distribution services provided by the
MIHC.

4. Finalisation phase. When either the MN or the MIHC desire to finish the
authentication session, they send protected MIH messages in order to release
the MN’s state related to the provided MIH services.

Once the MN is authenticated, we propose the use of three types of key dis-
tribution mechanisms (Push, Reactive Pull and Proactive Pull key distribution)
which bring some interesting advantages (but also some associated disadvan-
tages) to reduce network access latency as we describe in the following sections.

2.3 Push Key Distribution

In the Push Key Distribution mechanism (Fig. 2(a)), the MIHC pushes a key
into the target MSA-KH on the a MN’s request (mobile-initiated process) or
some decision made by the MIHC itself (network-initiated process). The distri-
bution process must be signaled by using protected MIH messages (I1) before
the handoff to the target MSA-KH. Otherwise, an attacker could initiate the
process. Then, the MN and MIHC will derive from the MI-PMK a specific MS-
PMK for the target MSA-KH. To complete the process, the MIHC will push the
MS-PMK into the target MSA-KH (under the control of the MIHC) by using
interface I3.

Once the key has been installed, the MN can perform the handoff to the target
MSA-KH, and establish the link-layer association and the security association to
protect link-layer frames using I4. In general, the MN can pro-actively request
pushing a new key in another MSA-KH under the control of the MIHC. Thus,
using the key hierarchy derived from the MI-PMK, it is possible to access dif-
ferent MSA-KH without performing an EAP authentication each time the MN
handoffs to a new MSA-KH under the same MIHC. So, the network access time
after handoff can be reduced considerably.
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(a) Push Key Distribution (b) Reactive Pull Key Distribu-
tion

(c) Regular Proactive Pull Key
Distribution

(d) Optimized Proactive Pull
Key Distribution

Fig. 2. Key Distribution Mechanisms

2.4 Reactive Pull Key Distribution

The Reactive Pull Key Distribution mechanism (Fig. 2(b)) operates with the
assumption that the MN and MIHC shares a symmetric key MS-PMK derived
from the MI-PMK. In this sense, the MS-PMK should be considered as a mid-
term credential shared between MN and MIHC for this type of key distribution.
The MS-PMK will be used in a media-specific EAP re-authentication process
based on an EAP method or mechanism (e.g. ERP [13]) that uses symmetric
keys. This EAP re-authentication will happen after the MN moves to the target
MSA-KH. In this EAP authentication, MIHC will act as EAP/AAA server and
the target MSA-KH as an EAP authenticator.

Then, as a consequence of the media-specific EAP re-authentication which is
performed by means of interface I4 and I3, an MSK is derived for the MSA-KH
by the MIHC acting as AAA server. This MSK will be used to establish the
security association between the MN and the target MSA-KH.

In order to achieve improvement with this key distribution mechanism, we
propose the use of a temporal (NAI) [14] which must be provided for the MN.
The temporal NAI can be provided during the media-independent authentication
with the MIHC by means of interface I1 (Fig.1(b)). In general, this temporal
NAI will have the format user@mihc − realm where mihc − realm can be the
Fully Qualified Named (FQDN) of the MIHC. With this information, the target
MSA-KH and/or the AAA infrastructure behind, can route the authentication
and authorization (AAA) information to the MIHC during the media-specific
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EAP re-authentication. The key aspect to reducing time with this type of key
distribution is that the MIHC is assumed to be very near to the target MSA-KH
so the latency between this entity and the MIHC is low.

2.5 Proactive Pull Key Distribution

The Proactive Pull Key Distribution mechanism allows media-specific EAP au-
thentication without the need of the MN being directly connected to the wire-
less link of the target MSA-KH. To carry out this mechanism, it is necessary
to transport link-layer authentication frames for the corresponding target MSA-
KH wireless technology over a media-independent tunnel between the MN and
MIHC (I1); and to convey those link-layer frames between the MIHC to the
target MSA-KH by means of another tunnel (I3). In this way, after successful
completion of the proactive media-specific authentication, a MSK will be pulled
by the target MSA-KH as happens in a typical EAP authentication.

We have considered two main cases with this mechanism: The regular Proac-
tive Pull Key Distribution (Fig.2(c)) and the optimized Proactive Pull Key
Distribution (Fig 2(d)). In the former, the MN uses its NAI (e.g. user@home−
domain) with the home domain (where the MN is subscribed to) in the proactive
media-specific EAP authentication with the target MSA-KH. In this case, the
authentication and authorisation process will be routed to the AAA server in
the MN’s home domain. In the latter, it is assumed that a MS-PMK is shared
between the MN and MIHC as happens in Reactive Pull Key Distribution. Thus,
it is also necessary to use a temporary NAI for EAP re-authentication purposes
with the same format described in section 2.4, in order to forward the informa-
tion to the corresponding MIHC (acting as a local AAA server).

Finally, it is worth noting that in order to implement the media-independent
tunnel between MN and MIHC, we have considered two options: 1) carrying link-
layer authentication frames over protected MIH signaling (this option is being
considered on IEEE 802.21c as well); or 2) by the establishment of a dynamic
secure IP tunnel (e.g. IKEv2) between the mobile node and the MIHC. This first
option uses the interface I1 to transport link-layer authentication frames and the
second option uses I1 to request the establishment of this secure IP tunnel. In
the second option, the MN and MIHC will derive a pre-shared key (TN-PMK)
obtained from key hierarchy rooted in the MI-PMK. With that key the secure
IP tunnel will be established (e.g. IKEv2 with PSK authentication where the
TN-PMK will be used as PSK).

From our point of view, we consider the second option as a better option
because it separates MIH signaling from the tasks purely assigned to tunneling
purposes.

3 Deployment Implications

In this section we describe the most important implications (advantages and
disadvantages) that must be taken into account in the deployment of the three
key distribution mechanisms that we have described in the previous sections.
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For example, to use the Push Key Distribution mechanism the target MSA-
KH must provide an implementation of interface (I3) in order to allow MIHC to
push a key into the MSA-KH. Thus, to the best of our knowledge, no wireless
technologies have standardised any interface that allows an external entity to
push a key. To install a key, SNMP [15] could be used, but several changes
must be carried out to do this. Conversely, the operation of the Reactive Pull
Key Distribution does not need any change in existing wireless standards and,
therefore, in the existing deployed target MSA-KHs. However, in the Reactive
Pull Key Distribution, one possible deployment issue is that the MIHC also needs
to act as AAA server in this process and there is no current entity nowadays
which acts as an AAA client (for media independent authentication) and as a
AAA server at the same time.

Additionally, the use of the (regular or optimized) Proactive Pull Key Distri-
bution mechanism requires that the target MSA-KHs accepts wireless link-layer
authentication frames over a wired link (the same issue is raised in single-radio
handover case). Furthermore, a protocol to transport these frames from the
MIHC to the target MSA-KH is required. Moreover, for the specific case of the
optimized Proactive Pull Key Distribution, the MIHC must act again as AAA
server in the proactive media-specific EAP re-authentication.

Also, obviously, MIHC functionality must be deployed on the existing net-
works. There are several alternatives. The first one is that the MIHC entity
could be co-located with other existing entities (e.g. local AAA server). In this
case, the software for these entities must be modified in order to support the
new functionalities provided by the MIHC. In the second alternative, the MIHC
could be a separate entity. In this case, the new entity must be deployed and
connected with the rest of the network entities. Taking into account that other
standardisation work considers including new entities and functionalities (e.g.
WiMAX and WiFi Signal Forwarding Functions [3]) the first alternative seems
the most promising option.

Finally, on the MN side, mobile terminals must be updated to support MIH
protocol, manage the new key hierarchy and implement the different interfaces
needed to support these key distribution methods.

4 Remarks on Performance

Nowadays, there is no existing implementation of these key distribution mecha-
nisms in the context of IEEE 802.21-assisted wireless networks. So, this makes
it difficult to obtain real experimental values in order to evaluate the key dis-
tribution mechanisms. For that reason, we have used real measurements taken
from [16] [17] [18], where simulations and real scenarios have been used, to com-
pute an approximate authentication delay, and to provide a rough analysis on
how these key distribution mechanisms provide benefits during handoffs. Fur-
thermore, using these mechanisms, other proposals (e.g. SRHO, IEEE 802.21c)
can also improve their performance.
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The following notation is used. Tassoc and Tre assoc represents the time of
performing a complete association and re-association after the attachment to the
target MSA-KH, respectively. Note that, in general Tassoc >≈ Tre assoc because
performing a re-association process usually involves less messages. For example,
if we consider IEEE 802.11, we assume that Tassoc includes 3 roundtrips [1];
whereas Tre assoc only includes one roundtrip, as happens in IEEE 802.11r [19].
In [18] Tassoc implies a time of ≈ 20ms so, taking into account [18] and [19] we
will roughly say a time of 6 − 7ms for Tre assoc.

Tms−auth refers to the time consumed in carrying out a media-specific full
EAP authentication between the MN and the MSA-KH that involves the MN’s
home domain. Based on [16] we can assume that Tms−auth is ≈ 600ms (in roam-
ing case). Tms−fast reauth refers to the media-specific EAP re-authentication
time without the need to contact with the MN’s home domain but with the
contact with the MIHC acting as AAA server. Tms−fast reauth could take
≈ 100ms according to [17]. Therefore, as [16] and [17] show, the assumption
that Tms−auth >> Tms−fast reauth is feasible. Tsap denotes the time of perform-
ing a secure association protocol (e.g. 4-way handshake in WiFi networks). Based
on the measurements in [16] Tsap may take ≈ 10ms. Tpush key refers to the time
involved in contact with the target MSA-KH to push the corresponding key.
Based on [16] we can assume a time of ≈ 10ms. TMIHpush

will refer to the time
involved in the signaling required to indicate to the MIHC to install a key. Al-
though there is no experimental data, we expect that this time will involve one
exchange, as Tpush key . So, we could roughly assume that TMIHpush

may also
take ≈ 10ms.

Taking into account these assumptions, when a MN moves to a target MSA-
KH and no improvement is provided to reduce the network access delay, the
latency to get network access through that MSA-KH can be computed in a very
general way as:

Tnetworkaccesstotal
= Tassoc + Tms−auth + Tsap

The table 3 shows the times only applicable to the different key distribution
mechanisms described above. It shows two different time components: the time
spent before the MN moves to the target MSA-KH (Handoff Preparation Time)
and the time spent after the MN moves to the target MSA-KH (Handoff Execu-
tion Time). To obtain a rough estimation about the benefit of the performance
of the three key distribution mechanisms adapted to the IEEE 802.21 context,
we also assume that the MN has already performed the media-independent au-
thentication with MIHC.

For this general analysis, we assume that TMIHpush
+ Tpush key <≈

Tms−fast reauth. The reason for this assumption is that, TMIHpush
involves one

roundtrip between the MN and MIHC and Tpush key one roundtrip between
the MIHC and the target MSA-KH. In Tms−fast reauth a similar number of
roundtrips are required. For example, that happens when using ERP [13], since
it is the most optimised and fast re-authentication solution defined in the IETF,
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Table 3. Computed times for key distribution mechanism

Mechanism Handoff Prep. Time Handoff Exec. Time

Push TMIHpush + Tpush key Tassoc + Tsap

Reactive Pull Tassoc + Tms−fast reauth + Tsap

Proactive Pull Tms−auth Tassoc + Tsap

Proactive Pull (optimized) Tms−fast reauth Tassoc + Tsap

Table 4. Times when applying key distribution mechanisms to SRHO

Mechanism Handover Prep. Time Handover Exec. Time

SRHO Tassoc + Tms−auth + Tsap Tre assoc

SRHO+Push Key Dist. ((TMIHpush + Tpush key) << Tms−auth) + Tassoc + Tsap Tre assoc

SRHO+ Proactive Pull (opt.) Tassoc + ((Tms−fast reauth) << Tms−auth) + Tsap Tre assoc

where, in the best case, only one roundtrip is required. However ERP (or other
authentication protocols) may require, in some specific cases, some additional
message to complete a fast re-authentication process.

Taking into account these assumptions, we may observe that the Push Key
Distribution will (potentially) reduce the network access time to only Tassoc +
Tsap when the MN attaches the target MSA-KH in each inter-MSA-KH handoff
under the same MIHC. Although this equals the value of others key distribution
mechanisms (proactive and optimized proactive pull key distribution), it has
low latency at handoff preparation which is an advantage when the MN moves
quickly to a new target MSA-KH under the same MIHC1. However, Push Key
Distribution has some important deployment issues as discussed in section 3.

As we may also observe from table 3, the Reactive Pull Key Distribution will
contribute with additional latency to network access control process after the
MN attaches the target MSA-KH and will exhibit worse performance due to the
MN fast re-authentication (Tms−fast reauth) being carried out after MN moves
to the target MSA-KH; this implies an increment in the latency with respect to
other key distribution mechanisms but it actually represents a trade-off between
easier deployment (see section 3) and fast network access.

It is also very important to note that some of the key distribution mecha-
nisms could be used to minimise the handoff preparation time in SRHO process
discussed in IEEE 802.21c. This is important, as commented before, if the MN
moves quickly between MSA-KHs. In this manner, SRHO combined with either
Push or Optimised Proactive Pull Key Distribution mechanisms can consid-
erably reduce the SRHO handover preparation time and improve its benefits.
Specifically, table 4 shows the combination of both methods and the time re-
duction achieved in SRHO. The first row in the table shows the general times
involved in a traditional SRHO process. The rest of rows show how the use of the
key distribution mechanisms can help the SRHO process. Basically, following the
same assumptions as before, SRHO + Push Key Distribution can obtain better

1 If a MN moves quickly the handoff preparation could not finish and not improvement
would be achieved.
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performance for the same reason as we already described. That is, Push Key Dis-
tribution takes a reduced time including preparation and execution handoff. So,
this combination minimizes the problem of a MN moving to a target MSA-KH
without completing the handoff preparation process.

5 Conclusions

In this work, we have analysed and described in detail how to integrate three gen-
eral and well-known key distribution mechanisms in the context of IEEE 802.21-
assisted heterogeneous wireless networks. The general architecture is based on
an entity that we have called MIHC, which is an extension of the architecture de-
scribed in [12]. The interfaces and the entities involved in the MIHC architecture
have been defined and described, as well as, each key distribution mechanism. We
have also discussed several deployment issues that must be taken into account
in the real deployment of each key distribution mechanism. Finally, a general
performance discussion about how the general and well-known key distribution
mechanisms integrated in IEEE 802.21, can help to reduce the network access
latency during handoff.

As future goals, we are now focused not only on the definition of the specific
MIH messages for supporting the key distribution mechanisms introduced but
also the implementation, based on ODTONE [20], of the mechanisms described
in this manuscript to obtain experimental results. In continuation, with the
specific values obtained during our experiments, we will perform simulations
to observe the advantages and disadvantages of the described key distribution
mechanisms, considering different types of use cases, wireless technologies and
number of mobile nodes.
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Abstract. In this work we analyze the possibilities which are brought
about by the use of linear programming techniques in the framework of
access selection procedures within heterogeneous wireless network envi-
ronments. We present a tool which has been designed and implemented
(based on the GLPK package) to tackle this problem. This tool, starting
from a particular network model, can be used to retrieve the optimum
assignment of access elements. To fulfil this goal, we introduce a flexi-
ble cost (utility) function, which allows modulating the relevance given
to the different aspects which could be taken into consideration while
deciding the access alternative to be used: connection with a preferred
operator, minimizing the number of handovers, or link quality, amongst
others. Afterwards, the tools is used to study a set of canonical access se-
lection strategies, so as to establish the combination of parameters which
might lead to better performances.

1 Introduction

The recent proliferation of different wireless communication technologies has
brought about the need of developing proper mechanisms to handle heterogene-
ity at the devices worn by regular users. The consequence is that near-future
communication scenarios (in some cases they are referred to as 4G) will be char-
acterized by offering a broad range of access alternatives, not only considering
the involved technologies, but also from the point of view of the entities which
manage the available networks.

In the aforementioned framework, it becomes necessary to revisit the new
challenges which pop up in the access selection procedures, which are nowadays
mostly based on non-automated processes, requiring in several cases, the direct
intervention of the end-user. In contrast with this legacy approach, novel auto-
mated algorithms to ensure the most appropriate access alternative to the end
user are deemed necessary; these should take into account various aspects, such
as the user preferences, the particular network condition, as well as the punctual
requirements of the current services.

In order to reach such an optimum performance, the involved network enti-
ties (base stations, access points, users, operators, etc.) must cooperate between
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c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2011



136 J. Choque et al.

them, by means of novel signalling mechanisms to transport the required con-
trol information. This information would, obviously, have a local scope, limited
to the end-user, since he might not be aware of the potential consequences his
decision can have over other network nodes. Additionally, in order to establish
the suitability of the employed access mechanisms, it is fundamental to be aware
of which is actually the best performance to be reached.

In this work we aim at analyzing such optimum behavior, using linear pro-
gramming techniques. In this sense, we model a heterogeneous wireless network-
ing scenario (embracing various technologies and operators) as an optimization
problem, using an objective, utility, function, able to modulate the weight given
to the various merit parameters. The GLPK library is used to solve the corre-
sponding problem. The achieved results might help to establish, amongst others,
the combination of the various weights which should be used by the access se-
lection algorithms so as to guarantee an optimum behavior.

In order to fulfil the previously established goal, this paper has been structured
as follows: Section 2 discusses some of the related work, highlighting the main
differences with our approach. Section 3 presents the optimization problem to
be solved with the framework depicted in Section 4. Section 5 describes the
networking scenario which will be used to analyze a number of access selection
strategies, whose performance will be discussed in Section 6. Finally, Section 7
concludes the paper, advocating some items which are left for future work.

2 Related Work

As it has been previously mentioned, the broad range of currently available radio
access technologies (RAT), together with the increase of the number of devices
which actually integrates various of them are some of the elements which pro-
mote the path towards future wireless access systems, mainly characterized by
the large degree of heterogeneity, more notably from a technological perspec-
tive. In this type of scenarios, the procedures which are being currently used
to perform access selection (which are mostly rather static, requiring the direct
participation from the end-user) are not longer valid; as an alternative, the sci-
entific community has been recently analyzing a number of proposals to reach,
as their main goal, the Always Best Connected paradigm, considering user pref-
erences, network situation and service requirements. As an illustrative example
of the interest that this type of schemes has recently generated, it is worth men-
tioning the fact that the not only the scientific community, but also the relevant
standardization bodies, have paid attention to them; in fact they are working
towards the specification of procedures to promote the interoperability between
heterogeneous networks. In this sense, the role taken by the IEEE 802.21 group
clearly outstands amongst them; it has defined [1,15] a framework to facili-
tate handovers between heterogenous network technologies (Media Independent
Handover Framework, MIHF ).
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The main advantage of being able to use various radio technologies is that
it brings about the possibility of using, any time, the most appropriate charac-
teristic of each of them in particular moments of time; on the other hand, this
also imposes a series of drawbacks, derived from the complexity which is intro-
duced into the system, since it becomes necessary managing a larger number of
parameters. In this sense, there exist a number of works which propose solutions
to tackle these challenges from various perspectives. For instance, the authors
of [13] present the Common Radio Resource Management (CRRM), which is
an evolution of the Join Radio Resource Management (JRRM) [6], proposing a
joint management of the available radio resources, assuming a complete overlap
of the coverage areas of the base stations (as it is also the case in [2]), and giving
the full responsibility of the resource management to the network, thus follow-
ing a clearly centralized approach. Another architecture which shares many of
the characteristics of the CRRM is the so-called Multi-Radio Resource Manage-
ment (MRRM) [14], in which a feature to be distinguished is how it deals with
the cooperation strategies between different operators [9]. In the same line, dif-
ferent algorithms have been proposed to improve the assignment of resources,
considering specific parameters of the involved wireless technologies [6,16], or ad-
ditionally based on micro/macro economic profiles from either the end user [7]
or the network [5].

The aim of this work is to go beyond the aforementioned works by considering,
not only network preferences, but also (and as the most relevant aspect) end-user
ones, while managing the available radio resources. By using linear programming
techniques, the goal which we pursue is twofold: on the one hand we seek the
establishment of a number of upper bounds on the performance which could be
achieved with this type of frameworks, thus broadening the capacity to carry out
sensible comparisons between different access selection algorithms; furthermore,
by defining flexible utility functions (using various parameters), we could analyze
the particular configurations which might lead to better behaviors. Although the
use of linear programming techniques for this type of problems might seem to be
a sensible choice, there are not, to our best knowledge, many works which have
explored their possibilities, as it is discussed in [4]. Some of the existing ones,
e.g. [12,3,11], are based on a reduced set of parameters which are combined
in the corresponding objective function, resulting on a more rigid approach.
Besides, it is worth highlighting another set of existing works, which benefit
from the application of Multi-Attribute Decision Making (MADM) techniques,
see e.g. [8,17,10]. The most relevant difference comes from the fact that they can
be employed with the biased information which could be acquired by individual
network elements (that is, as potential access selection algorithms), since one
of their advantages is their computational efficiency; however they could not
probably be used so as to analyze the overall optimum performance which could
be achieved by the whole networks, which is precisely the main objective of
this work; in fact, based on the conclusions which could be extracted by using
the framework presented in this work, we could e.g. establish the criteria to be
applied while carrying out access selection procedures based on MADM.
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3 Optimization Problem Modeling

We consider a particular network scenario, in which M access elements (either
base station or access points) are deployed. We assume that each of them would
have a particular RAT and an associated capacity φj , as the maximum number
of users they could serve. On the other hand, N end users aim at establishing a
connection with one of the M access elements, since they wear devices able to
use any of the involved RATs. We further assume that there are a number of
different operators in the scenario, so that any of the access elements (j) would
belong to a particular operator (ζj) and each user (i) would also have a preferred
operator (ηi).

We define the set of basic variables, xij , defined as:

xij =

{
1 if user i is connected with access j

0 otherwise
(1)

Starting from this basic variables, we establish a number of parameters which
will be favored when carrying out the optimization process. These aspects mainly
represent the preferences which an end-user might have when taking a decision
about the access alternative to connect to. In particular, the parameters which
are defined below will be used.

– Connectivity. In this case we simply model the desire of any end-user to be
connected to the network, so this can be somehow seen as the basic aspect
to be optimized. We will use the parameter σij , defined as:

σij =

{
1 if user i ∈ coverage of access j

0 otherwise
(2)

– Preferred operator. This parameter aims at reflecting the fact that any end-
user would like to connect to an access element from his preferred operator
(agreement, better prices, etc). ψij will be used to model this parameter,
defined as:

ψij =

{
1 if ηi = ζj

0 otherwise
(3)

– Handovers. Once an end-user is connected with an access element, he would
like to maintain the connection as long as possible, so that he does not
need to incur in the overhead (and degradation) associated to a handover
procedure. In this sense, if the previous access element is known, we define
the parameter λij as:

λij =

{
1 if user i was connected to access j

0 otherwise
(4)

– Link quality. When taking a decision on the access alternative to connect
to, one of the parameters which has been traditionally used is the quality
of the corresponding wireless link. Obviously, this is as aspect which depends
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heavily on the particular wireless technology and the selected propagation
model. For the sake of generality, it can be said that it can be modeled as a
decreasing function with the distance to the access element1; in this case, a
simple triangle function has been used, which takes the maximum value (1)
at the very same position of the access element and the minimum (0), on
the edge of the corresponding coverage area, and thus θij is defined as:

θij =

⎧⎨
⎩1 − dij

ωj
if dij < ωj

0 otherwise
(5)

where ωj is the coverage of the access element j and dij the distance to the
user i.

By combining these parameters, we define a utility function (uij), bringing
about the possibility to establish a classification of the available access elements.
As can be seen, if there is not physical connection between the end-user i and
the access element j (σij = 0), the utility function is 0.0.

uij = [α + β · ψij + γ · λij + δ · θij ] σij (6)

In order to make such function as flexible as possible, each of the aforemen-
tioned aspects is modulated with a weight; as such, α promotes the connectivity
with any element; β emphasizes the connection with a preferred operator; γ is
used to minimize the need to perform handovers; finally, δ empowers the quality
of the wireless links. By examining all the parameters introduced above, it can
be seen that all of them are delimited in [0, 1], so if we fix that the sum of the
four weights equals 1.0 (α + β + γ + δ = 1), we can also bound the utility of
the connection between end-user i and access element j in the same interval.
Furthermore, this can be also used to easily tweak the relevance associated to
each of the parameters, bringing about the possibility to define differen access
selection strategies.

Taking all of the above into consideration, the goal is to solve the following
optimization problem:

Max.
N−1,M−1∑
i=0,j=0

uij · xij

s.t.
M−1∑
j=0

xij ≤ 1 i = 0 . . .N − 1

N−1∑
i=0

xij ≤ φj j = 0 . . .M − 1

(7)

1 It is worth highlighting that the goal of this work is not to accurately model the
propagation model, but it focuses on the optimum selection of an access alterna-
tive. However, the implementation is flexible enough, so as the integration of more
complex empirical propagation models would not impose great difficulties.
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The first set of constraints fixes that an end-user can only establish a con-
nection with just one access elements, while the second block limits the number
of users connected to a particular access elements to its capacity (φj). It is im-
portant to mention that, for a particular network deployment, all the elements
of the previously defined uij function exclusively depend on such scenario and
thus, the only variables which need to be considered in the optimization problem
are xij .

4 Design and Implementation of a Tool to Solve the
Optimization Problem

As it has been said before, we will use the GLPK library to solve the problem
which was presented in Section 3. This library offers an API which can be used
from other application, and this eases the integration of the solver module. On
the other hand the dimensions of the problem to be solved is within the limits
which can be handled by this library, since the number of variables stays below
104 and, in addition, many of the corresponding coefficients (of both the objective
function and the constraints) are 0.

Hence, a proprietary tool will be designed and implemented, to perform the
following functionalities:

1. Read network parameters from a configuration file.
2. Deploy access elements from an external file.
3. Deploy the end-users from another external file.
4. Deploy and process the network scenario, obtaining all the parameters of the

uij functions.
5. Solve the optimization problem with the GLPK library.
6. Process the solution.

As it was said before, one of the aspects that are considering to establish the
value of uij is the previous connection of the end-user (so as to reduce, if possible,
the number of required handovers). In this case, it is assumed that the position
of the users varies (according to some specific mobility model) and, thus, the
main programme must iterate a number of input files (snapshots), which reflect
such mobility patterns. Each iteration must also use the solution of the previous
one, so as to be able to establish the value of λij .

Figure 1 depicts the high level flow diagram of the whole process.
Although the framework has been designed so that the deployment of both the

access elements and the end-users could be done randomly, taking their positions
from input files offers more possibilities, since it facilitates the integration with
other platforms, once the format of the corresponding files has been fixed. This
brings about the possibility of using the very same network deployments and
movement traces, so as to foster more accurate comparisons with complementary
approaches.
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Fig. 1. Block diagram of the implemented optimization tool

5 Scenario Description

As it has been previously said, the main idea is to analyze different strategies to
ensure the optimum access selection considering a heterogenous network deploy-
ment. The heterogeneity does not only extend to the involved technologies, but it
also expands to the presence of various operators. In order to cover these require-
ments, three different access elements will be used, as can be seen in Table 1.
The first one emulates a technology which could be closer to the characteris-
tics of traditional cellular communications (e.g. GSM), since it has a notably
larger coverage as well as a higher capacity. The two other access elements are
clearly closer to WLAN access points, with a coverage and capacity much lower.
It is important to mention that the capacity is modeled, generically, as the the
maximum number of users which can be associated to the access element, e.g.
without considering the subjacent traffic.

Table 1. Involved technologies

ID Coverage (m) Capacity # Elements

ρ0 600 20 4
ρ1 80 5 16
ρ2 60 5 20
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We also assume that there are two different operators. The first one (A) is the
incumbent operator, and such it manages the access elements of the legacy cel-
lular RAT (ρ0), while the second one (B) would emulate novel operator, which
offers a less conventional access, by means of the access elements with technolo-
gies ρ1 and ρ2.

We consider a 1000×1000 m2 area, over which we randomly deploy (i.e. with-
out any previous planning) the access element; note that we respect a minimum
distance between access elements, provided that they belong to the same op-
erator and use the same technology. Figure 2 shows the particular deployment
which will be used; as can be seen, the 4 elements of RAT ρ0 cover the whole
scenario, resulting in highly overlapped areas. The surface covered by operator
B is remarkably lower.

0 200 400 600 800 1000
0

200

400

600

800

1000

Op. A − ρ
0

Op. B − ρ
1

Op. B − ρ
2

Fig. 2. Network deployment used during the analysis

Over the same scenario, 200 users are deployed, assuming that 60% of them
belong to operator A, while the others have an agreement with the less conven-
tional operator (B). It is further assumed that all users are able to use any of
the involved technologies. All of them are randomly deployed at the beginning
of the simulation, but afterwards they move according to the Random Waypoint
model, with the characteristics which are enumerated in Table 2.

Once the scenario which will be used to carry out the analysis has been in-
troduced, Table 3 depicts the different access selection strategies which will be
studied. As can be seen, we modify the value given to the different weights,
thus strengthening and prioritizing some of the different aspects which were pre-
viously discussed. In this sense strategy A has the only goal to maximize the
number of connected users; B slightly favors the connections to the preferred
operator and link quality, while C also prioritizes the reduction of the number
of handovers. Strategies D, E and F focus (each of them) on a single parameter



Optimum Access Network Selection Based on Linear Programming 143

Table 2. Characteristics of the Random Waypoint model used during the analysis

Characteristic Value

Speed U[2, 3] m/s
Movement time U[100, 120] m/s

Pause time U[5, 10] s
Edge policy Reflection

Table 3. Analysis access selection strategies

Parameter A B C D E F G

α 1.0 0.6 0.4 0.1 0.1 0.1 0.1
β 0.0 0.2 0.2 0.9 0.0 0.0 0.0
γ 0.0 0.0 0.2 0.0 0.9 0.0 0.7
δ 0.0 0.2 0.2 0.0 0.0 0.9 0.2

(preferred operator, number of handovers and link quality, respectively), provid-
ing a residual relevance to the connection probability. Finally, strategy G mainly
aims at minimizing the number of handovers, but also considers link quality.

6 Discussion of Results

In the following we discuss the results which were obtained by using the 7 access
selection strategies which have been previously presented. Each of he simulations
lasts 2000 seconds, taking snapshots of the end-user position every 10 s, so the
complete scenario involves the resolution of 200 optimization problems.

In order to evaluate the performance of the different alternatives, a number
of metrics will be studied:

– Connection probability. It is the basic parameter, since it just considers
whether the end-user was able to establish a connection or not.

– Connection with the preferred operator. It considers whether the connection
was with an access element belonging to the preferred operator of the end-
user.

– Number of handovers. It can be used to analyze the number of access element
changes which must be performed.

– Average link quality. It averages the qualities of all the links which are es-
tablished, using the function which was defined in Section 3.

– Available load. It is used so as to analyze the remaining capacity (for each
of the involved technologies); this parameter can be used so as to determine
whether more users could be accepted by the network.

– Operator traffic. In this case, the load accepted by each of the two operators
will be analyzed, identifying the percentage of connections of users belonging
to other operators, which could be used to estimate the incomes due to
roaming circumstances.
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Fig. 3. Instantaneous variation of the different merit parameters for the access selection
strategy G

As a first step, to ascertain the validity of the framework, we will study the
instantaneous evolution of the performance of a particular strategy; this would
also shed some light on the stability of the results for a single scenario (set of
snapshots with a single movement trace). Afterwards, 10 independent runs will
be executed for each of the cases, averaging the results, so as to ensure tight
confidence intervals, and to be able to compare the behaviors of the 7 access
selection strategies.

Figure 3 presents the connectivity probability, the percentage of connections
with the preferred operator, the number of handovers, the average link quality as
well as the remaining network capacity (for the various RATs) for strategy G. As
can be seen, none of the cases presents a remarkable variation around the average
behavior. Connection probability reaches a value close to 85%, while only half
of the connections are with the preferred operator; it is worth recalling that in
this specific access selection algorithm, the weight given to that parameter is 0,
and the distribution of the end-users between the two operators (Market Share)
tells that 60% of them are clients of the incumbent operator. We also observe
that the parameter in which a higher variability is observed is the number of
required handovers, while it stays (for this particular configuration) below 10%.
Regarding the average link quality, we can see that it maintains a value rather
close to 50%, with little variability around it.

What it is even more interesting is the analysis of the remaining capacity for
the different access element types. It can be seen that the available capacity of
the whole networks is slightly below 40%. Although it might seem weird (by
looking at the connectivity results), we must take into account the fact that the
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Fig. 4. Performance of the access selection strategies

access elements with RATs ρ1 and ρ2 have, overall, a relevant capacity (80+100),
being even higher than the one offered by ρ0, but they cover a much lower area.
The consequence is that there are not enough end-users within the area covered
by such RATs. In fact, the figure also allows us inferring the higher coverage
of ρ1, since the available capacity is lower than the one observed for ρ2, whose
utilization factor is rather low. Finally, we can also see that the access elements
having the RAT ρ0 are fully loaded, since as was previously seen completely
cover the whole area and, thus, it is quite likely that there exist some users
whose only alternative is, precisely, connecting to such access elements.

Although the instantaneous results permit acquiring a preliminary idea on the
behavior of the various access selection strategies, it becomes more interesting
being able to compare them, so as to study their advantages and drawbacks.
Eventually, if we swept all the potential combinations for the different parame-
ters, it would be possible to establish the combination which leads to the opti-
mum performance. In this case, we will compare the 7 alternatives which were
presented in 3, carrying out, for each of them, 10 independent measurements,
averaging the corresponding results.

First, Figure 4(a) shows the connectivity which was observed for the 7 strate-
gies; we can conclude that the different combinations do not have a strong in-
fluence over the achieved results, since it can be seen that in all cases, the
connectivity probability is very close to 0.8. The graph yields a slight decrease
in both D and F strategies (higher in the first one); by using D connections
with the preferred operator are favored, and thus, the access elements using ρ0,
which belong to the incumbent operator, easily fill their available capacity; this,
together with the fact that establishing a connection with either ρ1 or ρ2 is less
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likely (since they cover a smaller area) justifies the observed decrease, which
stays below 10%. The reduction is even less relevant for strategy F due to the
fact that in this case, the connection with closer (higher quality) access elements
is strengthened, thus increasing the utility give to ρ0 access elements.

On the other hand, we can clearly see, in 4(b), that the differences regarding
the connections with non-preferred operators are much more relevant, depending
on the particular access selection strategy which is being used. In those combina-
tions in which the weight given to the β parameter in the utility function is 0, the
probability of establishing a connection with an access element of the preferred
operator does not vary (staying around 50%); we must take into account that
60% of the users are clients of operator which manages the access elements with
a wider coverage (ρ0). On the other hand, by comparing the results of strategies
B, C and D it can be inferred that the additional gain which is achieved when
increasing β from 0.2 (in the two first ones) to 0.9 (in the last one) is, approx-
imately, 15%; last, the connection to the preferred operator is slightly lower in
strategy C than in B, since in the first one, the utility function also favors the
quality of the wireless link, which slightly decreases the number of connections
with the preferred operator.

Figures 4(c) and 4(d) shows the results for both the number of handovers
and the average link quality for the 7 analyzed strategies. First, we can see
that there exists a clear relationship between both parameters. In this sense,
if we compare the results of strategies A and B (in which the γ parameter,
weight which favors the reduction of handover events, takes the same value), we
shall see that the number of handovers in the first strategy is notably higher
(� 25%); the reason behind this is that favoring the links with a higher quality
(δ = 0.2 in strategy B) causes that more connections are established with closer
access elements, and thus, it is less likely that a handover will be required in
the following iterations. This aspect is reflected somehow if comparing strategies
E and G; the first only just favors the minimization of handovers (γ = 0.9),
while in the second one, γ is reduced 20%, so as to correspondingly augment
the weight given to the link quality to δ = 0.2; as can be seen, the consequence
is that the average quality of the established connections is notably improved
(around 10%), without negatively affecting the number of handovers; in fact
there is a slight reduction (although the value of γ is lower).

Besides, Figure 5 can be used so as to analyze the influence of the different
weight combinations over the available network capacity, both from the per-
spective of the type of RAT and operator. As it was observed before, access
elements of RAT ρ0 (which match the overall capacity of operator A) use up
all their resources, for all the strategies which have been studied. Obviously,
the connectivity results (Figure 4(a)) correspond to the remaining capacity and
it is strategy D the only one in which we observe a higher available capacity,
since the access elements from operator B slightly reduce their occupancy. With
a clear relationship with these latest results, Figure 5(c) shows the number of
connected users per operator, highlighting those which are connected to their
preferred operator; these results reflect the relevance of the β parameter, since
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Fig. 5. Performance of the access selection strategies - capacity and load

in those strategies in which it takes a value higher than 0 (B, C and D), there
are more users connected to their preferred operator. We shall also see that
this only affects the incumbent operator, since the number of users that, being
clients of B, can connect to their preferred operator stays unchanged (around 40
users) for all cases. The consequence is that, in strategy D, all users connected
to operator A (80, which is all its overall capacity) belong to its clients, and
therefore the load carried by operator B is reduced. Thanks to these results we
could probably aim at establishing different cooperation mechanism to increase
their profit, by applying different prices for the traffic coming from own clients
or roaming.

7 Conclusions

This works has exhibited the possibilities that the application of linear program-
ming techniques open in the analysis of access selection strategies, over hetero-
geneous network scenarios (considering both the involved technologies and the
operators). We have defined an optimization problem, in which the objective
function (to be maximized) can be adapted using a number of parameters which
establish the different priorities that an end-user might have when deciding on
access alternative amongst the others.

In order to solve the problem, we have designed and implemented an appli-
cation, which is based on the GLPK library. Such framework has been used to
study a set of access selection strategies, in which the weight given to the var-
ious parameters was modified, so as to analyze which is their influence. Using
a scenario with two operators and a remarkable heterogeneity (involved radio
technologies) it has been shown that there are certain combinations which offer
better performances than others (at least, in terms of the number of handovers
and the quality of the established wireless links). The analysis has show, e.g.
that prioritizing the choice of higher quality radio links brings about a decrease
of the number of handovers. We have also analyzed the influence of the various
parameters in how the load is distributed between the different types of access
elements (and operators).

From the work presented in this paper, a relevant number of future research
lines could be opened; first, the definition of the utility function is very flexible
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so that the inclusion of new metrics within the access selection procedure or
tweaking their weights could be done quite easily. This flexibility could be used
e.g. to carry out a more refine variation of their values, so as to determine which
is the optimum combination. Furthermore, the results obtained from this study,
if we interpret them as the best that can be achieved for a particular network
scenario, could be compared with complementary analysis, considering only the
information (with a more local scope) that is confined to the end-user environ-
ment. Finally, we will incorporate more realistic traffic models, considering also
the possibility to modify the capacity required when starting an application.
Finally, we could also modify the parameters of the scenario, in terms of the
market share, number of users, access element deployment, etc, so as to study
their influence over the overall system performance.
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Abstract. In this paper we present an fully empirical assessment of the
possibilities which are brought about by an architecture able to handle
multiple wireless access technologies. Heterogeneity is believed to play
a key role in forthcoming communication scenarios and therefore some
entities able to appropriately tackle the new challenges are deemed neces-
sary. Although reaching the Always Best Connected paradigm has gath-
ered the interest of the scientific community, many of the existing works
are descriptive (architectural papers) or based on simulation and/or em-
ulation. In this paper we go a step beyond this and starting from the
architecture proposed in the Mobilia Celtic project, we deploy a real plat-
form to showcase two illustrative handover examples, triggered either by
the end-user and the network. Additionally, we use the same platform
to quantitatively analyze the enhancement which the use of multi-RAT
devices may provide, in terms of the handover latency reduction.

1 Introduction and Objectives

The advent of new wireless technologies has paved the way of a largely heteroge-
neous wireless communication environments, where new challenges emerge. One
of the most remarkable ones is the need to foster the Always Best Connected
paradigm, where the end user is always served with the most appropriate ac-
cess alternative, depending on a set of factors. These embrace user preferences
and policies, requirements from the current services, as well as the particular
conditions of the available networks and access alternatives. On the other hand
the existence of agreements (cooperative) between different entities must also be
considered. Mechanisms which are available at the time of writing clearly do not
fulfil with this requirements and usually require the direct involvement of the
end-user.

Opposed to that we present an architecture able to deal with the large hetero-
geneity which will characterize forthcoming wireless communication scenarios,
since it offers the end-user with the most appropriate access. The proposal is
the cornerstone of the Mobility concepts for IMT-Advanced (Mobilia) project,
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belonging to the CELTIC programme. In particular, in this work we present
a real platform which has been used so as to assess the feasibility of the this
proposal. We describe two use cases, illustrating different ways to trigger access
selection procedures (initiated either by the network or by the end-user). In ad-
dition, the paper also illustratively shows the gains which could be expected if
taking full advantage of the possibility of having multi-RAT devices, in terms of
the latency reduction during a handover event.

In order to tackle the aforementioned objectives, the paper has been struc-
tured as follows: Section 2 discusses related work, paying special attention to
other works which have pursued an experimental approach; Section 3 presents
the architecture which has been designed in the framework of the Mobilia project.
Section 4 describes how this architecture was translated into a real platform, de-
picting the use cases which have been used to challenge its feasibility, while
Section 5 presents a set of results achieved with such platform, to highlight the
enhancements that the smart use of multi-RAT devices (conveniently fostered) in
terms of latency reduction during handover events. Finally, Section 6 concludes
the paper, advocating some items for future work.

2 Related Work

During the latest years, the presence of heterogeneous wireless networks has
gathered the attention from the scientific community. As a result, there are a
number of proposals which have tackled the problems that arise in such scenarios.
Some of them share many of the characteristics of the Mobilia architecture, and
therefore they are worth mentioning herewith.

Two of the most complete ones are the Common Radio Resource Management
(CRRM) and Joint Radio Resource Management (JRRM) (see e.g. [8,3] and the
references therein) and the Multi-Radio Resource Management (MRRM) ([9]
and references therein). Both of them assume the presence of an entity which
harmonizes the information from the lower layers, so that it can be compared
on a technology-agnostic way. Afterwards, a smart entity, using such informa-
tion, together with other requirements takes a decision on the most appropriate
available access to serve the current demand.

In parallel, the growing heterogeneity has been also addressed by the relevant
standardization bodies. In this sense, the IEEE 802.21 has defined the Media
Independent Handover Framework (MIHF), whose main goal is to provide some
means to transport relevant signalling information which should be taken into
consideration during handover procedures [10,1]. One of the distinguishing char-
acteristics of the Mobilia architecture is that we have considered the use of IEEE
802.21 as a focal aspect; therefore, we do not consider it as a signalling transport
mechanism, but we extend its original scope and we provide APIs for the various
entities which are part of the proposed architecture. The idea is that we do not
establish any bounds on where and how to use such facilities. The Mobilia ar-
chitecture will also consider the possibility to support cognitive radio capability,
since this feature is believed to play a key role in future wireless communication
networks.



152 D. Gómez et al.

The focus of this paper is to present the real platform which was deployed
in order to assess the feasibility of the proposed architecture and, using such
framework, provide illustrative figures of the gain which could be expected if
taking full advantage of wearing multi-RAT devices. In particular, the paper
will provide some performance figures of the latency which might be expected
during a handover process. It is important to highlight that all the results are
completely based on real components and their performances and no emulation
has been employed.

There are some works which also seek the real implementation of this type of
architectures. For instance, in [2] the authors present a real platform which re-
flects the Multi Radio Architecture which was proposed in the framework of the
Ambient Networks project. However, no results are presented, and the different
entities were not included in the network elements (access points and base sta-
tions), thus limiting the possibility to initiate handovers from the network. Other
works from the same project, e.g. [6,7] analyze the overhead during a vertical
handover process, based on the Host Identity Protocol (HIP) mobility solution;
they use real heterogeneous technologies (namely 3G and IEEE 802.11), but they
do not incorporate any functionality within the network elements and therefore
the use cases which are analyzed are always triggered at the end user device.
The solution is based on a triggering entity which delivers events to interested
entities.

Another completely different approach is the use of large testbeds which em-
ulate the behavior of heterogeneous wireless networks; one of the most relevant
ones is the AROMA platform [4], which has been used to analyze the perfor-
mance of the aforementioned CRRM. In these approaches, the goal is to perform
an exhaustive performance analysis, usually mimicking the role which tradition-
ally has been assigned to simulators, but offering a greater degree of flexibility
and accuracy; however, they need to incorporate different models for the move-
ment partners, traffic sources, etc. Opposed to that we have a more concrete
scenario, which we use to characterize specific procedures, studying the enhance-
ments which might be brought about when using different access discovery and
selection mechanisms over real platforms.

3 Mobilia Architecture

Mobilia is trying to face the new challenges appearing with the forthcoming
wireless communication scenarios, where heterogeneity is one of the most com-
mon factors. One important goal in this project is supporting an efficient and
transparent cooperation between heterogeneous access networks, following the
concept of Always Best Connected. For that reason, a great effort has been
made working in the definition of an architecture which enables to deal with the
selection of access networks in highly heterogeneous environments. The global
framework proposal is based on various principles, such as the abstraction of
the subjacent technologies, the consideration of a number of metrics in the se-
lection procedures and the use of the signaling framework, proposed by Media
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Independent Handover (MIH), as the transport medium for the exchange of in-
formation between different entities in the network [1]. This signaling framework
is being standardized by the IEEE 802.21 working group and means the distinc-
tive feature to be explored in Mobilia. The IEEE 802.21 signaling is based on
a Type-Length-Value (TLV) codification, which offers different advantages from
the implementation point of view. The next figure shows the global architecture
to be implemented in the mobile user involved in the platform implementation.
In addition, it would be necessary to include some of these functionalities in
another entities appearing in the prototype, such as the Access Points and the
Network Server.

Several entities have been presented in Figure 1 in order to ensure a suitable
management of vertical handover situations. The next paragraphs make a short
description of the functionalities associated with each of them.

Link Layer. Based on the MIH LINK USER SAP defined on the IEEE
802.21 specification, it facilitates to the different Radio Access Technologies
(RATs) the data exchange with the Abstraction Layer.

Media Independent Handover Function (MIHF). It is the core element
of the architecture; its main function is to enable, either locally or remotely,
the exchange of information and commands between the different devices in-
volved in making and executing handovers decisions. The MIHF enables a fair
and technology-agnostic comparison of the characteristics of the subjacent radio
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Fig. 1. A global vision of the architecture proposed by Mobilia to handle vertical
handover situations
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technologies and it has been structured into two different components: the Ab-
straction Management Layer (AML) which is in charge of managing the User
MIH interface (MIH SAP) and the remote interface (MIH NET SAP) and the
Abstraction Link Layer (ALL) which manages the interfaces with the Link Layer
(MIH LINK SAP).

Media Independent Handover User (MIHU). The MIHU is performed
by two elements: The Handover Decision Manager (HoDM) and the Handover
Execution Manager (HoEM). The HoDM is the most important part of this
entity, being the element with the final responsibility during the execution of
the handover. All the data meaning and decision criteria are located at this level
of the architecture. It is composed by the following elements:

– Handover Decision Algorithm Module (HoDA) which includes the necessary
intelligence to decide when a handover shall be done.

– Handover Policies Repository (HoPR), which is used by the HoDA to set the
basis of the conditions to order a handover. This information is combined
with the one provided dynamically by the Service Requirements Collector
Information Repository (SRCIR).

– Service Requirements Collector Information Repository (SRCIR), which im-
plements the MIH USER interface to the AL/MIHF and act as a dynamic
repository for the information collected from the MN and the Network. This
information is used by the HoDA.

The HoEM interfaces directly with the MIHF through the SRCIR to manage
the primitive exchange in order to execute the handover. This element owns the
necessary intelligence to manage the event reporting and error handling that the
handover procedure might create.

Remote MIHF. It provides the framework with the capabilities to share
relevant information with remote elements.

Stream Control Transmission Protocol (SCTP). It is a reliable, general-
purpose transport layer protocol for use on IP networks that addresses mobility
needs [2] and allows high availability, increases reliability, and improves security
for socket initiation.

4 Demonstration Setup

As it was previously discussed, one of the main goals of this work is to carry out
an empirical assessment of the architecture presented in the previous section,
thus filling the gap which exists regarding this type of approaches. However, this
poses several constraints that need to be taken into account: first, the availabil-
ity of the wireless technologies is limited; although there are various off-the-shelf
wireless technologies available, most of them do not offer the flexibility which we
deem necessary to challenge the Mobilia architecture. Basically, this embraces
the availability of appropriate drivers and the possibility to introduce modifica-
tions at the network side (i.e. at the access element). Considering these intrinsic
limitations, the platform is based on the IEEE 802.11 technology; we emulate
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the presence of heterogeneous networks by deploying two access points, config-
ured in two orthogonal channels, which take the role of access elements. This
approach, which undoubtedly present some limitations, also has clear advan-
tages: the support of the corresponding drivers is quite important, and available
interfaces allow the user obtaining several pieces of information (which can be
used as elements to be considered during the access selection process); in addi-
tion, by means of the madwifi project [5], it is possible to use a regular laptop
to deploy an access point, therefore bringing about the possibility to introduce
deployments at the network side.

With the aforementioned limitations in mind, the proposed (minimum) plat-
form comprises four laptops, as can be seen in Figure 2. Their role is briefly
introduced below.

– Mobile Terminal (MT). It takes the role of the device which an end-user
would carry; its main characteristic is that it might include more than one
wireless interface.

– Access Elements (AE). These two boxes emulate the role of any network
element providing access (Access Point, Base Station, etc.); in order to em-
ulate heterogeneous technologies, the two access elements are configured to
work in orthogonal (non-overlapping) wireless channels.

– Access Broker (AB). In order to promote an efficient management of
the available resources, the role of an access broker (either centralized or
distributed) might be fundamental; in the deployed framework, this box
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is connected with the two access elements by means of an infrastructure
network (Ethernet); in addition, it includes some of the applications which
will be used to generate traffic during the various experiments.

Both the MT and the AE incorporate the whole Mobilia architecture, while
the AB only includes an instantiation of the HoDM module, since it does not
directly manage any wireless resources, and thus it does not need to incorporate
the AL nor any LL. In addition, in order to follow the demonstration on a friendly
way, each of the elements incorporate a GUI which graphically shows the most
relevant events and can also be used so as to configure some of the parameters.

As it was briefly introduced before, the platform adopts SCTP as the mobility
solution. More precisely, it includes a SCTP proxy in both sides of the communi-
cation (both the end-user and the video server); this proxy basically forwards the
traffic through a tunnel, while the real end-point can be dynamically adjusted by
means of proprietary commands (those were implemented through ioctl after
the commands sent by the corresponding Mobilia entities).

Two different use cases are challenged over this platform: the first one mimics
a traditional handover triggered by the end-user when he detects a decrease of
the link quality with the current access element; in the second case, the network
decides to initiate a handover, due to a high congestion situation.

The detailed message interchange flow chart is shown in the following section.

4.1 Use Case 1: End-User Initiated Handover

In this case, the device perceives a decrease on the link quality with the current
access network; as a consequence, it triggers a handover request, which might
eventually lead to a change on the serving network.

There are two specific aspects which are worth highlighting: first, all the
process is handled by the different elements of the Mobilia architecture and,
therefore, the end-user should not perceive any quality of service degradation;
furthermore, we benefit from the GUI and we emulate the link quality indicator
(e.g. RSSI )1.

Once the end-user is connected, and a video streaming session is initiated
from the server, the HODM configures the AL so that to receive notification
when a predefined threshold is crossed (this configuration can be done from
the GUI, which uses a proprietary message to the HODM ). By using the link
quality emulation facility of the GUI, the link quality is decreased, and the
corresponding event (LINK DOWN ) is generated from the LL and travels up
to the HODM. In this case, there are various alternatives, depending on the
particular capacities of the device: if it has more than one interface, the end user
would be able to benefit from this, minimizing the latency during a handover
event; another possibility would be to use some sort of control channel to retrieve
1 This is done as a means to facilitate the whole demonstration process since the LL

is able to get the estimation provided by the subjacent wireless cards; it has to be
considered that nowadays, wireless activity is usually rather heavy, and this might
lead to undesirable fluctuations.
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information from the network, which might provide location-aware data to ease
the access selection procedure. In the particular case of this work, since there are
two interfaces, the change of access takes place without any service disruption
(carrying out a make-before-break handover); before actually changing the video
flow, the device connects to the destination network, and once this is ready, the
flow can be changed. In the demo, the SCTP proxy is in charge of finishing the
handover.

The detailed interchange of primitives between the involved entities is depicted
in the following section.

4.2 Use Case 2: Network Initiated Handover

In this case, the handover is triggered by the network; in this sense, an overload
situation is emulated by means of the GUI of the current serving access element2.
Again, once a predefined threshold is crossed, the LL notifies this situation to the
AL, which passes it to the HODM. In this case, we assume that there is not any
established agreement between the two access elements and therefore, the current
serving one asks the access broker about the possibility to change the flow. Since
the access broker is aware of the whole network topology (it would know e.g.
whether there are enough resources in the networks which are accessible from
the end-user position) will instruct the end-user to initiate the handover (this
message goes from the HODM at the access broker to the HODM at the end-
user device, through the current access element (which still gives access to the
end-user). From this moment, the procedure looks like the previously described
handover. Again, we benefit from the advantages brought about by the fact of
having two interfaces so as to reduce the latency during the handover procedure.

5 Results

This section starts from the demo setup detailed in Section 4, evaluating the
delay suffered by a mobile node when executing a user-transparent vertical han-
dover from an access element to another one.

Specifically, we will challenge four different situations, which are briefly de-
scribed below. It is worth highlighting that the main goal would be to assess the
benefits that the use of multi-RAT devices may bring about.

A. The first one consists of a device with a single IEEE 802.11 interface (thus
illustrating the case of most terminals at the time of writing), therefore it
must carry out the whole handover process and all the involved tasks, such
as scanning for networks and connecting to a new cell. This case can be
described as the least desirable one, since it breaks the connection twice
(see Figure 3), but it is included for comparison purposes. In this case, we
assume that the IP address on the new access is statically configured and
hence, there is not any additional delay due to IP assignment.

2 Again this is just a simplification for the sake of demo purposes, since the LL of the
access element is able to measure the load by means of the number of associated
clients or using the size of the transmit buffer.
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Fig. 3. Flow chart for the single-interface case

B. In this case a new IEEE 802.11 interface is added to the device. One of
the available RATS is used for connecting to a new network, whereas the
new one would only act when a scanning task is required. Hence, the data
flow only stops at the handover process, saving the time waisted for looking
for available networks. This situation also reflects what would happen if
the network could provide location-aware information through a common
transport channel (provided it is available), since this would allow the mobile
to change the access element without scanning for other networks.

C. For this case, we take advantage of the fact that the device has more than one
interface, so we can make a soft-handover, where the second interface is used
for connecting to a new network when a LINK GOING DOWN message is
received from the HODM, while the data flow continues through the other
interface. Once the whole handover process is completed, the mobile node
instructs the video server to modify the destination IP address3, so the
packets change the route to the new one, thus saving the additional time
introduced by the ‘standard handover’, as can be inferred by looking at
Figure 4. This technique is also known as make-before-break.

D. As we have already mentioned, in the previous three cases it is assumed
that the assignment of IP address does not consume any additional time;
this might not be realistic, and therefore, in this last case we would like
to analyze the overhead caused by a legacy DHCP IP assignment. We take
the first case as the starting point, and we configure the interface so as to
request for an IP address once it is connected to the new network; needless
to say, this increases the handover latency, as can be seen on Figure 5. It
is worth mentioning that this delay would not affect any of the other cases,
since the DHCP procedure might be running in background, and only when
it is fully accomplished, the handover takes place.

3 The default video server is not able to change an IP address by itself (while the
application is running, so (as already mentioned before) we have introduced a proxy
SCTP component in order to sort this out.
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Figure 6 shows the average handover latency and the 95% confidence interval
(obtained by means of the t-student distribution) of a series of 10 independent
measurements4. It is worth highlighting that, although 10 measurements might
seem not to be enough, all the values were really close to each other, so we could
conclude that the average performance figures are accurate.

4 Without considering the time lost in carrying out the network scanning (since, it
only affects case A).
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These experiments have been measured at the Mobile Node by using the
Wireshark [11] packet capture tool. The handover latency has been calculated
as the interval between the reception of the last packet via the old link and the
first packet received though the new one.

As can be seen, case A and B follow the same handover process, so the results
are almost equal (the difference lies in which interface is in charge of scanning for
the neighbor networks, breaking the connection for a while if it happens through
the same interface), stopping the traffic for roughly half a second. Nevertheless,
case C provides the system a smart handover process, avoiding the loss of con-
nectivity due to the fact that the active connection is broken before changing
to a new access element. Finally, case D shows the delay resulting between a
link layer handover and the link layer IP address negotiation, which introduces
a significant increase on the overall latency.

6 Conclusions

This paper has presented a real platform, based on the architecture proposed
by the Mobilia Celtic project to showcase access selection procedures over het-
erogeneous wireless networks. In particular, we have presented two illustrative
handover procedures: the first one is initiated by the end-user device (after a
decrease on the link quality with the current serving network), while the second
one mimics a situation where the handover is triggered by the network, after the
access element detects an overload.
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The implementation is afterwards used to analyze the improvements which
might be brought about by the smart usage of multi-RAT devices; the handover
latency of four different cases is empirically studied; the measurements show that
taking advantage from having more than one interface might lead to remarkable
performance enhancements.

In the future we plan to extend the platform in various ways: first, the sig-
nalling between all the different entities will be based on the IEEE 802.21 stan-
dard; furthermore, since the Mobilia architecture is rather orthogonal to the
mobility solution, it would be interesting using other alternative solutions, like
Mobile IP or HIP.
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Abstract. Effective interference management has been recognized by
the industry and standardization bodies as a key enabler for 4G sys-
tems. This work is about static Inter-Cell Interference Coordination for
OFDMA based cellular networks such as LTE. The majority of previ-
ous ICIC studies, both theoretical and simulation-based, have been con-
ducted considering synthetic and/or small cellular layouts. In this work,
the performance of static ICIC strategies in non-regular cellular layout
is studied introducing some related RRM functions in the methodology.
The overall performance assessment gives special attention to the effi-
ciency vs. fairness tradeoff and the elements associated to it. Results show
that the design of suitable and effective ICIC schemes for realistic cellular
networks can not be done by simply extending classical approaches.

Keywords: Long Term Evolution, Inter-cell Interference Coordination,
Radio Resource Management, Soft and Fractional frequency reuse.

1 Introduction

The International Telecommunications Union - Radiocommunication Sector
(ITU-R) has defined a set of features that must be fullfilled by the so called
International Mobile Telecommunications-Advanced (IMT-A) systems. Broadly
speaking, these systems must be able to support high-quality mobile multime-
dia applications and fullfill the evolving users’ needs [1]. Consequently, mobile
operators are optimizing and upgrading their networks according to the evolu-
tion of the most popular technologies: the Long Term Evolution (LTE) [2] and
WiMAX [3]. In particular, LTE has been described as a 3.9G (beyond 3G but
pre-4G) technology since its first release LTE does not meet IMT-advanced re-
quirements for 4G. However, the 3rd Generation Partnership Project (3GPP) is
currently developing LTE Advanced which is a preliminary mobile communica-
tion standard, formally submitted as a 4G system candidate to ITU as a major
enhancement of the LTE standard [4,5,6]. The target of 3GPP LTE Advanced
is to reach and surpass ITU requirements.
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LTE (and WiMAX) employs Orthogonal Frequency Division Multiple Access
(OFDMA) as access technology for the downlink [7] mainly due to its flexibility
for resource allocation and because OFDMA provides intrinsic orthogonality to
the users within the cell, which translates into a almost null level of intra-cell
interference. Therefore, inter-cell interference is the limiting factor when high
reuse levels (to achieve higher spectral efficiency) are intended. On the other
hand, the new requirements for IMT-A include delivering higher peak rates to
support advanced services (up to 1 Gbps for low mobility) and enhanced and
uniform levels of quality of service within the cell area [8]. Nevertheless, from
the network perspective, this is not a trivial task since users far away from
their serving access point, typically perceive a significant amount of inter cell
interference. Then, as a direct consequence of this situation, the fairness among
the Quality of Service of users is jeopardized.

Given this, initiatives and proposals have been formulated within the 3GPP
to cope with inter-cell interference. In particular, three main strategies [9,10]
are proposed : Inter-cell Interference (a) Coordination (ICIC) (b) randomization
and (c) cancellation. Although, inter-cell interference randomization [11], and
cancellation [12] have received some attention, ICIC has been the field in which
more contributions are being done, and it has been idenfied as a key element
by the industry [13,14], and the research community [15,16]. The so called soft
and fractional frequency reuse schemes (SFR and FFR respectively), have been
widely studied. Reference works are: [17,18,19,20,21]. Although, the scope and
manner in which the authors address the subject is varied, there are some sim-
ilarities. Most of the existing literature addresses the ICIC issue by means of
synthetic (and very often small) cellular layouts. The extention of these results
to realistics scenarios is questionable mainly due to two reasons: the inter-cell
interference is not uniform, this means that not all the cells receive the same
amount of interference, as it does happen in a perfectly geometric layout. Sec-
ond, when the effects of inter-cell interference are studied, the scenario must be
large enough to asure that a at least 3 or more interferer tiers are considered.
The latter is especially important in OFDMA networks taking into account that
the wireless channel is frequency selective.

To the best of the authors knowledge, only very recent works [22] have ad-
dressed ICIC by considering large scale/realistic scenarios. In this work, the au-
thors claim that for real networks with an irregular coverage pattern, no simple
reuse scheme can be applied in a straighforward way. In this excelent contribu-
tion, the authors estimate the average throughput map over the entire service
area by considering only large scale fadings effects. This approach allows a cell
edge performance assessment without significant complexity involved.

In this paper, we do consider a large scale/realistic network as in [22] but with
some important differences. First, from the system model perspective, we have
evaluated the ICIC gain considering the constrains associated to the frequency
domain scheduling (proportional fair discipline is considered) and the effect of
the Adaptive Modulation and Coding (AMC). We strongly agree with the au-
thors in [23] in that the impact of ICIC on the overall system throughput must
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be analyzed through a model in which the interactions with additional Radio
Resource Management (RRM) functions, such as scheduling, adaptive modula-
tion and coding and power control are captured. With this, the analysis is more
precise in the sense that also takes the frequency selectiveness of the channel into
account. Second, from the performance evaluation point of view, not only system
oriented metrics are considered, but also user oriented ones. This is important
since improving fairness while keeping spectrum efficiency as high as possible is
the main target of ICIC strategies.

In this manner, the contribution of this paper is a comparative analysis of
several static ICIC strategies in a very realistic test bench in which the cross
effects between ICIC and the additional RRM functions are weighed up. Results
not only quantify ICIC gains by means of a comprehensive set of performance
metrics but also provide hints about where to go in future studies.

The paper is organized as follows, Section 2 introduces the ICIC schemes con-
sidered. Next, Section 3 includes the description of the simulation scenarios, the
system model, the performance metrics and the particular configuration we have
used for each scheme. The analysis of results, taken into account existing/related
results from previous contributions, is presented in Section 4. Finally, conclusions
and additional remarks close the paper in Section 5.

2 Description of Static ICIC Strategies

In this section, we present a detailed description of the static ICIC strategies
considered for this study. In particular, 4 different schemes with different values
of frequency reuse (FR) have been selected. The two first schemes, the so called
full frequency reuse (FR=1) and fixed reuse 3 (FR=3), were selected as they
represent the benchmark in terms of spectral efficiency and fairness respectively.
Thus, a more coherent performance assessment of the two properly said ICIC
strategies, Soft Frequency Reuse (SFR) and Fractional Frequency Reuse (FFR)
can be done. These two strategies have been shown [24,25] to be intermediate
points between FR=1 and FR=3. In addition, these strategies have been widely
studied as ICIC schemes in the vast majority of contributions based on syn-
thetic/theoretical scenarios. Therefore, the selection of these strategies is the
natural choice according to our target. A generic representation of the selected
static ICIC schemes is shown in Fig. 1.

In static ICIC schemes, the resources (bandwidth and power) allocated to each
cell do not change over time. Then, each cell uses those resources autonomously
and according to the rest of RRM functions. Nevertheless, depending on such
resource-to-cell allocation, more or less freedom is left to finally pair the resources
to the users.

ICIC S1: Static ICIC scheme S1 is also known as full frequency reuse, since
reuse factor 1 is aplied to the whole network. In this case, there is not con-
straint at all on the usage of resources within each cell. This scheme is attractive
since it has been shown in [15] that it provides the best overall spectral efficiency.
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(a) ICIC S1.

(b) ICIC S2.

(c) ICIC S3.

(d) ICIC S4.

Fig. 1. Generic power profiles in static ICIC schemes

Nevertheless, users close to the cell edge experience a significant amount of inter-
cell interference.

ICIC S2: Employing reuse factor 3 is the traditional choise followed by net-
work operators in tri-sectorial deployments. In this case, the levels of inter-cell
interference experienced by cell edge users are significantly reduced at expense of
the overall network efficiency. Similarly to the previous case, cells employ their
resources without restrictions.

ICIC S3: This strategy corresponds to soft frequency reuse. This approach can
be considered as an intermediate point between the two previous strategies in
the sense that reuse factor 3 is applied to the cell edge users while central users
do more aggressive usage of the spectrum. Soft frequency reuse implies the need
to classify users within each cell. The criterion is often based on the average
channel quality [26], [27]. Two possible approaches can be taken into account:

1. Class Proportionality: SINR thresholds are selected so that each class has
the same average number of users.

2. Bandwidth Proportionality: The threshold guarantees that the number of
users is proportional to its allocated bandwidth.
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Table 1. Simulation scenarios details

Scenario Cells Area [Km2] Density [Cells/Km2] SINRTH [dB]

A 171 33.2 5.15 1.85
B 42 32.9 1.28 2.50

In this study, only class proportionality is considered. The reason is twofold.
First, study the impact of the classification thresholds on ICIC performance
is out of the scope of this work, hence keep fixed this degree of fredom is a
necessary condition to get valid results. Second, the particular choice of class
proportionality is due to the fact that it is an approach commonly employed
in previous contributions [28,26] dealing with static ICIC, thereby facilitating
comparisson and analysis.

It is worth to note that while central users receive inter-cell interference of
type inter-class (coming from users of different class) and intra-class (coming
for users of the same class), cell edge ones only receive inter-class interference.
Finally, the amount of interference received by the cell edge users and the their
bandwidth size are controlled by the parameters α and β respectively.

ICIC S4: As in ICIC S3, two different classes are considered, nevertheless
the main difference in this case is that the inter-class interference is completely
removed, i.e. each class has exclusive use of its bandwidth. This is important
because the performance in terms of throughput and fairness becomes indepen-
dent of α since the SINR does not depend on the transmitted power (equal for
all cells) as long as the inter-cell interference level is significantly higher than the
noise floor. The parameter β controls the width of the band allocated to central
users, hence it also determines the bandwidth available for outer ones.

3 Experiments Description

In this section, a complete description of the experiments is provided. The diffe-
rent sub-sections explain the overall methodology.

3.1 Simulation Scenario

The simulated scenario is a realistic one covering the city of Vienna and its
surroundings. The digital elevation model, system layout and propagation data
has been obtained from the MORANS initiative [29]. This activity was framed
within the European COST 273 Action and aimed at providing common system
simulation environments so that different researchers can compare results.

In particular, two sub-areas having different cell densities were selected for
comparisson purposes. Figure 2 depics the resulting average SINR map for both
zones. Additional details are shown in Table 1.
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Fig. 2. Realistic simulation scenarios

3.2 System Model and Methodology

Additionally to the cellular layouts described previously, the cells’ downlink con-
figuration follow the setting established by the LTE standard [7,30,31]. Both the
simulation scenario and the LTE’s OFDMA setting complete the system model
in which users are randomly allocated. For each scenario, an average density
of 50 users per cell was considered. The traffic model considered for all users
is full buffer. The choice of this model, from the ICIC performance assessment
perspective, can be considered as a worst case since it assures that each cell will
transmit power over its whole available bandwidth leading then to the worst
situation in terms of inter-cell interference. The implementation was done by
means of an OFDMA system level simulation platform that has been developed
in C++. The link-to-system level interface largely follows the guidelines given
by [32].

Specifically, the system has 100 physical resource blocks (PRB) available for
the users (18 MHz, 1200 sub-carriers of 15 kHz). Note that a Physical Resource
Block (PRB) is the minimum bandwidth the scheduler can assign to one single
user. Transmission time intervals of 1 ms containing 10 OFDMA symbols are
considered. The total available power at each cell is 43 dBm and sum power
condition is always kept. ITU Extended Typical Urban (ETU) have been con-
sidered as channel model. 8 dB log-normal shadowing is applied following the
model proposed in [33] with a correlation coefficient between cells equal to 0.5. It
is important to stress that achievable rates were computed taking into account
the instantaneous channel conditions (including the frequency selectiveness of
the channel) and according to the adaptive modulation and coding used in LTE,
as specified in [34]. This mapping has been done using the link abstraction model
based in mutual information at modulation symbol level [35], which outperforms
the classic Effective Exponential SINR model because it is able to predict the
BLER with higher accuracy, particularly for higher order modulations, such as
64-QAM. Additionaly, Proportional Fair Scheduling is autonomously executed
at each cell to make the final pairing of resources to users according to the
following expression:
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m∗(t, n) = argmax
m

Tm,n(t)∑t−1
k=0

∑
n Tm,n(k)

∀n ∈ NL (1)

where Tm,n(t) is the achievable throughput if the PRB n is assigned to the user
m at time t. NL is the set of PRBs available at cell L.

To conclude this section, the description of the experiments is provided. As
stated earlier, two different scenarios (see Table 1) and 4 different static ICIC
strategies (see Fig. 1) were considered. Specifically for ICIC schemes S3 and
S4, the impact of the parameters α and β on the overall performance was also
studied. In particular, for SFR, a linear variation of α (0.2 0.4 0.6 0.8) was
considered while two values of β (0.16 0.33) were also taken into account. Note
that for the tri-sectorial arrangement, β must be smaller than 0.33 when SFR
(as in 1c) is applied. For FFR, the values of α were kept as in SFR but an
additional value of β (0.67) was considered. The choice of these particular values
is to keep consistency with previous contributions in which similar variations
of these parameters was considered to assess the performance of static ICIC
strategies in synthetic scenarios and so, obtain reasonable conclusions based on
our results.

3.3 Performance Metrics

As it was commented previously, the analysis is mainly focused on the efficiency
vs. fairness tradeoff. Neverthelss, additional metrics were also considered to be-
tter understand the whole network behaviour. In particular, the set of metrics
includes: a fairness measure, the Jain’s index [36], the system spectral efficiency
per area unit ( bps

Hz·km2 ), the average user rate (Mbps) and the average number
of bits per PRB ( bits

PRB ) to take into account the effectiveness in the resources
usage. All these metrics were computed based on Monte Carlo simulations.

4 Analysis of Numerical Results

In this section, the results obtained for the experiments previously described
are presented. It is important to recall that the main target of this study is
to assess the performance of static ICIC strategies in realistic scenarios and
compare them with the ones already reported for synthetic cellular layouts. To
do this, we will take as reference results and conclusions from some previous
contributions considering synthetic scenarios [28,37,17]. In particular, results
taken from [28] are illustrated in Fig 3 as main reference. By comparing Fig 3a
with Figs 3b and 3c, it is clear that schemes S1 and S2 are the benchmarks in
terms of spectral efficiency and fairness respectively. This is a well known result
in the context of static ICIC in synthetic cellular layouts. On the other hand, the
results corresponding to this work (for realistic cellular layouts) are presented
in Figs 4, 5 and 6. These figures correspond to the cases of FR=1/FR=3, SFR
and FFR (for both scenario A and B) respectively.
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Fig. 3. Reference results from synthetic scenarios

Looking at Fig 4, the well known rule of thumb [27] that states that S1 offers
the highest spectral efficiency with poor fairness, while S2 boosts the opposite
also applies in realistic networks. The main difference appears when quantifying
this losses/gains. Thus, for example the throughput gain in scenario B is clearly
smaller than in A or synthetic scenarios. On the other hand, the fairness gain
is proportionally smaller in the scenario A than in scneario B. Comparing the
results of S1 and S2 in synthetic and realistic scenarios (beyond the absolute
magnitudes), the impact of such schemes on the performance metrics is clearly
different for the different scenarios, especially for the case of fairness and average
users rate although the overall behaviour still holds in realistic networks in the
sense that S1 favorates the efficiency while S3 favorates the fairness.
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Figure 5 depicts the results corresonding to SFR in which different values of
α were evaluated for two different values of β for both scenario A and B. Again,
what we can see, by considering the case of β=0.34 is that the impact of the
parameter α on the different metrics is different in realistic scenarios compared
with the result shown in Fig 3b for synthetic cellular layouts. Nevertheless, the
overall behaviour for SFR is, in general terms, similar to the one observed in syn-
thetic scenarios: (a) the greater the value of α the greater the spectral efficiency
and (b) the lower the value of α the greater the value of fairness. However, one
common aspect to both realistic scenarios is that a greater value of β favorates
the sensitivity of the metrics to the values of α and so an easier tunning can be
achieved. This is expected as β controls the portion of bandwidth allocated to
the exterior users.

In Fig 6, the perfoemance of S4 is shown for both scenario A and B. Note
that in both cases only one value of α is considered (0.20). The reason is that,
similarly to synthetic scenarios, in fractional frequency reuse schemes, the over-
all performance becomes independent of α. Thus, results shows an interesting
situation. In both scenario A and B the value of β is proportional to the spec-
tral efficiency, but the fairness shows a maximum point for a intermediate point
of β (different for each scenario). Also, we can note that the sensitivity of the
performance metrics to the value of β is quite different in realistic networks
due to the irregular geometry. All this behaviour is expected since β has to do
with the bandwidth sharing between classes, and the definition of such classes
implies setting up the SINR thresholds which in turn depends strongly on the
layout under consideration. So, it follows that the choice of an optimal value for
β depends on the network under consideration.

From the previous observations, it is clear that the optimal setting in terms
of ICIC is particular to each geometry and that the best performance can not be
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Fig. 5. S3: SFR in scenarios A and B

obtained by simply applying the traditional/homogeneous ICIC schemes (based
on identical power mask for each cell). Even in situations in which the overall
system performance seems to be good, an static/homogeneous ICIC pattern
could penalize cells receiving more interference due to the irregular layout. Thus,
although there are some important similarities between the results observed
in synthetic scenarios with respect to realistic ones, there are also important
differences. The first one, from the whole system performance perspective is that
the optimum tunning is clearly network dependent and the second one, from the
individual cells perspective, is that irregular cellular layouts leads inevitably to
non-regular bandwidth allocations.
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Fig. 6. S3: FFR in scenarios A and B

5 Conclusions and Future Work

A fair comparisson among different static ICIC strategies has been presented
in this work. The results were obtained by running simulations over realistic
cellular layouts and by considering additional RRM functions. The overall study
was focused on the assessment of the performance of static ICIC strategies.

The main conclussions are summarized as follows:

– Classical ICIC strategies cannot be applied in a straighforward manner to
non-regular cellular layouts claiming at their optimality at the same time.
The performance of such strategies is different from one network to another.
Tuning the network in realistic deployments must take into account several
factors such as changing network load, traffic and mobility patterns, the local
geometry and the associated/available network functions.

– The study of ICIC on non-regular cellular layouts open a promizing research
line as it raises interesting open problems. A sufficiently generic framework
that can be extended to realistic deployments has not been formulated. The
relationship between ICIC and other RRM functions in the context of non-
regular layouts has not been modeled neither. Because of this, the study of
ICIC should not be addressed without the knowledge of the whole network
picture.

– At this point, logical extensions to this work have been identified: (a) How to
further exploit the connections between ICIC and additional RRM functions
and network-dependent features appear as a natural direction to follow and
(b) time varying network conditions could serve as a basis for designing of
more flexible (but simpler) ICIC schemes. These schemes must be supported
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by the limited amount of ICIC-oriented mechanisms available in the stan-
dards. In this sense, results clearly point towards the design of semi-static
and dynamic ICIC schemes.
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terference Coordination Techniques for LTE Networks: A Fair Performance As-
sessment. In: Vinel, A., Bellalta, B., Sacchi, C., Lyakhov, A., Telek, M., Oliver, M.
(eds.) MACOM 2010. LNCS, vol. 6235, pp. 211–222. Springer, Heidelberg (2010)

29. Verdone, R., Buehler, H., Cardona, N., Munna, A., Patelli, R., Ruiz, S., Grazioso,
P., Zanella, A., Eisenblätter, A., Geerdes, H.: MORANS White Paper - Update.
Technical Report available as TD(04)062, COST 273, Athens, Greece, January
26-28 (2004)

30. Group Radio Access Network: Physical Channels and Modulation. 3rd Generation
Partnership Project (3GPP) (December 2008); TS 36.211 v8.5.0 (Release 8)

31. Group Radio Access Network: Multiplexing and Channel Coding. 3rd Generation
Partnership Project (3GPP) (December 2008); TS 36.212 v8.5.1 (Release 8)

32. Brueninghaus, K., Astely, D., Salzer, T., Visuri, S., Alexiou, A., Karger, S., Seraji,
G.A.: Link performance models for system level simulations of broadband radio
access systems. In: IEEE 16th International Symposium on Personal, Indoor and
Mobile Radio Communications, PIMRC 2005, vol. 4, pp. 2306–2311 (November
2005)



176 D. González G et al.
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Abstract. Context-aware applications and services require ubiquitous
access to context information of users. The limited scalability of central-
ized servers used in the provisioning of context information mandates
the search for scalable peer-to-peer protocols. Furthermore, unnecessary
signaling must be avoided in large-scale context networks, when location-
based services only require nodes in a certain area with which to commu-
nicate context. To this end, we propose a lightweight model for composing
and maintaining unstructured location-scoped networks of peer-to-peer
nodes, which gossips in order to ensure quality of service for each user.
The model is implemented in a prototype application running in a mo-
bile environment, which is evaluated with respect to real-time properties.
This model can also be extended to include more context dimensions,
other than location.

Keywords: Ubiquity, location-based, context exchange, mobile system.

1 Introduction

This paper investigates whether a scalable user centric self organizing context de-
livery system provides a better solution for location-scoped acquisition of context
information in real-time. This paper proposes as such an necessary improvement
to previous research [1] regarding structured dissemination of context informa-
tion to context-aware applications. Scalable personal networks can provide a
solid model for ad hoc context-aware applications which can be used in real-
time applications. The need to derive context in real-time drives the ability to
create applications that can provide real-time user interaction in response to the
dynamic nature of the users context. The growth of social communities on the
Internet has raised the interest in social infrastructures in support of collabo-
rative computing both mobile and stationary. The creation of services that can
utilize ad hoc frameworks include, but is not restricted to, emergency systems,
warning services, social gatherings, and general information sharing.

Visitors attending a museum in a city might be able to capture a small per-
centage of the multitude of photo opportunities that are presented at each time.
However, collaboratively they provide an extensive overview of an environment.
Each visitor exists as an ubiquitous island of information and potential social
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collaboration waiting to be exploited. Current approaches such as [2,3,4,5] use so-
lutions that build systems around completely decentralized solutions which are
implemented as general context exchange solutions, while aiming for minimal
hop length towards each peers position. However these solutions still maintain
a logarithmic hop count between users as the system grows in scale. Other solu-
tions such as [6] use a centralized infrastructure, which has a constant low hop
count, but does not scale well as the system increases.

The reliability of mobile communication cannot be guaranteed and subse-
quently, neither can dependent services. Decentralized solutions provide an al-
ternative to this problem. Solutions such as [7] and [8] require that the mobile
devices contain radios with broadcast capabilities and that there exists some in-
determinate means of locating an initial neighboring user. There also exists solu-
tions based on short range communication, such as [9] and [10] solutions, which
mostly is based on multi-hop opportunistic communication via short range ra-
dios. However as mobile broadband infrastructure has near ubiquitous coverage,
wide-area wireless technologies have become mainstream for providing network
access. In face of these trends, the need for structuring of data dissemination in
the network gains in importance, which is explored in this paper.

Therefore, there exists a need for a simple ad-hoc location-based protocol
capable of solving the initial node problem as well as the radio beacon problem.
In this paper we present such a model for discovering nodes and maintaining
a personal peer-to-peer network enabling a platform for constructing location-
based social networks and information exchange.

While we concur with [11] concerning what constitutes context information,
our solution is focused on location, and employs a simple structure predicated
on maintaining a single hop between a user and its interests, and remain simple
enough to be deployed on resource constrained mobile devices.

2 Context Services

Context information is specific information tied to an entity, such as a user or
location, which explains the surrounding conditions of that specific entity and is
often acquired by using sensors systems such as GPS, or by manual input such
as personal preferences. The concept of context networks has been developed to
administer intelligent exchange of this context information between users. Three
kinds of context networks exist today, centralized solutions, distributed solu-
tions employing structured architectures, and distributed solutions that employ
unstructured architectures.

Centralized solutions such as 3GPP’s IMS Presence [12], build on using the
SIP protocol, to establish sessions between end users. The SIP protocol is sim-
ple and real-time capable, but the architecture for the underlying IMS system
is cumbersome and was not created for real-time context-aware applications,
because of its control over the data flows and the presence architecture. Struc-
tured distributed systems such as DCXP [13] utilize a strict structure and layout
of all nodes. Which is aimed towards scalability and real-time applications, but
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require overhead messaging to maintain the underlying DHT. In addition to this,
there is unstructured distributed systems such as Gnutella [14], which employs
unstructured layouts which organizes nodes into an unoptimized, but much sim-
pler topology. Requiring much less overhead to maintain the network, but has
longer hop length.

The area of context networks have been revisited many times in research,
by the CONTEXT [15], SenseWeb [16] and MobiLife [17] projects. Where the
CONTEXT, and Mobilife project aimed towards using a centralized approach,
using the SIP protocol in similary to 3GPP IMS. SenseWeb on the other hand
uses an web-service oriented approach and the SOA oriented architectures used
in that area, however still using a centralized approach.

Most research has been conducted in node traversal and communication opti-
mization, which detracts from the problems associated with running the appli-
cations on mobile and limited devices, which have highly volatile connections,
long communication delays, real-time demands, and a massive user base.

2.1 Context Architectures

Context-aware applications that can be enabled by personal self organizing net-
works are often aimed towards location-based services, such as group conversa-
tions (among people on a train) and social networks (finding people with similar
interest), and requests to enable more location-based public services (location-
based tourist information). However the possibilities of services based on this
approach is almost endless, ranging from simple data sharing, such as location-
based instant messaging, to complex services such as matchmaking services
and location-based social networking systems employing multimedia delivery
services.

General peer-to-peer networks do not natively support location-based ser-
vices. To enable such services, message overhead is required in the form of flood
searches or random walks. This mandates the need for an underlying structure
which enables the location-based services natively and is lightweight enough to
be run on a resource constrained device. Location-based grouping of information
have existed for some time [18]. Such solutions point out the advantage gained
by having a limited search area, resulting in decreased latency and bandwidth
consumption.

Structured peer-to-peer networks, such as Chord [19], are often built using
distributed hash tables and these networks enable many advantages such as
optimized node searches. However structured networks, also introduce higher
computational requirements for each node and increased signaling for maintain-
ing the distributed hash table, especially with increased node volatility. Un-
structured peer-to-peer networks are often flat architectures and without any
globally structured connections among the nodes, which enables easy access for
nodes to join and leave the network. Unstructured networks gain simplicity and
low computational requirements, at the expense of bandwidth. Unstructured
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Fig. 1. Location-based personal network

peer-to-peer networks employ simple search algorithms, such as variants of flood
or random walk searches. However such algorithms consume a considerable
amount of network overhead even when optimized.

2.2 Context Proximity

Proximity can be defined as the physical or geographical nearness, i.e a kind
of closeness or vicinity. However in regards to context, we want to utilize this
concept of closeness to create the concept of context proximity. This concept
means the proximity between users context, i.e. not only by location. For exam-
ple, two people in two different towns, working at the same company, are not
in geographical proximity to each other, but their context is in proximity, since
they both working for the same employer. This proximity in regards to context
has been seen in [20], although at that point it was quite simple. Although the
focus in this paper is on location, the idea of location-based context proximity
is used to create a form of interest between users.

3 The Model

This paper proposes a peer to peer model with limited signaling to enable a so-
lution that natively support location-based services. The basis of the prototype
comes from the fact that each node creates a personal network of nodes which
are within its context proximity by gossiping with its peers. The interest area
moves with the user, constantly changing when other users come within range,
see Fig. 1 for an illustration of the context proximity interest area. The area
can also be dynamically resized, based on the quality of service required by the
applications. This quality of service can be determined on a per application ba-
sis, by choosing a radius of interest. This choice of quality of service comes from
the fact that some applications might want to limit their interest area to a bus or
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a train on which the user is currently traveling, while some applications might
require a wider interest area such as an entire city block in order to provide an
adequate service.

The network is built up by having one single persistent bootstrap node, called
tracker. The bootstrap procedure is simple but centralized, therefore the amount
of bootstrapping should be kept to a minimum. A node bootstrap by contacting
the tracker and asking for a list of nodes, which contain interesting nodes for
the bootstrapping node. As the node acquires this list it can start its gossiping,
and given that the other nodes can provide adequate gossip information, the
node will not need to bootstrap ever again. One unfortunate disadvantage of the
centralized tracker, other than the obvious scalability problem, is that the tracker
is required to be updated with context information for it to provide reliable
bootstrapping information. Therefore the nodes has to contact the tracker once
in a while to provide it with the nodes current context.

The nodes communicate and exchanges information with other nodes via wide
area Internet access. Therefore, after the bootstrap procedure, they continually
gossip with each other, exchanging context information. The information ex-
changed in the gossip is kept limited, as the request only includes a node’s cur-
rent context, and the response only contains a list of other nodes which might be
interesting for the requester, in similarity to the bootstrap procedure. Although
the gossiping procedure is simple, it requires some management and evaluation
of the acquired information.

In detail, the gossip procedure is conducted in the following manner. A node
evaluates it’s own list of known nodes, chooses a remote node and gossip infor-
mation. The answer from the remote node will update the list of current known
nodes. However, each node also has to evaluate this list of nodes, removing obso-
lete nodes or uninteresting ones. Such a process is required due to the volatility
of context with respect to location and size of the interest areas. Therefore, all
nodes continuously evaluate their list of known nodes, maintaining an updated
list of other known nodes. They also continually review this own list, removing
nodes which are no longer required.

The created network is dynamic, since the nodes in the interest area are
constantly changing to reflect their changes in context in the real world. It is
also ubiquitous as it runs on mobile devices which can contact each other using
mobile Internet access. The network is also highly volatile, which can be observed
when a node leaves the network and then later rejoins, then the previous interest
area is almost certainly outdated and of no use. This is because the personal
network composition is never in a stable state for an extended period, since the
nodes context is always changing.

The key point about this model is that there exists no need to maintain
overlays and expensive routing protocols which can undermine the real-time
characteristics. Instead all nodes relevant to a user are kept within one hop in the
overlay. This differs from other solutions, because of the distributed approach,
the gossiping method, the real-time properties, and the way context is handled.
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Fig. 2. Flowchart over the prototype

4 Prototype

A prototype has been developed, which resides on an implementation of the pro-
posed model. It is however limited to only consider location as context, because
of the difficulty in determining context proximity. The prototype is developed
as a mobile application on the Android platform, but can also be run on a home
computer. In addition to this, a prototype implementation of the tracker was
implemented for home or server computers. The purpose of this application is
to act as a proof-of-concept, that location-based peer-to-peer networks can run
and provide suitable service even on limited mobile devices. The applications was
also used to perform preliminary results and evaluations on how such a system
will perform over mobile Internet and how it scales with multiple entities.

4.1 Implementation

Our prototype uses three independent algorithms, see Fig. 2. The first one,
continuously updates the location of the user from available sensors, and updates
it to the tracker. The second algorithm contacts a random peer chosen from a
list of active nodes and queries that peer for more suitable nodes. The third
algorithm manages the list of suitable nodes and removes obsolete nodes which
are no longer within context proximity. It also manages the fall back situation
where it will bootstrap again, which will happen if the user finds itself alone and
unable to gossip.

In detail, the first algorithm acquires the GPS position of the mobile phone,
and stores the location for later usage in the other algorithms, while also sending
it to the tracker. The tracker will store the location, and use it when other users
want to bootstrap. This algorithm is interrupt based, because of the location
events created by the GPS. However the time between sending the location
to the tracker can be varied, depending on the sought after quality of service.
Although for the evaluation, the GPS was disabled and replaced with manual
input for movement.
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The second algorithm is the primary gossiping procedure. Which relies on a
local list of current nodes which are in context proximity, which in the prototype
is only based on physical location. The algorithm choose a random node in the
list and tries to contact and gossip information with it. The request contains the
current location of the user and the interest radius, which the user is interested
in. As the remote node receives this information, it evaluates the request and
compares to it’s own local list. This process creates a new list of interesting
nodes, including their location, which will be sent to the requesting user. The
requesting user will receive this list and update it’s own list, including the node’s
location. This algorithm can be performed as often as possible, depending on the
quality of service required by the application.

The third algorithm relies on the local list of nodes and the current context
of the user. This algorithm evaluate the context of all the nodes in the list, to
determine if they still are in context proximity. As this prototype only takes into
regards location as context, the evaluation for the context is quite simple. If a
node is found to be outside of interest area of the user, it is removed from the list.
However if the algorithm has removed all other nodes from the list, effectively
making the user impossible to continue gossiping, the algorithm will contact the
tracker again and bootstrap, to find new suitable nodes.

4.2 Preliminary Results

The application was deployed on Android mobile phones, but due to operator-
side problems with peer-to-peer communication between mobile phones, the ser-
vice runs best in emulated environments where all devices have public IP and
without a firewall. Therefore the evaluation environment was setup with an ac-
tive tracker with a public IP on the SUNET Internet backbone. In addition to
this, a computer was setup with multiple nodes running, capable of operating
up to 50 nodes at the same time. This computer operated these nodes just like
a real node, and simulated their movement in the world. To this a single HTC
Hero phone was added, a mobile Android device with access to the TeliaSonera
3G mobile Internet. This device runs the application as a real node, without
any knowledge that the other nodes are simulated. Figure 3 shows a screenshot
on how the application looks like, when running on the mobile phone. Where
the node in the middle is oneself, which can be moved around on the screen in
addition to the simulated movement of the other nodes.

The application also included a view with debug information with timers on
how long the different actions in the algorithms have taken to be processed. These
measurements was used to create an preliminary evaluation on how each of the
algorithms operated. The actions which were available was bootstrap, position
update, node management, and query. These evaluations are summarized in
table 1, and was conducted in three different scenarios, with 10, 25, and 50
active nodes in the system. The values are measured in milliseconds using the
current millis function in Java, and the values are averaged values over a small
set of 10 samples each.
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Fig. 3. Screenshot of the prototype on an Android phone

Table 1. Prototype response times

10 nodes 25 nodes 50 nodes

Bootstrap 367ms 387ms 410ms

Position update 103ms 136ms 141ms

Node management <1ms <1ms 3ms

Query 310ms 313ms 335ms

Bootstrap is when a client bootstraps from the tracker. It is measured from
the point when a peer begins to send a bootstrap request to the tracker, to the
point in which it receives an answer, this time includes location evaluation on
the tracker.

Position update is the operation performed by the clients when it sends its
current location to the tracker. It is measured from the point that the node starts
to send an update to the tracker, until it has received an acknowledgment that
this position have been successfully updated on the tracker.

Node management is the evaluation that the client performs on the local list
of nodes, which purpose is to remove obsolete nodes. It is the time it took for
the client to go through the local list once.

Query is the gossiping operation, where a client asks another node for inter-
esting nodes. It is measured from the point when the client starts to ask another
node for other interesting nodes that is within vicinity, to the point in which it
has received the list and updated it’s own local list of interesting nodes.

4.3 Preliminary Analysis

With respect to the acquired values, one can observe that the preliminary re-
sponse times is on par with normal TCP traffic over 3G Internet access, for the
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values which include traffic over the mobile Internet connection. But in the steps
which included contacting the tracker, i.e. Position update and Bootstrap, a no-
ticeable scalability problem of the tracker is exposed. The small increase in Node
management is probably accounted the increase in interesting nodes, because
of larger set of available nodes. While the small increase in Query is probably
accounted the simulation environment which is running multiple peer nodes on
a single physical machine, in addition to the increased set of nodes.

Because of this, a more complete simulation environment is required, tak-
ing into account both the 3G latencies of the gossiping, and a more verifiable
evaluation method. Such an environment can also include even more nodes and
scalability evaluations.

But in comparison to other systems such as [2,5,3,4], whose approach follows
the routing principle and therefore increasing the latency with the hop count,
which in those cases increase logarithmic in regards to the amount of nodes.
Our system maintains a single hop, and therefore the major drawback of the 3G
mobile Internet system, the delay and latency, is circumvented.

5 Conclusions

This paper presented a peer to peer based model for organizing users into dy-
namic, unstructured, location-based per user unique groups. The network is
ubiquitous and has highly volatile connections, but is lightweight enough to be
handled by each user’s mobile device. The model is aimed towards context ser-
vices, running on limited mobile environments with Internet access. The model
is an overlay but running under different applications, therefore the model is
open-ended with respect to applications.

Therefore, this model addresses the need for a solution which is capable of
discovering nodes and maintaining a personal peer-to-peer network, which en-
ables location-based social networks and information exchange in real-time. The
key point of this model is that there exists no need to maintain global overlays
and expensive routing protocols which can undermine the real-time character-
istics. Instead all nodes that are in context proximity are kept within one hop
in the overlay. This model differs from other existing solutions, because of the
distribution, the gossiping method, and the way context is handled in the model.
Therefore, by utilizing this approach, one can enable location-based ubiquitous
context exchange in mobile environments.

The models preliminary evaluation show that the system is capable of keep-
ing as good as possible real-time properties, and that the major drawback of
the system is the centralized tracker. However, even with the tracker, it is still
comparable to other related solutions.

In the future, the possibilities of enabling more complex context-ware appli-
cations on this model is going to be explored, for example enabling a multi-
dimensional context-aware database, which enables the possibility of complex
context queries. Future work include scalability measurements and possibilities
of increasing the performance. Other interesting areas which is being explored,
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is to remove the tracker and see what kind of quality of service would be pre-
served. In addition to this, there is the possibility of arranging the members in
each of the personalized networks to an alternative structure that increases the
quality of service, without introducing overhead. Further future work include
utilizing multiple dimensions of context to progressively build personalized net-
works of related sensors and context dependent entities. This will then enable
more optimized real-time searching and browsing of context information sources
and entities allowing more time critical applications and services to be deployed.
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Abstract. Energy efficiency is critical to ensuring scalability, embedding, and 
portability of emerging computing and communication systems. It is of 
particular interest in the design of mobile computing systems because of the 
limitations in energy and power availability. This paper presents and compares 
in terms of energy efficiency two strategies for the dynamic selection of the 
outbound interface on multi-radio devices in wireless ad-hoc networks. 
Findings from the studies show that intelligent selection of communication 
interface in heterogeneous ad-hoc networks leads to more efficient use of the 
energy consumed while assuring the quality of service parameters necessary for 
the correct provision of applications running on top of wireless ad-hoc mobile 
networks. 

1   Introduction 

Although wireless networks have existed for many years already, explicit concern 
about their energy efficient operation has emerged only recently. It is quite evident 
that when the power source is either costly or in short supply, energy efficiency is of 
paramount importance. In some wireless network applications, energy is actually 
entirely non-renewable and is thus an overriding constraint for the design and 
operation of the network. 

However, things are not that simple. First of all, if energy efficiency is the only 
concern in a communication system, one might as well transmit nothing. Energy 
reserves would thus remain intact perpetually. Clearly communication performance is 
also of paramount interest. Thus, the choice of how to incorporate energy efficiency 
in the overall design is far from clear. One approach is to try to minimize energy 
consumption subject to throughput (or delay) staying above (or below) a certain 
threshold. Alternatively, one can try to maximize throughput (or minimize delay) per 
joule of expended energy. Neither of these approaches led to simple precise 
formulations or easy solutions. 

Different approaches have been proposed to provide more efficient energy 
consumption at different layers. At the link layer, transmissions may be avoided when 
channel conditions are poor, as studied in [1]. Also, error control schemes that 
combine Automatic Repeat Request (ARQ) and Forward Error Correction (FEC) 
mechanisms may be used to conserve power (i.e. trade off retransmissions with ARQ 
versus longer packets with FEC) as in [2]. Energy efficient routing protocols may be 
achieved by establishing routes that ensure that all nodes equally deplete their battery 
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power, as studied in [3]-[ 4] or that avoid routing through nodes with lower battery 
power. More complex solutions such as [5] exploit cross-layer operation and control 
the network topology by varying the transmitted power of the nodes so that certain 
network properties are satisfied. 

Cross-layer design is particularly interesting under energy constraints, since not 
only energy across the entire protocol stack must be minimized, but also system 
performance must be optimized. While layer-specific solutions might disregard 
valuable information residing in other layers, cross-layer solutions can exploit global 
knowledge of the system to provide sub-optimal solutions at each of the different 
layers that result in optimal solutions at system level. 

In this paper, the framework over which dynamic interface selection mechanisms 
have been implemented is briefly presented and two different outbound interface 
dynamic selection strategies are evaluated from an energy efficiency point of view. 

2   Universal Convergence Layer 

The concept of isolating the upper-layers from the underlying wireless technologies 
and thus providing real multi-mode can be achieved by introducing a Universal 
Convergence Layer (UCL) within the protocol stack. The UCL can be seen as a 
twofold approach. It will mainly act as an enabler for backward and forward 
compatibility by defining a common interface towards the network layer while 
managing several different wireless access technologies independently of their PHY 
and MAC layers. On the other hand, UCL also enables the cross-layer optimisation 
paradigm. Its privileged location within the protocol stack gives the UCL the 
possibility to support the information flow both bottom-up (e.g. use of SNR 
information for enriching the decision-making process in an ad hoc routing algorithm) 
and top-down (e.g. tuning of MAC parameters depending on the battery status or QoS 
requirements). 

Figure 1 presents the different pieces in which the UCL can be divided. Each of 
these modules is specialized in providing the different features the UCL offers. This 
approach allows the easy addition and removal of functionalities depending on the 
requirements and characteristics of the system on which it will run. For the sake of 
simplicity and due to the scope of this paper, the building blocks presented in Figure 1 
are the ones that are involved in the dynamic interface selection strategies that are 
evaluated in this paper. 

• Multi-radio Management module. The UCL hides the complexity of the 
available air interfaces and offers a unique interface to the upper layers. UCL aims 
at masquerading multihoming by aggregating the different network interfaces (one 
per access technology the node is equipped with) on a single interface. Multi-radio 
devices in wireless ad-hoc networks will therefore keep only one network identifier 
(i.e. IP address) while being able to exploit the opportunities offered by its multi-
radio nature. The possibility of using different links to one destination allows the 
UCL to intelligently modify the output interface according to the requirements and 
needs of the system. 
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Fig. 1. UCL simplified high-level architecture 

• Network Resource Collector. Data exported by the underlying technologies may 
offer important information to other layers in the stack. As this information has 
different meaning depending on where and by whom it is used, this module is 
specialized on collecting and translating data to make it available to the rest of the 
modules thus enabling the cross-layer optimization. As the different optimization 
rules are specific depending on the final purpose, this task is decentralized on 
different modules. 

• Path Optimization module. Selecting the optimal output interface may depend on 
user preferences as well as the current status of the network. The outcome from the 
Network Resource Collector Module is analyzed and a decision is taken based on 
that.  

Coordinated operation of these modules allows implementing communications 
management strategies as described in the following section. 

3   Power-Aware Optimization Based on Dynamic Outbound 
Interface Selection 

The UCL leverages Multiple Attribute Decision Making (MADM) algorithm in order 
to decide which of the available outgoing interfaces to use in order to guarantee 
system best possible performance. A utility function is evaluated for all the possible 
link layer interfaces and the one with the best result is selected. 

Several policies and parameters might be used for implementing the utility 
function calculation. In this paper two of them are evaluated and compared. In both 
cases, the sender is the one that selects the interface on which it is transmitting the 
packets. 

In the first of them, the UCL decides which interface to send the packet through 
taking into account the Signal to Noise Ratio (SNR) observed in each of the wireless 
channels available. Thresholds are set in advance for each wireless technology the 
device is equipped with. This way, the selection of the outbound interface maximizes 
the performance of the system given the SNR observed on each of the interfaces the 
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node can use for transmitting each IP datagram. It is important to note that SNR is a 
mean for assessing channel status. When the 802.11a channel becomes is bad (i.e. 
SNR goes below a pre-defined threshold), the status of the 802.11b channel is 
typically good. 

The second adaptation technique is based on assessing the channel conditions 
using the number of lost packets. More specifically the UCL evaluates the bursts of 
correct and lost packets in order to know the actual status of the channel, and decides 
which radio interface to use correspondingly. 

Wireless channels typically behave in a burst manner due to the fading processes 
they suffer. Hence, even when the SNR is relatively low we can correctly receive 
packets. This strategy attempts to take advantage of this behaviour and react quickly 
to these slots. Since it is not possible to get information about the packet los rate in 
the RAT that is not active, UCL takes decisions based on the bursts of erroneous or 
correct frames transmitted through the active RAT. In this sense, when a pre-
determined number of frames are lost in a row, the UCL switches the transmission to 
a technology that is more robust. Of course, if channel conditions are so bad that even 
the most robust RAT suffers high FER, UCL cannot do anything. On the opposite 
direction, when a burst of frames are correctly sent, the UCL changes to the RAT that 
provides faster and/or energy efficient behaviour. To avoid as much as possible ping-
point effects, the size of the bursts can be dynamically adapted so that it rises upon the 
detection of such abnormal behaviour. 

The number of packets lost on which the threshold is set for swapping to use a 
more robust technology (downgrading threshold) can be adapted accordingly to have 
a trade-off between the throughput and the application loss. Similarly, the number of 
correct packets, received in a row through the more robust technology, with which we 
decide to use a faster technology (upgrading threshold) can also be tuned. 

It is important to mention that the processing needed for this decision making is 
negligible since it is based on data exported by the underlying technologies and utility 
function calculation at the Path Optimization module can be greatly reduced. 
Additionally, since decisions are locally taken at the transmitter, no further signalling 
is necessary between the nodes involved in the communication. 

4   Dynamic Interface Selection Mechanisms Power Efficiency 
Assessment 

This section presents the results obtained from the evaluation analyses carried out in 
order to prove and validate the benefits introduced by the UCL solution for the 
selection of the most appropriate network interface for outgoing traffic. 

The scenario selected for the analyses offered a range of situations from very good 
channel conditions (Location 1 in Figure 2) to poor ones that will produce a deep 
degradation of the communications (Location 3 in Figure 2). Basically, the charter of 
selecting this environment was to test the UCL on a real-world scenario which would 
allow us to extract conclusions that can be directly mapped on real user experiences. 
Two laptops were used, each of them equipped with one IEEE 802.11a and one IEEE 
802.11b interface. Main rationale for this selection is that these technologies are  
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Fig. 2. Measurement campaign environment 

nowadays the most widely used for Wireless Personal Area Networks (WPAN) and 
Wireless Local Area Network (WLAN) scenarios. Moreover, they operate in different 
frequency spectrum ranges, use different PHY and have slightly different MAC 
mechanisms, so they represent a good example of heterogeneity. The tests consisted 
on moving one of the laptops from Location 1 to Location 3 and back again while the 
other stays fixed in Location 1 (actually on the red cross). Transmission was done 
from the fixed laptop towards the mobile one. For both technologies we forced the 
transmission rate to be always the maximum possible, this is, 11 Mbps for IEEE 
802.11b and 54 Mbps for IEEE 802.11a. 

We simulated in Matlab® this moving scenario by generating a sequence of states 
which modelled the reception status of the transmitted frames. In our case we have 
used a Gilbert-Elliot model in which the parameters have been derived from [6] and 
tuned with our own experimental characterization of the office scenario shown in 
Figure 2. A total of 60000 link-layer frames were transmitted per simulation. In the 
scenario simulated, two thirds of the frames where transmitted over the best channel 
(Location 1) while the other third was equally transmitted over the other two channels 
(Locations 2 and 3). It is important to note that IEEE 802.11 MAC implements an 
ARQ scheme by which each frame is retransmitted a given number of times if an 
error occurs. Typically this number is fixed to 4. Thus, Frame Error Rate (FER) is not 
equivalent to Packet Error Rate (PER). This fact was also taken into account in  
the simulations. A Monte Carlo approach was taken so that simulations were run  
1000 times.  

Based on power consumption per bit values taken from [7] we can compare the 
efficiency of the different strategies in terms of power consumption and measure the 
optimization when weighting them against blind selection of the wireless interfaces. 

As is shown in Figure 3, a blind selection of the 802.11a interface leads to slightly 
better use of power. This is due to its better natural energy efficiency (see Figure 4).  
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Fig. 3. Power consumption efficiency of UCL vs non-UCL approaches 

 

Fig. 4. Energy consumed per transmitted bit (802.11b vs. 802.11a) (source [7]) 

The consumed battery per unit of information is lower than the one of the other 
strategies. However, IEEE 802.11a is a less robust technology and suffers from higher 
FER under the same conditions. Thus, as it is shown in Figure 5, during the 
simulation a significant packet loss is experienced when using only the 802.11a. 
Packet loss shown in Figure 5 corresponds with loss at application level, this is, 
although the frame containing the packet was retransmitted 4 times at link level, none 
of these retransmissions arrived at the receiver error-free. Despite this packet loss, 
that would ruin the communication, and the associated number of retransmissions, 
inherent energy efficiency of 802.11a interface for transmission compensates it and 
results on slightly better results when looking only at the energy efficiency metrics. 
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This is also true because of the ratio chosen in the scenario between good and bad 
channel conditions (i.e. 2/3 vs 1/3). A different ratio would change the results in terms 
of energy efficiency of using IEEE 802.11a only. In contrast, when only using 
802.11b the efficiency is much lower even though the low frame error rate 
experienced is much better on any of the channels that compose the moving scenario. 

Having said this, it is not enough for making a correct comparison to look at only 
one metric but is necessary to assess the gain of the proposed solutions both from an 
energy efficient point of view and from a quality of service standpoint. 

This is better seen in Figure 5 where the left Y-axis represents the power 
consumption per bit and the right Y-axis the packet loss at application level obtained 
in each of the cases. When selecting the appropriate parameters for the packet loss 
based adaptation strategy the UCL achieved relatively small power consumption per 
bit figures, but highly reduced the packet loss at application level. For example, using 
6 packets as the downgrading threshold and 65 packets as the upgrading one we can 
obtain three times less packets lost at the application level, while still keeping the 
overall power consumption per bit only 10% higher.  
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Fig. 5. Power consumption efficiency and packet loss of UCL and 802.11a only approaches 

When the SNR-based approach is used the packet loss is reduced drastically 
(around 20 times less), while keeping the power consumption only 15% higher than 
when 802.11a interface is used all the time. 

Making similar studies with the achieved throughput, we were able to obtain almost 
2.5 times more throughput than using 802.11b only while still reducing the overall 
power consumption per bit by 40% as it can be seen in Figure 6 for the case when 6 
packets are used as the downgrading threshold and 65 packets as the upgrading one. 
This means almost halving the total power consumed during the simulation. When the 
SNR-based approach is used we also double the throughput while the power 
consumption is still 40% less than when using the 802.11b interface only.  
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Fig. 6. Throughput versus power consumption efficiency of UCL and 802.11b only approaches 

We can conclude that an intelligent use of the available interface leads to a sub-
optimal power consumption, but does not jeopardize the system performance as 
would be the case with an 802.11b only approach, where throughput is reduced or 
with an 802.11a only approach, where application-level loss is much higher. 

Only UDP transport protocol has been used during the assessment since the TCP 
congestion avoidance mechanisms would have stopped the transmitter when the 
channel conditions were poor, thus making it impossible for us to compare the energy 
efficiency of the different alternatives shown. UCL would keep performance on a 
reasonable level by using the most robust wireless technology while the device is 
facing bad channel conditions [8]. On contrary, when only IEEE 802.11a is used, as 
soon as the communication experience, TCP emitter is stopped [9]. Therefore, in 
terms of energy efficiency, this latter approach would be better, but at the cost of 
ruining the throughput and hence the services being provided. 

5   Conclusions 

It has been demonstrated that wireless ad-hoc networks energy efficiency can be 
enhanced by taking advantage of multi-radio capabilities of the devices. Opposite to 
other approaches, like rate adaptation mechanisms [10], that focus only on one 
technology, UCL allows seamless service provision in multi-radio mobile nodes. This 
enables larger versatility since the specific advantages of all the available WPAN and 
WLAN technologies can be exploited depending on the application and user 
requirements. Even though a vertical handover might be forced in order to use the 
most appropriate interface during the actual service provision, the session is not 
affected. 
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The solution proposed has proven to be able to offer a good range of possible 
outputs depending on the parameters chosen for each of the adaptation strategies. In 
this sense, the focus has not been so much on finding the optimal configuration but on 
assessing the optimization capacity of the solutions proposed. This is important since 
it would be able to fit the demands of a wide range of services, users and channel 
conditions.  

Most interesting finding is that taking advantage of the global view that the 
convergence layer provides (access to information from multiple layers and access 
technologies) a complete map of the system can be inferred. After matching it with 
the user requirements, the UCL can take the appropriate decisions in order to best 
serve the final users’ wishes, optimizing their quality of experience not only by 
providing enhanced bandwidth but also improving the power consumption efficiency 
or enhancing the service provision by lowering the packet loss due to wireless channel 
impairments. In this sense, the UCL selection strategies does not look for 
optimization of throughput only but the decisions taken depend on a multi-parametric 
matrix that include battery status, type of application or user preferences for example.  

Implementation over real testbed has been done for the SNR-based adaptation 
approach. The results from experimental validation support the conclusions from this 
paper. 
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Abstract. This paper presents a novel approach for utilizing item-level object 
identification in ubiquitous computing environment where the interaction 
between devices is based on semantic information interoperability. The paper 
also presents novel methods for human-machine interaction. In our approach we 
give a unique identifier for objects in the environment and combine the 
knowledge of the object identity with information from other sources by 
utilizing semantic information interoperability. The approach utilizes Smart-M3 
interoperability solution for sharing semantic information between 
heterogeneous devices and RFID-technology for identifying physical objects in 
the environment. In order to demonstrate the use item-level tagging with 
semantic interoperability we have implemented a Smart Greenhouse 
demonstrator that consists of several smart devices and tagged objects. 

Keywords: Ubiquitous computing; object identification; Smart-M3; interop-
erability. 

1   Introduction 

Computers have already spread everywhere in the world, and current trend is moving 
from one computer to multiple computers for each person. In the future it is expected 
that there can be up to one thousand tiny computers per each person [1][2]. The recent 
trend of ubiquitous computing will also make these computers and embedded devices 
far more invisible and natural part of our everyday life, so that we will use computers 
without even thinking about it. In this paper we use the term smart object for these 
devices that are capable to interact with each other and with the physical environment 
without human assistance. 

Our homes and working places are already full of various electronic devices which 
provide the user with heterogeneous user interfaces. In addition most of these devices 
don’t have ability to utilize information of other device as effectively as possible. The 
vision of ubiquitous computing is to make our lives easier by providing us with 
meaningful services. In order to realize this vision, typical ubiquitous computing 
environment requires large amount of different kind of devices and applications that 
are capable to exchange information seamlessly and interpret the meaning of the 
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information similarly. Achieving information level interoperability between 
heterogeneous devices can be challenging task however. Our approach to share 
information in ubiquitous computing environment is based on Smart-M3, which 
utilizes ontology-based information presentation and semantic web technologies to 
provide information-level interoperability for applications and devices in the 
environment. Smart-M3 functional architecture consists of two main entities: 
Knowledge Processor (KP) and Semantic Information Broker (SIB). SIB is the storage 
of ontology and provides interface for semantic information for the KPs. The actual 
smartness of the environment lies in KPs that perform meaningful actions according to 
the information fetched from the SIB. The interaction between the SIB and KPs is 
specified in Smart Space Access Protocol (SSAP). 

In addition to exchanging information meaningfully, sensing the environment and 
the ability to interact with physical environment are key issues in ubiquitous 
computing. Therefore it is necessary to have an ability to identify physical objects and 
locations in order to enable meaningful interaction in with the environment. Radio-
frequency identification (RFID) is one of the most popular methods to identify objects 
and it has been used in large variety of applications. Lately the price of RFID-tags has 
also decreased and this has made the technology even more tempting for smart space 
applications. RFID has been the enabler of automatic identification of tagged objects 
since the beginning of the smart space research. For example retail applications utilize 
universal item-level tagging, where every object is tagged with unique identifier (ID). 
Currently we have seen new kind of applications in the field of ubiquitous computing 
such as ubiquitous learning [3]. Data repositories provided by EPCglobal [4], uID [5] 
and others have enabled usage of this kind of universal item-level-based applications. 
However in local scale applications it is more feasible to use local database that is 
more suitable for storing the rapid changes in the environment such as states of 
actuators and locations of objects. 

In this paper we will present how item-level object identification and semantic 
interoperability can be combined in a novel way to achieve new kind of methods for 
human-machine interaction and how smart objects can exploit the information about 
tagged items in Smart Greenhouse environment. In the proposed method we have 
given each object a unique ID, which can be read using mobile device with RFID-
reader. The necessary information about the environment is stored in local information 
storage SIB that conveys the information to the smart objects in the space. That is how 
we can achieve semantic interoperability between devices and enable the devices to 
improve their behaviour according to information about tagged items. 

2   Background 

2.1   Ubiquitous Computing  

The inventor of term “ubiquitous computing” Mark Weiser has written that “The most 
profound technologies are those that disappear. They weave themselves into the fabric 
of everyday life until they are indistinguishable from it” This sentence reminds the 
purpose of the ubiquitous computing, which is to make computers so invisible and 
natural to use that people can use them without thinking about it. Other similar terms 



200 J. Takalo-Mattila et al. 

for the vision behind ubiquitous computing are for instance pervasive computing, 
ambient intelligence and smart spaces. The key idea behind these terms is to achieve a 
technology that enables heterogeneous ubiquitous devices to communicate 
autonomously with each other in order to assist us in our everyday life. These 
ubiquitous devices can be divided to three groups: 

• Sensors, which collect information about the environment, humans and other 
objects in space. Context-awareness is one the key issues ubiquitous 
computing. 

• Actuators, which can make changes to environment. 
• Processors, which read data and make decisions according that that data [6]. 

Even though devices can be divided to previous groups, many of real-life devices 
have some qualities of each of these groups. One example of ubiquitous device that 
has several qualities of previous groups is a mobile phone. Current mobile phones are 
already capable to sense the environment and make decisions according to that data, 
however, in order to exploit the true power of ubiquitous computing, different devices 
should be able to exchange information seamlessly with each other. In any case the 
mobile phones are probably the most interesting physical interface for ubiquitous 
computing environment [7]. 

2.2   Object Identification with RFID 

One of the key issues in ubiquitous computing is how to identify objects, locations and 
people. RFID has been used in wide variety of applications to identify objects and it is 
considered to become one of the most pervasive computing technologies in history [8]. 
The basic idea behind RFID is marking items with tags, which contain transponder to 
send message to RFID-reader. Mostly this message is just an identification number, but 
additional information can be also stored to tags. Decreased prices of individual RFID-
tags have enabled the usage of RFID-technology in novel applications such as retail 
business, for example. Basically RFID can be consider as an alternative for barcodes or 
other visual tags, but it also improves the functionality by enabling tag reading without 
visual contact, providing larger information density and also providing two-way 
communication ability [9]. 

Especially interesting subclass of object identification is item-level tagging, where 
objects and locations have unique ID. In the future printed electronics may also 
provide very low-cost passive RFID-tags, which could be used as a replacement of the 
barcodes [10]. This makes tagging individual objects with RFID financially 
reasonable. The best known examples of universal item-level tagging are EPCglobal 
and uID, where all objects are numbered uniquely and thereby physical objects can be 
connected to digital counterparts.  

Figure 1 shows a simplified architecture of universal item-level tagging. Object is 
tagged uniquely with RFID and tag reader reads ID from tag attached to object. Digital 
counterpart for that object is stored in remote database, which can be accessed via 
internet using tag reader device. For example uID-architecture uses 128bit long unique 
ID number called ucode for every object and location. 128-bit ID can be assigned  
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practically limitless amount of objects. This ucode is stored in a tag, which can be 
either RFID-type or optical type such as barcode. Basic operation of uID architecture 
in simplified manner is that handheld computer called Ubiquitous Communicator (UC) 
reads ucode tag and retrieves corresponding data from remote database. UC and uID-
architecture have been developed in YRP Ubiquitous Networking Laboratory (Tokyo, 
Japan), whose chairman professor Ken Sakamura is one of the pioneers in ubiquitous 
computing. 

 

Fig. 1. Simplified architecture of universal item-level tagging 

2.3   Semantic Interoperability and Smart-M3 

The Semantic Web provides information level interoperability by presenting 
information as a collection of information called ontology [11]. It enables the computer 
applications to automatically interpret the meaning of the information and exploit it 
without human guidance. Several different technologies and design principles such as 
the Resource Description Framework (RDF), RDF Schema (RDFS), Web ontology 
language (OWL) and SPARQL have been developed in various Semantic Web 
working groups to enable information level interoperability between devices and 
humans. RDFS and OWL provides basic elements for describing ontologies and RDF 
is used to present ontologies in form of subject-predicate-object expressions, known as 
triples in RDF terminology. SPARQL is RDF query language and it is used to query 
RDF-type data.  

Smart-M3 is an open source information level interoperability solution that can be 
implemented on top of any connectivity solution and it is device, domain and vendor 
independent [12]. It provides an architecture for sharing semantic information between 
software entities and devices. The information level interoperability in Smart-M3 is 
based on two core concepts: ontology-based information model and event-based 
functional architecture. The ontology-based information model of the Smart-M3 
utilizes RDF and OWL technologies to present the information in ontology format. 
The Smart-M3 functional architecture defines how to access the shared information of 
the environment. Two main entities of the Smart-M3 functional architecture are KP 
and SIB. Figure 2 illustrates the core elements of Smart-M3 and their relations. 
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Fig. 2. Smart-M3 functional architecture 

The Smart-M3 functional architecture is based on publish/query paradigm. SIB acts 
as a data repository, which stores semantic information as a RDF-type graph, which 
can be utilized by KPs. The actual smartness of the smart space lies in KPs, which can 
make smart decisions according to information that can be received from SIB. SSAP is 
the communication protocol of the Smart-M3 and it defines the rules and syntax of the 
communication between SIBs and KPs. Protocol supports all basic operations to 
publish and query information in ubiquitous environment.  

3   The Use of Item-Level Object Identification with Smart-M3 

In this section we present, how item-level object identification can extend the 
possibilities of Smart-M3 –based ubiquitous computing environment. We will combine 
item-level object identification with Smart-M3 to achieve: 

• more natural human-machine interaction 
• easier development of user interfaces for simple devices 
• increased awareness of the environment and objects in the environment  

3.1   System Model 

System with heterogeneous devices that can share information using Smart-M3 
interoperability solution is presented in figure 3. Objects in the ubiquitous computing 
environment are tagged with unique ID, which can be used to interact with object. In 
this approach we are using uID-based structure for presenting IDs. This structure is 
presented in section II. Reason for selecting the ucode structure is the possibility to 
utilize remote uID-databases in future applications. 

Information of the tagged objects is stored in SIB, which is local database for 
storing the information in RDF-format. This information can be inserted to SIB using 
local database KP, which reads local item database and inserts information about 



 Ubiquitous Computing by Utilizing Semantic Interoperability 203 

possible items or ubiquitous devices to the SIB. Another option is to use KP, which can 
read remote database, e.g. uID-database, and add required information to the local SIB. 
The usage of local database KP is the best suitable option for initializing information 
about ubiquitous devices such as actuators, sensors and processors to the SIB. Usually 
the status of the actuators and sensors are changing relatively quickly so it is 
reasonable to store this kind of information to local database that provides easier and 
faster methods for exchanging data via shared memory than remote databases. SIB 
provides KPs with straightforward methods to insert e.g. changed measurement result 
of the sensor to memory, so it is very natural to use it as a local database. The usage of 
remote database is more suitable for storing unchangeable information about items e.g. 
consumer products, food and plants. 

Figure 3 contains all kinds of ubiquitous devices: actuators, sensors and processors, 
which all have their unique identifier. Besides these ubiquitous devices different 
locations and items in the smart space are assigned with unique identifier. KPs have to 
be implemented to every ubiquitous device in smart space in order to publish and 
query information in smart space. Because of the variety of different ubiquitous 
devices implementing KP can be challenging task, but utilizing ANSI-C based portable 
KP interface makes KP design simpler [13]. In our approach KPs utilize the SIB 
service to share information with each others. Tag reader is the mobile device with 
RFID communication capability and it also contains KP implementation with ability to 
publish and query information using SIB service. Figure 3 presents identifiers as a 
RFID, but it is also possible to use e.g. barcodes. 

 

Fig. 3. Smart-M3 environment using item-level tagged objects 

The basis of information presentation in the Smart-M3 information level 
interoperability solution is the usage of the ontologies. The most important task in 
implementing Smart-M3 –based ubiquitous computing environment is to design 
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common ontology and common data presentation format. Commonly accepted method 
for identify a name or resource on the Internet is a string of characters called Uniform 
Resource Identifier (URI), which is also exploited in OWL. In our approach we are 
using 128-bit unique identifiers as URIs that can be used to identify objects in smart 
space. This method decreases the amount of memory needed to store the information 
of the objects in SIB compared to method that uses separate URI and unique identifier. 
Figure 4 shows RDF graph of example ontology related to ubiquitous devices, where 

unique identifiers such as id 0 are inserted in ontology in order to act as URIs. Each of 

these unique identifiers represent individual object: actuators, sensors, processors and 
items. The class of instance has been presented using type-indicator. 

0id

2id

1id

3id

 

Fig. 4. RDF-graph of smart space with tagged items 

3.2   Novel Applications Using Combined Item-Level Object Identification and 
Smart-M3 

Identifying every object in ubiquitous computing environment with unique identifier 
brings novel approaches to interaction with objects. Mobile phones are expected to 
become to most important physical interface for ubiquitous computing environment so 
it would be very natural to use single mobile device with tag reader to control every 
ubiquitous device in the environment [14]. The same single device can be utilized also 
for viewing state information of the environment, which is produced by different 
sensors such as temperature-, humidity-, acceleration- and GPS-sensor.  

Activating some function with mobile phone by selecting physical tag is an 
interesting vision for human-machine interaction [15]. Very clear examples of utilizing 
this idea are changing the status of an actuator, reading the measurements of the sensor 
or receiving information about item by touching these objects. Many simple ubiquitous 
devices can be controlled very similar ways, for instance basic operations for simple 
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actuators such as air conditioner, heaters and lights are usually almost identical: they 
can be turned on or off and their level can be adjusted. Also many sensors produce 
very similar kinds of results, which usually include the measurement value and unit. 
Utilizing these similarities we can build harmonized user interfaces for mobile device 
that acts as a physical interface for ubiquitous computing environment. That is how we 
can control different kinds of actuators very similar way, which can improve usability 
significantly. If we can use our mobile phones as controllers and sensor readers, other 
devices can be made simpler and it is not necessary to incorporate expensive screens 
and buttons for every device. 

Another example of using this approach is increasing the awareness of the 
environment and objects in the environment by touching. User can e.g. insert new 
objects in the environment and change the location of objects by touching object and 
location tag. Information about new objects and their locations can be exploited by 
processors that can control actuators. Typical example is the greenhouse, where 
different kinds of plants need different kind of care. Using the knowledge about what 
kind of plants are inserted in greenhouse, processor can control actuators such as 
heaters and lights in different ways. This kind of approach provides also interesting 
possibilities for user to make configurable actions in smart space relatively easily. For 
example user could decide what happens if certain types of items are brought to certain 
location or what happens if certain location tag is touched.  

In each of these cases, heterogeneous devices such as actuators, sensors and 
processors need to interpret exchanged information. Information can be for example 
the status of actuator, measurement of sensor or the location of object. Therefore 
Smart-M3 based semantic interoperability is suitable method for information 
exchanging. Using proposed approach each of these cases follows the same basic 
procedure: reading the unique identifier using RFID-reader, querying unique identifier 
related data such as type, status, measurement or location from SIB, showing this 
information on mobile devices screen and optionally inserting modified information 
such as status of the actuator to SIB. In our approach we can combine information 
from different sources including Internet, RFID-reader, sensors and actuators to same 
ontology and store the corresponding RDF-graph in SIB. That is how we can 
implement interesting Smart-M3 mash-up applications that utilize combined 
information from different sources.  

4   Implementation 

In order to demonstrate the usage item-level tagging with semantic interoperability we 
have used our Smart greenhouse demonstrator. Smart greenhouse consists of five smart 
objects and several different plants. Figure 5 presents five KPs in demonstration 
environment exchanging information using SIB as an information repository. Different 
plants have been tagged with RFID-tags and that is how unique ID has been given to 
each of the plants. 
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Fig. 5. Devices and plants in the Smart Greenhouse 

 

Fig. 6. Smart greenhouse ontology 

In this demonstration case SIB is running in Asus WL500GPv1 Wireless Local 
Area Network (WLAN) access point (AP) with OpenWrt firmware. Demonstration 
environment has also five KPs for different purposes: Actuator KP for controlling 
greenhouse, Sensor KP for sensing the environment, Tag reader KP for detecting 
tagged objects, Database KP for initializing information about tagged objects to SIB 
and Autocontrol KP for controlling greenhouse when gardener is not present. 
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Smart greenhouse ontology is presented in figure 6. Plant, location, actuator, sensor, 
measurement and greenhouse are the main entities in the ontology, which is modelled 
using OWL. Every possible plant locations have been tagged with RFID-tags and we 
have also tagged several plants with similar kind of tags. RFID-tags contain unique 
128-bit IDs, which are stored on the ontology using method presented in figure 4 in 
section 3.  

Information about tagged objects is inserted to SIB using Database KP. Currently 
only local database is used, but in the future it could be possible to combine local 
database with remote databases e.g. uID database. In our approach information about 
every tagged object is initialized to SIB beforehand. We have ported our ANSI-C –
based KP interface to UC with T-Kernel OS and implemented Tag reader KP on top of 
that KP interface. UC uses Bluetooth connected RFID-reader for tag reading.  

 

Fig. 7. Simplified sequential diagram of greenhouse activity 

Figure 7 presents simplified diagram, how two different KPs operate in the 
greenhouse environment. Other KPs have been left off from the figure in order to 
clarify the case. At first the Tag Reader KP checks whether there are already some 
plants in the greenhouse and shows their information in the screen. Autocontrol KP 
also subscribes to the plants inserted to the greenhouse. When user touches uniquely 
tagged plant, Tag Reader KP first queries the type of the tag and then queries 
information related to that tag. User can also insert plants to greenhouse and in this 
case Tag Reader KP updates plant location to the SIB. When location is changed, 
Autocontrol KP gets indication about this event and queries plant information from the 
SIB. Each plant has different kind of preference conditions and Autocontrol KP tries to 
adjust temperature, humidity and light using these preferences that can be queried from 
the SIB. Autocontrol KP utilizes information about plants in the greenhouse and their 
preference conditions and compares these with current condition information produced 
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by Sensor KP. If current conditions such as humidity, temperature and lumidity differ 
from plant preference conditions, Autocontrol KP updates new status for virtual 
actuator responsible for that environmental condition. The SIB then indicates Actuator 
KP about this event and Actuator KP can modify the corresponding physical actuator.  

The results of using this approach in smart greenhouse environment showed the 
easiness to bring new information to environment by touching. Autocontrol KP is an 
example of application that can improve its behaviour using the knowledge of tagged 
objects in the smart space, in this case plants in the greenhouse. The same approach 
could be utilized in smart buildings, where devices adjust their behaviour to be more 
suitable for different persons. Smart-M3 provided efficient way to share information 
between smart objects and using semantic interoperability completely new smart space 
applications can be implemented rapidly. Because item-level information is stored in 
the ontology, it is very easy to utilize this information for different purposes.  

5   Conclusions and Future Work 

This paper presented an approach to use item-level tagging with Smart-M3 to produce 
novel method for interactions with tagged objects in ubiquitous computing 
environments. Our experiences obtained from the work were positive and by using 
semantic interoperability between different devices it was easy to bring new 
information to environment by touching. This approach makes also possible to reduce 
costs by offering possibility to make simpler devices without own screens and buttons. 
Item-level tagging can however cause performance issues to communication between 
KPs, because that kind of approach requires large amount of data to be inserted in SIB 
that can slow down the operation of the SIB. One solution for that problem could be 
the usage of external database, which inserts information to SIB only when needed. 

As for future work, we are planning to test more detailed user interactions with 
different kind of sensors, actuators and other objects in ubiquitous computing 
environment. Moreover we are going to connect remote databases e.q. uID database to 
our demonstration environment in order to reduce the problems related to large amount 
of data inserted to SIB. 
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Abstract. In spite of having been the focus of several works, traditional 
management architectures, usually based on a centralized model, are not suitable 
for the particular characteristics of personal networks and their underlying multi-
hop topologies. A hierarchical/distributed approach is proposed in this work, 
which also analyzes different strategies to optimally select the nodes taking the 
manager role. In order to assess the benefits and drawbacks of these 
mechanisms, a proprietary simulator was developed, and different metrics were 
studied (probability for a node to take part on the management architecture, 
number of hops needed to reach a manager, and fairness of the distribution of the 
management burden). A novel heuristic is proposed to enhance one of the 
analyzed strategies, and it is shown to outperform the rest of algorithms.  

Keywords: Personal Networks, Management Organization Model, Distributed-
Hierarchical Models, Algorithmic assessment. 

1   Introduction 

The evolution and proliferation of wireless devices and peripherals have been as 
remarkable as the aim of applying network technologies to interconnect them. The 
resulting communication architectures are conditioned by some particular characteristics 
of wireless environments: dynamicity of nodes, heterogeneity of the devices and 
involved technologies, as well as energy and bandwidth constraints. A typical scenario 
can embrace multiple kinds of devices, ranging from modern laptops to low cost, low 
capacity sensors and actuators, interconnected via e.g. a wireless multi-hop network, 
which might be spontaneously deployed over a geographically limited area, which can 
be referred to as personal surface. This illustrative scenario has been given the name of 
personal network (PN) [1]. Multi-hop (or mesh) network topologies are usually adopted 
to implement the subjacent connectivity over these network deployments.  

One key issue of any type of network, and especially a personal network, comes 
from its management. Hence, the management tasks associated to personal networks 
can be seen as a challenge that must be tackled in order to facilitate the operability of 
these deployments. Although different network management architectures and models 
have been widely studied over fixed networks, it must be considered that managing a 
personal network poses several new difficulties, taking into account the specific 
characteristics of such deployments. First, communication links within wireless multi-
hop networks are, intrinsically, unreliable, dynamic (due to node movements) and 
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showing varying capacity. Furthermore, nodes have several constraints, like limited 
battery and data storage capacity. The main consequence is that the resulting topology 
is unpredictable, and thus automatic on-demand reconfiguration procedures are 
usually required. These relevant facts pose some requirements to the network 
management task and, generally, to any service to be implemented over these 
networks. Questions like discovery protocols/procedures, autonomous topology and 
node reconfiguration, security and signaling overhead, just to name a few, must be 
resolved in order to efficiently manage a personal network. 

The work presented in this paper can be focused on providing some answers to the 
“how to manage personal networks” question, by proposing an organizational model 
with an optimal distribution of the manager role to seek that a maximum number of 
nodes are managed, as well as balancing the management burden (fair distribution of 
agents between the available managers), so as to minimize the overhead introduced by 
the corresponding management traffic. 

There are some other works which have analyzed the implications of multi-hop 
topologies over network management; two of the most referenced ones are the 
GUERRILLA framework [2] and the Ad Hoc Network Management Protocol [3], 
which propose a hierarchical approach. The former uses a clustering division among 
nodes, while the second one makes use of active probes which introduce some 
intelligence within the network. The work presented in [3] should be also mentioned, 
since it defines a complete information model, describing and implementing a 
prototype of a probe-based management architecture. One common aspect of these 
three previous works is that they analyzed both the information and the organization 
management models. There exist other works focusing their contribution on the 
organization model, paying special attention to management architectures based on a 
combination of both distributed and hierarchical approaches. Among these, some 
relevant works to be mentioned are [5], [6], [7], which are mainly based on specific 
clustering techniques, or [8], which analyzes how to optimally distribute management 
operations within the network. 

The paper is structured as follows: Section II introduces relevant aspects about the 
organizational model for a management architecture, tailored to the specific 
characteristics of personal network environments. Section III discusses how manager 
and agent roles might be distributed between the network entities, identifying the 
parameters which should be taken into account so as to assess the appropriateness of 
the selection. In addition, different manager selection strategies are presented, ranging 
from rather pessimistic to almost optimum situations. Since the performance of those 
different strategies heavily depends on the particular characteristics of the network 
topologies, Section IV discusses the connectivity of random network deployments, 
paying special attention on the number of connected components (subgraphs) which 
might be expected for a particular network configuration. Afterwards, Section V, 
using an extensive analysis conducted over a proprietary simulator, evaluates the 
aforementioned strategies, discussing their benefits and disadvantages. Finally, 
Section VI concludes the paper, advocating some items which are left for future 
works. 



212 J.A. Irastorza, R. Agüero, and L. Muñoz 

2   Distributed/Hierarchical Management of Personal Networks 

It is now believed that future personal networks will bring about some new 
requirements, including a much more relevant dynamicity, regarding their spontaneous 
configuration and self-managed topology. 

Hence, in order to ensure an effective management of future personal networks, 
usually comprising multi-hop topologies and having a significant number of 
heterogeneous and mobile nodes, we propose using the adaptive and decentralized 
management paradigm. In this sense, the drawbacks of traditional management 
systems, characterized by centralized and static organizational models, are overcome. 

Almost all current management frameworks are based on the traditional 
manager/agent model, which usually assumes a centralized control scheme, clearly 
inadequate to manage multi-hop or mesh topologies, since relying on a unique central 
entity to manage the whole network is not a sensible alternative, provided that nodes are 
intermittently connected. In such type of configurations, the manager would represent a 
single point of failure, and this is not admissible in future personal networks.  

Another well known limitation of this centralized approach is its almost non-
existing scalability; in this sense, having a single manager station might lead to heavy 
management traffic exchanged between this and the corresponding agents, as well as 
a high processing load on this particular node, which could lead to long execution 
times for management operations. This becomes even worse over personal networks; 
as it is assumed that the relevance of management operations (accounting, security, 
etc) would be quite high over such networks, and thus, the resulting overhead might 
heavily augment, decreasing the network performance. To sum up, we may say that 
the intrinsic characteristics of personal networks and multi-hop/mesh topologies, such 
as temporary links, sparse bandwidth and limited resources, impose a different 
approach rather than a traditional centralized architecture for the management 
framework.  

There have been already some proposals aimed at overcoming these drawbacks, 
proposing some refinements to the basic centralized scheme. On of the most relevant 
ones is the so-called Management by Delegation (MbD) approach [9], which fosters 
the delegation of some tasks from the management station to the corresponding agents 
by means of dynamic downloadable scripts. Other extensions of this centralized 
scheme are based on the establishment of certain agent hierarchies, enabling direct 
interactions between agents. Nevertheless, these refinements (which are still based on 
a centralized approach) do not efficiently address all the previously enumerated 
shortcomings; on the contrary, the use of management architectures based on a 
decentralized operation and relying on self-management mechanisms could become a 
more sensible choice. Following this idea, in this work we present an organizational 
model based on a distributed and hierarchical model. 

The proposed management framework is logically structured according to a three-
level hierarchy, composed by a top level manager, which could be selected from a 
number of second-level managers. These take a localized manager role, controlling a set 
of nodes which could be seen as a cluster (characterized by some sort of connectivity 
between its components). The agents are thus the third level of the hierarchy. In  
spite of the three defined levels, there are only two management communication 
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Fig. 1. Distributed/hierarchical management organization model for personal networks 

planes: one established between the agents and their corresponding manager (second 
level); and another one which interconnect all the second level managers between 
them and with the overall manager (first level). As can be seen on Figure 1, this 
manager plane creates an overlay network on top of the PN which interconnects the 
second level managers by means of virtual links, each of which might correspond to a 
particular path, which could comprise several physical links, either over the 
underlying network or using another parallel communication facility. 

The proposed architecture entails a distributed management plane (overlay 
network) with a number of nodes which take a manager role, each of them would 
control a subnetwork (or network component), communicating with the rest of 
managers in a peer to peer and collaborative manner. Using this distributed approach, 
the network management subsystem would achieve higher reliability and efficiency, 
as well as less overhead, on both communication and system resources.  

In addition to that distributed plane, the management architecture also presents a 
hierarchical approach, since the manager role is distributed between two different 
levels: the top one represents overall network manager, while the 2nd level managers 
can be referred to as intermediate managers. Each of them controls its own domain 
(network component or cluster), collecting and processing information from the 
corresponding agents and forwarding such data to the upper level manager, if 
necessary. It also delivers management information from the top manager to its own 
domain nodes. As can be seen, the depicted management framework follows a 
distributed/hierarchical organization model.  

3   Problem Statement 

For the rest of this section we will assume that the network comprises a set of N 
nodes, M of which take the manager role while the resulting A (N-M) are agents. In 
addition, we will assume that the number of covered (able to access, at least, one 
manager) agents is AC. 
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We have seen in the previous section that most of the sensible choices for the 
management architecture to be employed over a wireless multi-hop topology (as  
the one which we could map on a personal network) promote the balancing of the 
corresponding manager load between a set of nodes, thus bringing about 
hierarchical/distributed management architectures. Hence, the problem to be 
addressed is how to select this optimum set of managers. In order to be able to assess 
the suitability of the selection, we need to establish a number of aspects of merit. 
Their combination is what would yield the optimum selection strategy. Below we 
discuss three of the most relevant ones, which are the ones that will be later evaluated. 

• Covered probability. this is the most obvious one, and refers to the 
percentage of nodes which are able to access a manager and, thus, can participate in 
the management architecture. The goal would be to reach a full coverage, meaning 
that all nodes are either managers or are covered by, at least, one manager. 

• Average number of hops. one of the classical problems associated with 
multi-hop networks is the interference that communications can cause. In order to 
avoid a serious increase of the overhead brought about by the management traffic, it 
would be interesting having a small number of hops between each node and its 
corresponding manager. 

• Agent distribution. the main goal of balancing the management burden is to 
avoid concentrating too much traffic into a single node; in this sense, the selection of 
managers should try to provide a fair distribution of the agents between them. In order 
to measure this aspect, we introduce the following parameter: 
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In the previous expression, AC accounts, as was already said, for the overall 
number of covered agents, while Am is the number of agents which are covered by 
the particular manager ‘m’. Therefore the β parameter can be described as the relative 
difference between the optimum distribution (in which all managers have the same 
number of associated agents, AC/M) and the current one. The lower this parameter is, 
the closer it is with the fairest distribution. 

In addition to the three parameters described before, we will also look into the 
combination of the first two, by studying the probability of being managed when a 
limit on the number of hops to be used to reach a manager is assumed. 

The aforementioned figures of merit will be evaluated and studied using different 
manager selection strategies. Below, a description of each of them is provided. 

• Strategy 1 Ramdom manager deployment. In this case, we assume that the 
M managers are randomly selected, without any kind of previous planning. This 
reflects a quite unlikeable situation since, depending on the network characteristics, 
there might be managers without any node within their coverage area. From an 
implementation point of view, this option poses no major difficulties. 

• Strategy 2: Topology-agnostic optimal manager deployment. In this case, 
we assume that managers are placed in those points which ensure a maximum 
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“geographical” coverage of the whole area. This does not mean that the number of 
covered agents is maximized, since this would depend on their particular position in 
any particular network instantiation.  

• Strategy 3: Topology-aware optimal manager deployment. In this case, 
the current topology of the network is used to optimally assign the managers. In order 
to accomplish this, we solve the p-median problem [10]. The p-median aims at 
finding a set of p managers from the overall deployed nodes which minimizes: 

 }{∑
∈

∈
Nj

Mimin ijd  (2)

In our case, and without loss of generality, we have used a constant cost per link, 
so the overall cost between nodes i and j can be seen as the number of hops between 
them (provided that a path exists between them). Hence, the p-median problem would 
aim at minimizing the overall distances needed by all nodes to reach a manager; 
provided that all agents are covered (all the demand is satisfied). 

• Strategy 4: Topology-aware sub-optimal manager deployment. As 
briefly introduced before, one of the main drawbacks which is usually attributed to 
the p-median problem is that its first goal is to cover all nodes [10] (i.e. all the 
demand should be covered). Depending on the network topology, there might be 
situations in which it could be more appropriate not managing some nodes, if that 
jeopardizes the rest of the assignment strategy. In order to better resolve this issue, we 
propose a simple heuristic, in which we do not account for those subgraphs having a 
reduced number of nodes, resolving the p-median problem only over the rest of the 
network. In this case, an additional design parameter is the size of the subgraphs to be 
discarded. A trade-off must be done between the nodes which are lost and the 
additional benefit which can be obtained by letting them out of the management 
architecture. Clearly, deleting isolated nodes is a sensible option, since those nodes 
are not able to communicate with the rest anyway. However, it has to be discussed 
whether it is sensible deleting subgraphs with a greater number of nodes. 

Figure 2 aims at providing an illustrative example of the behavior of the four 
strategies. In this case, the network consists of 50 nodes, and 7 managers are 
deployed. Furthermore, Table 1 presents the particular figures which were obtained 
for each of the parameters which are being analyzed. The two first strategies (top part 
of the figure) are rather straightforward. First, the random deployment leads, in this 
particular case, to a relevant number of nodes which are left uncovered, while there 
are some managers which are unnecessarily close between them. 

On the other hand, the second strategy, characterized by an optimal geographical 
placement of the 7 managers, ensures a high coverage, although it might lead to 
having some uncovered nodes, as those which are between the two lowest managers. 
In order to discuss the other two strategies, it is worth noting that the particular 
network example which has been used yields seven subgraphs, two of them consisting 
of isolated nodes. In this case, the advantages and drawbacks of the two latter 
manager selection approaches are clear: strategy 3 offers (for this particular network 
deployment) full coverage, since it devotes a manager to each of the existing 
subgraphs; however, the distribution is not very fair, since there is one manager which 
needs to handle a large number of nodes, which require, in some cases, a larger  
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Fig. 2. Manager selection strategies. Squares represent managers (M=7) and crosses represent 
agent nodes. 

Table 1. Summary of manager selection strategies results 

Strategy β Avg_hops Disconnected 2hops_covered 
1 0.661 2.143 0.349 0.465 
2 0.336 1.579 0.116 0.837 
3 0.963 1.977 0.000 0.721 
4 0.445 1.341 0.047 0.907 

number of hops to reach the corresponding manager. Besides, strategy 4, in which the 
two isolated nodes are not considered, fails to provide a full coverage, but, on the 
other hand, it ensures a fairer distribution of the nodes between the available 
managers, thus leading to routes with a fewer number of hops. As can be seen on 
Table I, the connectivity is higher for strategy 3, but if we limited the maximum 
number of hops to reach a manager to 2, then the covered probability of strategy 4 
clearly outperforms the p-median based one. 

4   Connectivity of Random Network Deployments 

Since one of the main goals of the analysis is to establish the number of managers 
which should be deployed (for the different analyzed strategies) in order to guarantee 
a certain connectivity degree, it is worth analyzing the connectivity of the subjacent 
network scenario. This would provide the information required to better understand 
the corresponding results. In this sense, we introduce a connectivity degree parameter 
(ζ), which accounts for the number of subgraphs (SG) of a particular deployment of N 
nodes. 

1−
−=
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From the above expression, it is straightforward that in a fully connected network ζ 
equals 1, while for a network in which there is not any connection amongst the nodes, 
ζ equals 0. E.g. the connectivity of the network ranges from 0 (all nodes are isolated) 
to 1 (there is, at least, one possible path between any pair of nodes within the 
network). Furthermore, and in order to be as generic as possible, we define the 
normalized coverage (ρ), as the ratio between the particular coverage of the Radio 
Access Technology and the side of the area under analysis (this allows us carrying out 
the most generic analysis as possible). In that sense, if we maintain the number of 
nodes (N) and ρ constant, the connectivity (as it has been defined) should not change, 
no matter the actual dimension of the area under analysis is. This means that it is 
possible establishing a function g so that ζ = g(N, ρ) (without depending on the 
particular area dimension). However, in many cases, network deployments are 
characterized by node density (D) and the coverage (R) of the subjacent technology. It 
would be also appropriate being able to establish a similar function, taking D and R as 
its arguments. Let’s assume that we have a squared area (side Li), then: 
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By inspection, we can see that, provided we maintain N and ρ constants, the 
product of D and R2 is also kept constant. In fact:  
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Hence, if we define the Λ parameter, as the product of N and ρ2, or, equivalently, 
as the product of D and R2, we should seek for a function f such that ζ = f(Λ).This 
result would be of outer relevance, since it would allow a quick estimation of the 
particular network configuration in order to reach a required connectivity degree; this 
might be quite beneficial, e.g. when deploying wireless sensor networks to cover a 
particular area. 

Figure 3 shows the connectivity degrees which were obtained for the different (N, 
ρ2) pairs, after a simulation analysis which consisted of 400 different scenarios, and 
1000 independent runs per scenario. As it was expected, it is possible establishing the 
following relationship between the two parameters: 

( ) ( ) KNN =+→Λ= 22 loglog ρρ  (6)

Where Λ and K are constants and must be functions of ζ, which also linearly depends 
on log (N) + log (ρ2). Hence, the problem is to find the relationship between Λ and ζ. 

Before that, Figure 4 shows the standard deviation which was observed for the 
1000 independent runs which were executed per scenario. As can be seen, the 
variation of the results is higher (around 0.15) for network deployments having fewer 
nodes; however, the standard deviation quickly decreases and the behavior for 
relatively large values of Λ is pretty much predictable.  
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Fig. 3. Connectivity degree (ζ) for various 
(N,.ρ2) pairs. ζ ranges from 0.13 (darker) to 
1.00 (lighter). 
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Fig. 4. Standard deviation of the connectivity 
degree (ζ) for various (N,ρ2) pairs. STD(ζ) 
ranges from 0.00 (darker) to 0.15 (lighter). 
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Fig. 5. Relationship between the network 
topology (Λ parameter) and its connectivity (ζ) 

 

Fig. 6. Connectivity degree (ζ) for various 
node densities and normalized coverages (ρ) 

The conclusion is that the estimation of the connectivity degree can be accurately 
estimated based on the particular characteristics of the network deployment (number 
of nodes, coverage of the radio access technology and dimensions of the area under 
analysis).Now the question is to find the expression that better fits the results which 
were obtained in the different simulation runs. Figure 5 shows the different (Λ,ζ) pairs 
which were observed during the Montecarlo procedure, as well as the exponential 
function which better fits them (LMSE is less than 0.02). The resulting parameter of such 
function is 1.6, so we can write: 

22 6.16.16.1 111 DRN eee −−Λ− −=−=−≈ ρξ  (7)

Figure 6 shows the connectivity degree for various values of the normalized 
coverage. The lines have been obtained with Eq. [7], while the markers are 
empirically acquired with a Montecarlo simulation comprising 1000 runs per 
scenario. As can be seen the values which are provided by the proposed expression 
are rather close to the real ones, assessing the validity of such expression to estimate  
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Fig. 7. pdf of the number of subgraphs for a network of 80 nodes over the two selected 
scenarios (top figure for ζ=0.7 and bottom graph for ζ=0.9) 

the connectivity degree. This allows us to better select the parameters of the scenarios 
over which we will analyze the manager selection strategies. In this sense, in order to 
have a more thorough comparison of the different manager selection strategies, we 
select two illustrative network deployments (see Figure 6): (1) a sparse network, in 
which ζ is around 0.7, and (2) a high-connected scenario, in which ζ is higher than 
0.95. We ensure these two scenarios by fixing N to 80 and using two normalized 
coverages: 0.10 (Λ = 0.8) and 0.15 (Λ = 1.8), respectively. 

The last step before discussing the obtained results is to establish the design 
parameter of the fourth algorithm. In that sense, Figure 7 shows the probability 
distribution function (pdf) of the number of subgraphs which were encountered over 
the two scenarios which will be used during the evaluation of the different 
alternatives. 

The number of subgraphs which are reflected on Figure 7 corresponds to those 
which could have been expected by using Eqs. [3] and [7]. First, in the case of the 
connected network, Λ equals 1.8, which yields a connectivity of ζ = 0.95, thus resulting 
in an average 4.95 subgraphs. On the other hand, for the sparse network, in which Λ 
equals 0.8, the connectivity is, according to Eq. [7], around 0.72, which yields 23.1 
subgraphs, corresponding with the histogram which is represented in Figure 7. It has to 
be mentioned that, according to the differences between simulated and analytical 
values, the approximation is slightly better in the case of the sparse network. 

Besides, the figure also permits inferring the potential advantages when discarding 
components of a particular size. As can be seen, by cutting components of 1 and 2 
nodes, the additional benefit is rather notable, since with 5 managers the whole 
network will be covered in more than 90% of the cases for the high connected 
scenario. On the other hand, for the sparse case, since it is quite likely to have 
subgraphs of reduced size, there is a clear benefit when leaving out of the analysis 
those subgraphs (as can be yielded from the graph, the decrease on the number of 
resulting components is much more relevant than in the previous scenario). 
Furthermore, by cutting those network chunks, we ensure that the size of the remaining 
subgraphs would be much bigger and the p-median problem might provide better 
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results, especially in terms of the number of hops which are required to reach a 
manager, since more managers will be available for the remaining subgraphs (this is 
true for the two scenarios). Hence, we will assume that if the number of nodes which 
are reachable is fewer than 3, then a node would not take the manager role (in fact, it 
will not belong to the managed network). 

5   Discussion of Results 

This section discusses the results which were obtained when applying the previously 
defined algorithms to assign the manager role, based on an extensive simulation 
campaign. A Montecarlo method was applied, and the metrics which were previously 
described were analyzed. 

The simulation setup was based on a proprietary simulator, while the p-median 
problem was solved with the popstar tool [9]. Since the main goal of this work is to 
analyze the manager selection strategies, an ideal propagation channel was assumed. 
Incorporating more realistic models would not add too much complexity to the 
simulator, since an average coverage might be used in such cases; in addition, by 
pursuing this approach, we ensure that the analysis could be easily extended to other 
type of scenarios, e.g. wireless sensor networks. We assume two simulation areas, 
over which we randomly (Poisson Point Process) deploy N=80 nodes. The first 
scenario (sparse network – ζ ≈ 0.7) is characterized by a normalized coverage of 
ρ=0.1, while in the second one (high connected network – ζ > 0.95) the normalized 
coverage is ρ=0.15.  

The next step was to select the managers, following the four previously discussed 
algorithms; afterwards, an analysis of how the agents would be distributed between 
them was performed. In this sense, we will study the additional benefit of increasing 
the number of managers for all cases, i.e. M will be increased from 1 to 10. Each 
individual setup was simulated 200 times, in order to get tight confidence intervals. 

Figure 8 shows the probability for an agent to be covered by, at least, one manager. 
As can be seen, the worst manager deployment strategy leads to the smallest coverage 
probability. On the other hand, there is not a remarkable difference between strategies 
3 (legacy p-median) and 4 (cutting the 1-node and 2-node network subgraphs), 
staying below 3% for all cases. The effect of deleting such nodes appears in the high 
connected scenario, as the coverage probability asymptotically leads to a value 
slightly smaller than 1 for the fourth strategy, while a full coverage is almost reached 
with 5 managers for the legacy p-median case. The results also show that the 
topology-agnostic approach does not reach the same coverage as the one which can be 
achieved by means of the p-median based algorithm. Last, it is worth referring to the 
benefit which is achieved over the sparse network with strategies 3 and 4; in this case, 
the difference between these two manager selection algorithms is even less relevant 
than the one which is observed for the high connected network. 

One of the benefits that the proposed heuristic should have over the legacy p-
median is that it should achieve a fairer distribution of the agents between the 
different managers. Figure 9 shows how the different strategies distribute the 
management burden between the selected managers, representing the β parameter for 
 



 Manager Selection over a Hierarchical/Distributed Management Architecture for PN 221 

 

Fig. 8. Coverage probability for the four 
manager deployment strategies and the two 
connectivity scenarios (left ζ=0.7 and right for 
ζ=0.9) 

 

Fig. 9. Distribution of agents between
managers for the four manager deployment
strategies and the two connectivity scenarios
(left ζ=0.7 and right for ζ=0.9) 

the four algorithms. We shall observe an important result for the high connected 
network, since the third strategy (applying the p-median over the whole network) 
provides similar performance than the worst one (in terms of coverage probability, i.e. 
strategy 1), at least when the number of managers is reasonably low. This is the 
consequence of reserving managers to cover all subgraphs, no matter their size is. 
However, with the proposed modification (strategy 4), the distribution is strongly 
improved, and it almost reaches the behavior of the best solution (topology-agnostic, 
strategy 2) when the number of managers is greater than 4. For the sparse network, 
there is not a clear difference between strategies 3 and 4 (providing, both of them, a 
better performance than the others), although the graph shows that the tendency of the 
measured parameter tends to decrease for M > 8 for strategy 4, while for the legacy p-
median approach the parameter still shows a growing trend. 

The third aspect which was identified as a parameter to be optimized is the average 
number of hops which are required to reach a manager. The fewer the needed hops, 
the less overhead which would be caused by the management traffic. As can be seen 
in Figure 10, the heuristic presented in this paper again shows a very similar behavior 
than the second strategy for the high connected scenario, being slightly better for 
more than 4 managers. Obviously, the random selection approach provides the worst 
results, while for the p-median case, the graphs yields that for a small number of 
managers, the analyzed parameter is rather high (almost reaching the values obtained 
for the worst case); this is due to the fact that the p-median main goal is to cover all 
nodes (as mentioned earlier) and thus, it establishes managers in all subgraphs, with 
the consequence that in those ones in which the number of nodes is greater, more 
hops are needed to reach the selected manager, since there are fewer managers to 
serve those network components. For the sparse network, the proposed heuristic also 
shows the best performance, although in this case it is comparable with the legacy p-
median. However, when the number of managers is higher than 8, there is a change in 
the corresponding trends (the benefit of the novel heuristic starts to be more relevant), 
due to the fact that the average number of resulting subgraphs is between 8 and 9, as 
was shown in Figure 7. 
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Fig. 10. Average number of hops required to reach
a manager for the four manager deployment
strategies and the two connectivity scenarios (left 
ζ=0.7 and right for ζ=0.9) 

Fig. 11. cdf of the probability to reach, at 
least, one manager when the maximum 
number of hops is set to 3. The number of 
managers to deploy (M) is set to 5. Left 
figure: sparse network (ζ=0.7) and right 
figure (high connected network (ζ=0.9). 

One conclusion which could be derived by analyzing the results of both Figures 8 
and 10 is that, if a bound was set on the maximum number of hops which could be 
used to reach a manager, the behavior of the proposed scheme might be even much 
better than the rest of analyzed strategies. As can be seen in Figure 11, which shows 
the cumulative distribution function (cdf) of the probability of being connected to a 
manager using a maximum of three-hop routes (and fixing the number of managers to 
deploy, M, to 5), the proposed solution is the one which offers the best performance 
for the high connected network, since the probability of being connected with routes 
of either one or two hops is much higher with this strategy. In this case it is worth 
highlighting the improvement compared to the traditional p-median. Although this 
solution was able to provide a higher coverage (since it did not cut any node from the 
network), this benefit would not be perceived if a limit was established on the 
maximum number of hops which could be used to reach a manager. For the sparse 
network scenario, the difference is not that remarkable, since in this case we might 
need to deploy more managers to start noticing the improvements brought about by 
the proposed approach, as it has been discussed above. 

The previous results show that the proposed heuristic provides a quite good 
performance for selecting managers on a hierarchical/distributed management 
architecture which could be used over forthcoming personal network scenarios. The 
tests carried out with two illustrative network deployments prove that this behavior 
can be extrapolated to other scenarios. 

Another important aspect to be mentioned is that, although the analysis which has 
been performed is fundamental, we have kept an implementation perspective in mind, 
and e.g. the size of the subgraphs to be cut from the network would allow to bring the 
algorithm to a straightforward implementation, since the required information may be 
acquired by means of neighboring discovery processes, which are expected to be part 
of any personal network system. 



 Manager Selection over a Hierarchical/Distributed Management Architecture for PN 223 

6   Conclusions 

This paper has tackled the management of personal networks. Opposed to the 
traditional centralized model, we have proposed a distributed/hierarchical 
architecture, in which the manager burden is shared between a number of nodes, thus 
making the whole system more scalable and alleviating the overhead associated to 
management traffic. These managers are together joined in an overlay network, used 
to interchange management related information. Furthermore, an optional higher level 
may be added, since it may be interesting that some individual nodes are able to 
gather all the information to be managed. 

One of the most challenging issues which arise in the previously depicted 
architectures is how to carry out an appropriate selection of the manager roles. This 
work has specifically looked into this problem. We have identified different metrics 
which should be analyzed to assess the appropriateness of the selection, accounting 
for how a fair sharing of the management burden is fulfilled, the probability for any 
node to participate within the management subsystem and the resulting overhead 
(based on the number of hops which are required to communicate with the respective 
manager). Based on these metrics, different strategies have been analyzed: a rather 
pessimistic algorithm, in which the managers are randomly deployed, and two 
optimum approaches, based on the geographic position of the manager nodes and on 
the particular network topology. For this latter case, an enhancement, based on a 
novel heuristic, has been proposed, by eliminating those network components 
(subgraphs) with a relatively small number of nodes. 

The results have yielded two main conclusions: on the one hand, it is of outer 
relevance to facilitate an appropriate selection of the managers, since there might be 
relatively large differences depending on the particular selection strategy; in addition, 
the proposed heuristic provides very interesting results, since it brings about much 
better performance in terms of agent distribution between the selected managers, as 
well as considering the number of hops which are used to reach the corresponding 
manager, while it does not severely degrade the coverage probability. In order to 
account for a wide range of potential scenarios, the analysis has been conducted using 
two illustrative network deployments. 

The research which has been conducted in this work has been based on network 
graphs, but a major consideration has always been the possibility of mapping the 
proposed algorithms on top of real protocols and network deployments. In this sense, 
and thanks to the management simulation framework which was presented in [12], 
future work will analyze the implications of the proposed management architecture as 
well as the manager selection architectures on the communication and protocol 
performance. Regarding this future line of research, there are some interesting works 
available in the literature, mostly dealing with wireless sensor networks [13-14]. 
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Abstract. Scalability is a key design challenge that routing protocols for ad hoc 
networks must properly address to maintain the network performance when the 
number of nodes increases. We focus on this issue by reducing the amount of 
control information messages that a link state proactive routing algorithm 
introduces to the network. Our proposal is based on the observation that a high 
percentage of those messages is always the same. Therefore, we introduce a 
new mechanism that can predict the control messages that nodes need for 
building an accurate map of the network topology so they can avoid resending 
the same messages. This prediction mechanism, applied to OLSR protocol, 
could be used to reduce the number of messages transmitted through the 
network and to save computational processing and energy consumption. Our 
proposal is independent of the OLSR configuration parameters and it can 
dynamically self-adapt to network changes. 

Keywords: mobile ad hoc networks, prediction, energy-aware. 

1   Introduction and Motivation 

A Mobile Ad hoc Network (MANET) is an autonomous and decentralized system 
formed by a collection of cooperating nodes that are connected by wireless links. 
They can dynamically self-organize and communicate between themselves in order to 
set up a network without necessarily using any pre-existing infrastructure. 

Ad hoc routing protocols can be classified according to the combination of two 
different sets of characteristics: reactive or proactive combined with link state or 
distance vector. The MANET working group from the Internet Engineering Task 
Force (IETF) has proposed Optimized Link State Routing (OLSR) [2] as a standard 
link state proactive routing protocol for MANETS. In a link state routing protocol, a 
node periodically broadcasts the list of its neighbors over the network. Consequently, 
when operating normally, every node has information about all the other network 
nodes’ neighbors. Therefore, a straightforward algorithm can compute the whole 
network topology, and thus we have all the routes and the shortest path to every 
destination. Proactive protocols maintain fresh lists of destinations and their routes 
regardless of whether data needs to be transferred or not.  
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Link state proactive protocols allow lower latencies when sending data through the 
network because an optimized data path to the destination is already known. 
However, this comes at the cost of periodically flooding the routing information to all 
nodes in the network. When the number of nodes is large the amount of routing 
information to be sent is such as that it can overload the network, in this situation the 
system does not scale. Disseminating the routing information in order to reduce the 
overhead generated is essential to ensure that a protocol scales.  

The overhead generated by sending the routing information follows the DQ 
principle [1], where Q stands for Queries and D for Data size. When applied to 
routing protocols, Q corresponds to the number of routing information packets that 
are sent to the network and D is the size in bytes of these packets. A system is 
perfectly scalable if DxQ remains constant when the number of nodes increases. 
However, when the number of nodes increases in a mobile ad hoc network, the DxQ 
coefficient also increases. In [7] and [8], the mechanisms described to make routing 
protocols more scalable focus on reducing Q, D or both. For instance, the FSR 
protocol  decreases Q, sending the entire link state information only to neighbors 
instead of flooding it throughout the network; the OLSR protocol with Multi-Point 
Relays (MPRs) manages to reduce the number of ”superfluous” broadcast packet 
retransmissions (thus decreasing Q) and also to reduce the size of the link state update 
packets (thus decreasing D); the TBRPF protocol decreases D by sending periodically 
”differential” messages that report only the changes of neighbors; and finally, the 
HOLSR decreases Q and D by proposing a dynamic clustering mechanism so that the 
OLSR can increase scalability. 

This paper proposes a new mechanism that increases the scalability of link state 
proactive routing algorithms. In our proposal, all nodes responsible for disseminating 
the routing information have a very simple software predictor, so that if a message 
that is to be sent contains the same routing information that has just been posted in a 
previous message (i.e. if the network topology remains unchanged), then the message 
is not sent. If a node does not receive the packet with routing information, it assumes 
that the routing tables have not changed and does not recalculate paths, thus saving 
computational processing and energy consumption. It is important to notice that our 
mechanism is independent of the OLSR configuration (HELLO and TC emission 
intervals). That means that OLSRp does not modify the number of TC messages that 
are processed but it reduces the amount of TC messages transmitted through the 
network (those messages that are not transmitted are predicted by the receiver). 
Consequently, OLSRp dynamically self-adapt to network changes (OLSRp behaves 
exactly like OLSR but only if network changes occur). 

Our proposal targets scalability by reducing Q. Whereas other proposals try to 
reduce Q by defining a hierarchy of nodes with different roles, only some of which 
send routing information to the network, we propose a mechanism where all the nodes 
have the same role, which simplifies network management. Moreover, in all the other 
mechanisms, the nodes involved in disseminating routing information always send 
routing information even when the network topology remains unchanged. Our 
approach only disseminates routing information if the network topology changes. 

To evaluate the potential benefits of our proposal, we analyzed the degree to which 
the OLSR protocol repeated control packets and consumed node energy. Our proposal 
had two advantages: 
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Fig. 1. (a) OLSR traffic and (b) Energy consumption versus number of nodes 

• It reduces network collisions because the predictor only sends non-redundant 
routing control information, thus reducing the routing information traffic. Fig. 1.a 
shows clearly (for different node densities) that traffic generated by the OLSR 
protocol grows exponentially with the number of nodes. The following sections 
will show that a significant volume of this traffic contains redundant information. 

• It reduces CPU processing time and energy consumption because fewer routing 
control packets are sent and received. This packet reduction is particularly 
interesting because the energy consumed by OLSR traffic increases with number 
of nodes (see Fig 1.b). Furthermore, the energy consumed by the OLSR protocol is 
a significant part of the overall energy consumption. For instance, our research in 
[15] shows that when commodity devices are used, the energy consumed by 
OLSR-protocol control traffic is a key concern. Moreover, in [3] a study of the 
energy consumption of several routing protocols shows that OLSR is one of the 
most energy-intensive consumers. 

The results of this paper focus on the OLSR protocol, but we strongly believe that 
these results can be easily extrapolated to other protocols that need to deal with 
periodical control messages. 

This paper makes the following contributions: 
• It analyzes how much control information is repeated as a result of the OLSR. 
• It proposes a transparent, cost-effective and energy-aware mechanism for reducing 

the control information produced by this protocol in order to achieve scalability. 

2   Optimized Link State Routing Protocol  

The OLSR [2] protocol is a well-known proactive routing protocol for ad hoc 
networks. It is an optimization of the Link State algorithm. The nodes in an OLSR 
network periodically exchange routing information to maintain a map of the network 
topology. The Multi Point Relays (MPRs) are the network nodes selected for 
propagating the topology information. The use of MPRs reduces the number and size 
 

 
                             (a)                                                          (b) 
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Fig. 2. Ratio of OLSR control messages corresponding with TC messages  

of the messages to be flooded during the routing update process. In OLSR, there are 
two types of control messages: HELLO and Topology Control (TC).  

HELLO messages allow each node to discover its neighboring nodes and to obtain 
information about the state of its links with them. In an OLSR network, every node 
periodically broadcasts HELLO messages to all its one-hop neighbors. By sending a 
HELLO message, a node identifies itself and reports its list of neighbors. 

When an MPR receives HELLO messages, it records the list of nodes that have 
selected it as one of their MPRs (i.e. the Advertised Neighbor Set) and it generates a 
TC message, in which the MPR originator node announces its selectors. These routing 
update messages are relayed by other MPRs throughout the entire network, allowing 
every remote node to discover the links between each one of the MPRs and its 
selectors (note that the non-MPR nodes will receive and process the messages but will 
not retransmit them). Through this selective flooding mechanism, the MPRs 
retransmit and flood the whole network with TC messages. Fig. 2 shows the ratio of 
the total OLSR control messages corresponding with TC messages. When the 
distance between network nodes increases (i.e. low density), the percentage of TC 
messages also increases. It is also noticeable that the ratio of TC messages is very 
significant for network topologies with low node density. These results combined 
with the exponential growth trend of OLSR (shown in Fig.1.a) confirm that TC 
messages are an important part of the protocol traffic.  

Each node maintains a routing table containing the information it receives 
periodically from the TCs and uses this to calculate the shortest path algorithm. In 
other words, a node calculates the shortest path to a given node using the topology 
map, which consists of all its neighbors and the MPRs of all other nodes and which it 
creates by means of the TC messages it receives. The routing tables of all nodes are 
updated every time a change in any link is detected.  Fig. 3 shows the OLSR protocol 
operating in an ad hoc network with two MPRs. Every node periodically transmits 
HELLO messages to its one-hop neighbors and the nodes selected as MPRs are 
responsible for retransmitting the TC messages with the topology information. 

A TC message field that is very significant for this research is the Advertised 
Neighbor Sequence Number (ANSN). This field is a sequence number that only 
increases its value if the Advertised Neighbor Set associated with a given MPR 
changes. Thus, every time the Advertised Neighbor Set of an MPR changes (i.e. when 
new nodes appear or existing nodes disappear), the MPR increases the ANSN value 
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Fig. 3. MPR mechanism and control messages in OLSR  

of its TC messages. When a node receives a TC message from an originator MPR, it 
can use this sequence number to determine whether the information about this MPR’s 
advertised neighbors is more recent than the information that it already possesses. 
This mechanism allows a node to confirm whether the information it has received in 
the latest TC message is valid or not, that is, whether it has already received more a 
message with a higher ANSN value from the same originator node. 

3   Experimental Setup 

We have used ns-2 and ns-3 [12] simulators because this allows us to model several 
network scenarios and to collect statistics through the generation of PCAP files. Such 
simulation tools allow us, among others things, to define network topologies, 
configure wireless network interfaces and set node mobility patterns. 

For our simulations, we assume an initial grid node distribution of N rows and N 
columns. This grid is initially set with nodes placed at a distance of D meters (delta 
distance) producing a box terrain of (N-1xD)x(N-1xD) meters. Fig. 4 summarizes the 
initial node distribution and the rectangle area assumed in our scenarios. Moreover, 
once a set of values for N and D has been obtained, all possible combinations can be 
evaluated. Finally, notice that we consider five delta distance values. That means that 
we assume, for a fixed number of nodes, five levels of node density (low, low-
medium, medium, medium-high and high) that are derived from the size of the terrain 
in which they are deployed.  

 

Fig. 4. Distribution of grid nodes 
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Each node is equipped with an 802.11b Wireless Network Interface Card operating 
at 2.4 GHz with a transmission rate of 1 Mbps and a coverage range of 500 meters. 
We also assume a Wi-Fi channel with a constant propagation delay and a Friis 
propagation loss model. Related to the OLSR protocol, we assume emission interval 
values of 2 and 5 seconds for HELLO and TC messages respectively. 

The impact of node mobility is an important issue for our analysis of TC message 
duplication. We begin with a static (non-mobile) scenario and then assume a Random 
Direction 2D mobility model. This model deals with motion in random directions and 
forces nodes to reach the edge of the simulation area before changing their direction. 
Therefore, when a node gets to the boundary, it pauses and then selects a new 
direction and speed. We have considered scenarios with mobility and a fixed speed 
(meters/second) for all nodes involved in the simulation: 0.1 m/s (baby crawling 
speed), 1 m/s (walking speed), 5 m/s (running speed) and 10 m/s (car city circulating 
speed). We also fix the pause time of nodes to zero when they get to a boundary, 
because we are interested in the nodes moving continuously.  

Finally, we generate application traffic that consists of several UDP packets 
transmitted every second, each of which is 100 bytes long. We also set half of the 
nodes to act as Echo servers and the other half to act as Echo clients. 

4   Analysis of Control Information Repetition 

In this section we quantify the amount of message repetition that is present in OLSR 
TC messages. We analyze this by considering the variables that we have already 
mentioned: mobility, number of nodes and delta distance. 

The repetition that we want to quantify is based on which value was last observed. 
Consequently, we quantify the number of repeated TCs on the basis of whether the 
last message received is equal to the preceding one. To do so, every grid node 
observes the TC messages and quantifies the last value repetition (the overall results 
are presented in Fig. 5). Moreover, we distinguish messages on the basis of the 
generator node, that is, the node that creates the TC message. This means that every 
node has to store the last TC message sent by every neighbor to quantify repetition. 
Finally, in this study we focus on the ANSN field of the TC. If this field in the current 
TC matches the previous one, we consider that both messages are the same. 

In static scenarios where all the nodes are always active, the results were as 
expected. We can state that 100% of TC messages are always the same. This changes 
for mobile scenarios. Fig.5 shows the percentage of message repetition observed in 
several mobility scenarios. From top-left to bottom-right, we present four figures that 
show behavior at four different speeds (0.1 m/s, 1 m/s, 5 m/s and 10 m/s). In each 
figure, the Y-axis shows the percentage of repetition, the X-axis shows the number of 
grid nodes and every line corresponds to a different node density. By looking at these 
figures, we can make the following observations regarding a mobility scenario. 

The number of nodes does not affect the percentage of repetition. If we fix the 
speed of the node mobility and the node density, we observe that there are no 
significant differences when the number of nodes is increased. Notice that all the lines 
in each Fig. tend to be horizontal. That means that we can achieve the same 
percentage of repetition just by increasing the number of nodes. This result is also 
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Fig. 5. Percentage of repetition under mobility scenarios 

interesting in terms of scalability because our mechanism for reducing TC messages 
could be orthogonally applied independently of the number of nodes. 

The percentage of repetition is significantly affected by mobility. We can 
observe that the percentage of last value repetition ranges from 80% to 98% when the 
speed is 0.1 m/s, from 40% to 80% when the speed is 1 m/s, from 20% to 40% when 
the speed is 5 m/s and, finally, from 5% to 20% when the speed is 10 m/s. This was 
expected because TC messages are generated every 5 seconds, which means, 
therefore, that when speed is increased the probability of topological changes during 
that period of time also increases. 

The percentage of repetition is significant even with high node speeds. It was 
also expected that the percentage of repetition would remain high with low speed 
rates of mobility. In any case, this percentage of repetition is still significant at higher 
speeds (5% to 20% when speed is 10 m/s). This result is interesting because, as 
explained previously, the number of TC messages increases exponentially with the 
number of nodes (see Fig. 1.a). Therefore, even with low percentages of repetition, 
the amount of network congestion can be significantly reduced if we can provide a 
cost-effective mechanism to discharge the network of replicated TC messages. 

The density of nodes affects the percentage of repetition. It can be observed in 
any of the four figures that when there is a given mobility speed and a fixed number 
of nodes, there are small differences between different levels of node density. This 
behavior is explained by the relationship between the number of MPRs and the 
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number of neighbors that a given node has. However, these results are interesting in 
terms of TC message reduction because they prove that our mechanism could be also 
applied to several scenarios independently of the density of nodes.  

5   Our Proposal: OLSRp 

We propose the implementation of a new mechanism for predicting OLSR control 
information: the OLSRp. This is a last-value predictor designed to be placed in every 
node of an OLSR ad hoc network. The purpose of this predictor is to prevent the 
MPRs from transmitting duplicated TC packets throughout the network. The OLSRp 
functions in the following manner:  

A given MPR executes a prediction when it has a TC message to transmit. Because 
the OLSRp launches a Last-value predictor, the result of every prediction is always 
the last TC message generated by the MPR. Immediately after a prediction is made, 
the OLSRp compares the prediction result with the new TC message generated by the 
MPR. If both the predicted TC and the new TC message are the same, then the MPR 
does not transmit the new TC message. Because the OLSRp mechanism is installed in 
every network node and because all the nodes have the same Last-value predictor, the 
remaining nodes will also calculate the same TC message as that which was predicted 
by the original MPR. By making this prediction, we are able to reuse the same TC, 
thus preventing the transmission of duplicated TC messages and stopping changes 
from occurring to the network topology. 

The OLSRp is 100% accurate because the prediction results are always correct (i.e. 
all the nodes expecting a given TC message will always predict the same TC 
message). When OLSRp can not make a prediction, a new TC message will be 
transmitted. However, it could be argued that although the proposed OLSRp is based 
on the certainty of its predictions, it does not take into account the fact that the 
destination nodes may not be properly working. In order to deal with this issue,  
the OLSRp uses the reception of the HELLO messages generated periodically for the 
network nodes as a validation method. Therefore, if an MPR implementing the 
OLSRp system does not receive a HELLO message from a given node, it will be 
aware that the node is inactive and that the topology has changed. Consequently, the 
OLSRp will deactivate the predictor and will send the real TC message. 

The use of OLSRp means that every node keeps a table containing as many items 
as there are network nodes. Each entry in the table records the following information 
about the specific node: 

• The node’s IP address; 
• A list of MPRs that announce the node in the TC message. This list includes the IP 

addresses of the MPRs (i.e. the originator addresses or O.A.) and the current state 
of the node, which is either active (A) or inactive (I). The state of a given node will 
be determined depending on whether or not the MPR has received HELLO 
messages from the node.  

• A predictor state indicator for the MPR nodes (On or Off). This item will be 
activated when at least one of the TC messages that contains information about one 
MPR node is active, that is, when the MPR that generates the TC message in which 
the specific MPR is announced, has received HELLO messages from the specific 



OLSRp: Predicting Control Information to Achieve Scalability in OLSR Ad Hoc Networks 233 

MPR. However, when the node is inactive in all the announcing TC messages, the 
predictor state indicator will be deactivated and the new TC message generated 
will be sent throughout the network. 

Fig. 6 shows the execution of the OLSRp predictor in a network of six nodes where 
four of them were selected as MPRs. The figure shows the OLSRp table of node D. 
From the HELLO messages it has received this node detects that the MPRs C and E 
are active and so it starts the corresponding predictors. However, when the same 
nodes do not receive HELLOB (because node B is inactive) they generate a new TC 
message and send it throughout the network. In addition, when node D detects from 
the TC messages that node B is inactive, it deactivates the predictor of node B. 

 

Fig. 6. OLSRp mechanism  

Fig. 7 shows the interlayer communication of a node that is implementing the 
OLSRp system compared with that of a node that is only using the standard OLSR 
protocol. The OLSRp can be implemented as a transparent communication layer 
between OLSR and the lower communication layers. Notice that both approaches deal 
with exactly the same control traffic. The main difference is that the data sources for 
the OLSR layer are different. When the OLSR is used alone, all the information 
comes from the Wi-Fi, whereas when the OLSRp is used, the information can be 
provided by both the Wi-Fi and the OLSRp layer. 

The OLSRp has several advantages. The most obvious one is the reduction of the 
control traffic that is transmitted and the consequent reduction in node energy 
consumption, network congestion, packet collisions and losses. This in turn increases 
the network’s lifetime and has a positive impact on its performance and scalability. 

On the other hand, implementing the OLSRp mechanism introduces some minimal 
additional costs. Each node executing the OLSRp has to maintain a table whose 
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dimensions depend on the number of network MPRs. In addition, the OLSRp 
consumes processing time of the node’s CPU. However, OLSRp considerably reduces 
the overall cost involved in the transmission/reception and packing/unpacking 
processes. The cost in energy and processing time is higher than the additional cost 
introduced by the implementation of the OLSRp mechanism (it is widely known that 
a single packet transmission consumes the same energy as the execution of millions of 
instructions). Figures 8.a and 8.b show how the utilization and energy consumption of 
the CPU is affected by the number of TC messages transmitted in a 300 second test.  

 

Fig. 7. OLSRp vs. OLSR layers  

 
Fig. 8. (a) CPU utilization and (b) power consumption per node vs. TC emission interval 

Finally, [13] states that energy consumption is correlated with mobility (the lower 
the speed, the higher the consumption). We also demonstrate (see Figure 5) that the 
repetition percentage is higher with lower speeds. Therefore, our mechanism fits 
better in high energy consumption environments. 

6   Related Work 

Prediction is a well-known and crucial technique in computer microarchitecture for 
achieving high performance and it has been applied successfully for years to several 

       
 (a)                                        (b) 



OLSRp: Predicting Control Information to Achieve Scalability in OLSR Ad Hoc Networks 235 

parts of the processor. For instance, branch prediction [14] tries to reduce pipeline 
stalls by predicting the outcome of conditional branches, and value prediction [10] 
attempts to alleviate the serialization resulting from data dependences by predicting 
the results of arithmetic operations. Notice that prediction introduces additional 
complexity to the microprocessor because special hardware has to be devoted to 
predicting and then mandatorily validating the predictions. Moreover, there is an 
additional time penalty when there are mispredictions. However, on average if the 
percentage of predictions is high enough, the overall microprocessor performance is 
significantly improved at a reasonable hardware cost. The same concerns can be 
extended to ad hoc networks as these also benefit from prediction techniques.  

Lifetime Prediction Routing (LPR) [11] is a routing protocol where each node tries 
to estimate its battery lifetime on the basis of its past activity. Hence, it is possible to 
increase the overall network lifetime by finding better routing solutions that take into 
account these predictions. The Kinetic Multipoint Relaying (KMPR) protocol [6] 
focuses on predicting mobility in order to improve routing. This approach selects 
relay nodes on the basis of the current relay configuration and the future network 
topology prediction. The Mobile Gambler’s Ruin (MGR) algorithm [4] also applies 
mobility prediction. This predictive algorithm is developed under a cooperative 
scenario to identify nodes that are more likely to disconnect in the near future. 
Therefore, this prediction allows the coordination layer to reschedule the work among 
nodes in advance. 

Finally, prediction is relatively easy to apply when there is a certain degree of 
redundancy in the network because it is normally based on the last value observed. 
Wireless sensor networks take advantage of this redundancy to reduce redundant 
communication, save energy and extend the battery lifetime [9], [5]. 

7   Conclusions and Future Work 

OLSRp has been introduced as a scalable routing mechanism that focuses on 
eliminating redundant control information from the network and reducing 
computational processing and energy consumption. It is based on the observation that 
the probability of receiving a control message containing the same information as the 
previous one is very high. In fact, we have demonstrated that message repetition is 
only affected by mobility and remains almost constant when the number or density of 
nodes changes. Consequently, our proposal can be orthogonally applied to diverse 
scenarios where these parameters are different. Furthermore, we have also shown that, 
even with high speeds, the percentage of repetition is still significant.  

Most previous studies have addressed the issue of routing protocol scalability in 
several ways but, to our knowledge, this is the first study that uses prediction to limit 
the increase in the number of control messages when the number of network nodes 
also increases. 

In future research, we plan to implement the proposed mechanism in a simulation 
environment in order to experimentally demonstrate the potential of this technique. 
Furthermore, we want to investigate heterogeneous scenarios in which some nodes 
use the OLSRp predictor while other nodes use the standard OLSR protocol. This will 
also prove the adaptability of our mechanism as an additional transparent layer below 
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OLSR. We also want to extend this work to other proactive link-state protocols that 
control message flooding in a similar way. Moreover, we strongly believe that 
prediction can be also applied to proactive distance-vector protocols and even to 
reactive protocols in a similar way. Finally, the prediction accuracy and potential 
performance of the system could be improved with more sophisticated schemes than 
the one used in this study. 
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Abstract. Closed-form solutions exist for the interference alignment
(IA) problem in the multiple-input multiple-output (MIMO) interfer-
ence channel when there are exactly K = 3 users. Specifically, when
each user wishes to send d streams and is equipped with N = 2d an-
tennas at both sides of the link, a finite number of IA solutions exist.
Exploiting this observation, in this paper we find the maximum sum-rate
solution by exhaustive search over the finite set of IA solutions and eval-
uate its performance. As an alternative, the solution that maximizes the
received sum-power in the interference free subspace is also considered.
Simulation results show the improvement achieved by both IA strategies
in comparison with the conventional scheme proposed by Cadambe and
Jafar, which randomly picks one of the IA solutions. Furthermore, the im-
pact of channel correlation in these interference management techniques
has also been studied.

Keywords: sum-rate, interference management, interference alignment,
interference channel, multiple-input multiple-output (MIMO).

1 Introduction

Interference alignment (IA) is a recently proposed technique to achieve the max-
imum degrees of freedom (DoF) for K-user interference channels [1]. The degrees
of freedom (also referred to as network multiplexing gain) approximates the ca-
pacity of a network as

C(SNR) = d log(SNR) + o(log(SNR))

where d is the number of degrees of freedom and C(SNR) represents the capacity
of the network as a function of the signal to noise ratio (SNR). At high SNR, the
o(log(SNR)) term becomes negligible in comparison to log(SNR). Therefore, d,
represents the asymptotic slope of the C(SNR) vs log(SNR) curve. By studying
wireless networks at high SNR, the degrees of freedom approach de-emphasizes
noise and explicitly addresses the effects of interference in a wireless network.
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The DoF also indicate the number of simultaneous data streams for which the
interference can be completely cancelled.

For the K-user interference channel, IA has been shown to achieve almost
surely K/2 DoF per time, frequency or spatial dimension. Basically, IA schemes
jointly design the signals transmitted by all users in such a way that the in-
terfering signals at each receiver fall into a reduced-dimensional subspace. The
receivers can then extract the projection of the desired signal that lies in the
interference-free subspace.

In this paper we consider IA schemes based on linear precoding for the 3-
user multiple-input multiple-output (MIMO) interference channel with constant
coefficients, where every transmitter and receiver has an even number of antennas
(N = 2d) and each user wishes to send d streams of data. For such systems, whose
closed-form solutions are known, it follows that each user achieves d = N/2 DoF
[1]. When N is odd, a two time-slot symbol extension is required. These systems1

are usually denoted as (2d × 2d, d)3.
The first contribution of this paper is to show that for these MIMO inter-

ference channels there is a finite number of IA solutions. Although this result
can easily be derived from the IA scheme described in [1] and [2], the existence
of a finite number of IA solutions has not been widely acknowledged in the lit-
erature. The second contribution is to exploit this fact to find the IA solution
that maximizes either the sum-rate or the sum-power.2 For the 3-user case and
a reasonable number of transmitted streams, the max sum-rate and max sum-
power solutions can be obtained by exhaustive search over the finite set of IA
solutions. The performance of the max sum-rate and the max sum-power IA so-
lutions is studied in this paper by means of simulation results. In comparison to
the conventional IA solution proposed by Cadambe and Jafar in [1], the relative
advantage of the proposed schemes increases with the number of transmitted
streams. The impact of channel correlation has also been considered.

This article is organized as follows: the system model, the principle of in-
terference alignment and the closed-form solution for the 3-user channel are
reviewed in Sections 2 and 3. The max sum-rate and max sum-power solutions
are described in Section 4, while Section 5 presents simulations and performance
comparisons.

2 Interference Alignment in the K-User Deterministic
MIMO Channel

Consider the K-user interference channel, comprised of K transmitter - receiver
pairs (links) that interfere with each other. We assume that each user wishes to
achieve d degrees of freedom and is equipped with N antennas at both sides of
1 The notation (nT × nR, d)K means that every transmitter has nT antennas, every

receiver has nR antennas and each one of the K users wishes to achieve d DoF.
These interference channels are called symmetric.

2 The term sum-power refers to the total power received in the interference-free sub-
spaces by all the users.
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the link. Also, let V[k] ∈ CN×d be an orthonormal basis of the transmitted signal
space for user k. The discrete-time signal received at receiver k at a given time
instant is the superposition of the signals transmitted by the K transmitters,
weighted by their respective channel gains and affected by noise. It can be written
as

y[k] = H[kk]V[k]s[k] +
∑
l �=k

H[kl]V[l]s[l] + w[k], (1)

where H[kl] ∈ C
N×N is the flat-fading MIMO channel from transmitter l to

receiver k, s[l] ∈ Cd×1 is the signal transmitted by the l-th user and w[k] is the
additive and spatially white Gaussian noise at receiver k.

In this context, interference alignment is achieved when we are able to find a
set of unitary precoding matrices V[k] and unitary interference filtering matrices
U[k] such that, for k = 1, . . . , K

U[k]HH[kl]V[l] = 0, ∀l �= k, (2)

and
rank(U[k]HH[kk]V[k]) = d. (3)

When an IA solution exists, the signal received at user k after projecting y[k]

onto the orthogonal subspace of the interference, using U[k], yields

r[k] = U[k]HH[kk]V[k]s[k] +
∑
l �=k

U[k]HH[kl]V[l]s[l] + U[k]Hw[k]

= U[k]HH[kk]V[k]s[k] + n[k].

(4)

According to (3) and (4), the effective channel U[k]HH[kk]V[k] is now d × d
dimensional. In summary, by applying IA the MIMO interference channel has
been transformed into a set of Gaussian parallel d × d MIMO channels.

3 Closed-Form IA Solutions for the 3-User Case

In this paper, we focus on the case where the number of users is K = 3, the
number of antennas is N = 2d at the transmitter and receiver sides, and each user
wishes to send d streams. All the interference alignment solutions (as proposed
in [1]) can be obtained as follows:

1. The precoder for the user 1, V[1], is formed by taking any subset of d eigen-
vectors of the following 2d×2d matrix, not necessarily the main eigenvectors

E = (H[31])−1H[32](H[12])−1H[13](H[23])−1H[21]. (5)

2. The precoders for users 2 and 3, V[2] and V[3], are obtained respectively as

V[2] = (H[32])−1H[31]V[1], (6)

and
V[3] = (H[23])−1H[21]V[1]. (7)
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Since E is a full-rank 2d× 2d matrix, there are Cd
2d =

(
2d
d

)
ways to choose the

d-dimensional unitary precoder for the first user. Each one of these precoders
for user 1 yields a distinct IA solution.

An interesting fact of the 3-user interference channel is that it induces a
permutation structure which makes that starting the process described above
with a different user yields exactly the same set of the IA solutions. In other
words, the IA solutions do not depend on which user is picked first.

To clarify this point let us, for example, start the procedure with user 2
instead of user 1. Now, V[2] is formed by taking any subset of d eigenvectors of
the matrix

E′ = (H[12])−1H[13](H[23])−1H[21](H[31])−1H[32] (8)

and the precoder for the user 1, can be calculated as

V[1] = H[31](H[32])−1V[2]. (9)

The following relationship holds between the eigenvectors of E and E′ (this
is due to the permutation structure induced by the 3-user channel)

ν(E) = H[31](H[32])−1ν(E′), (10)

and therefore it is clear that the same solutions are obtained starting with user
1 or 2. Obviously, this also occurs when we start the alignment procedure from
user 3. In conclusion, the number of IA solutions for the (2d× 2d, d)3 systems is
exactly Cd

2d =
(
2d
d

)
.

The main implication of this result is that for reasonable values of d (e.g.,
from 1 to 5), it is feasible to find the best IA solution (in terms of sum-rate, for
instance) by exhaustive search over the finite set of

(
2d
d

)
solutions. The additional

computation cost is moderate and, as we will show in Section 5, a significant
improvement can be achieved.

4 Max Sum-Rate and Max Sum-Power IA Solutions

The most straightforward figure of merit for measuring the system performance
is the sum-rate, which is given by

R =
K∑

k=1

log

∣∣∣∣∣∣∣IN +

⎛
⎝σ2IN +

∑
l �=k

Q[kl]

⎞
⎠

−1

Qkk

∣∣∣∣∣∣∣ , (11)

where Q[kl] denotes the N × N covariance matrix of the signal from the l-th
transmitter to the k-th receiver, and σ2 is the variance of the additive white
Gaussian noise.

When the interference is perfectly aligned (i.e. (2) and (3) are satisfied), the
interference channel is decoupled into a set of parallel Gaussian MIMO channels
and the sum-rate in (11) reduces to

R =
K∑

k=1

log
∣∣∣∣IN +

1
σ2

U[k]HH[kk]V[k]V[k]HH[kk]HU[k]

∣∣∣∣ , (12)
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which simply adds up the achievable rates in each interference-free d× d MIMO
channel given by H

[k]
= U[k]HH[kk]V[k], for k = 1, . . . , K. Moreover, it is clear

that after the channel has been block-diagonalized better throughputs can be
obtained by using non-unitary precoders and decoders, or by applying power
waterfilling among the eigenmodes of the equivalent non-interfering d×d MIMO
channels. Maximizing the sum-rate in (11) subject to the unitary constraints
V[k]HV[k] = Id, U[k]HU[k] = Id and also to the zero-interference constraint (2)
is a challenging problem that has not been solved yet.

As an alternative to the sum-rate criterion, in this paper we will also consider
the maximization of the power received in the interference-free subspaces, which
is given by

P =
K∑

k=1

tr
(
U[k]HH[kk]V[k]V[k]HH[kk]HU[k]

)
, (13)

where tr(A) denotes the trace of matrix A.
As it has been shown in Section 3, for K = 3 users, a finite number of closed-

form interference alignment solutions exist. Therefore, in principle it is possible
to choose the solution that maximizes (12) or (13) by exhaustive search over all
IA solutions.

In networks with K > 3 users, closed-form IA solutions are yet to be found.
For this reason, one has to resort to iterative algorithms which alternatively
optimize the precoders at the transmitters and the decoders at the receivers [3],
[4]. These alternating minimization algorithms obtain an IA solution that do not
optimize neither the sum-rate nor the sum-power. Although they can be modified
to maximize certain cost function (i.e. the sum-rate in (12)), this requires the
computation of quite complex derivatives [5]. The advantage of maximizing the
sum-power is that it requires less complex derivatives. In Section 5 the usefulness
of using the sum-power as a proxy for the sum-rate is assessed.

5 Simulation Results

In this section, numerical simulation results are presented to evaluate the per-
formance of the maximum sum-rate (MaxSR-IA) and the maximum sum-power
(MaxPower-IA) solutions. These solutions are also compared with the conven-
tional IA solution (proposed in [1]) which randomly selects a subset of d eigen-
vectors of the matrix E in (5). All the results presented in this section consider
a (2d × 2d, d)3 systems with d = 1, . . . , 4.

5.1 Rayleigh Interference MIMO Channel

For this example, the matrices H[kl] represent independent and identically dis-
tributed (i.i.d.) Rayleigh fading MIMO channels with unit-variance entries. The
average sum-rate has been evaluated for 10000 channel realizations for different
values of d and signal-to-noise ratio (SNR) values ranging from 0 to 40 dB. The
obtained results are depicted in Fig. 1.
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Fig. 1. Average sum-rate achieved by the MaxSR-IA, MaxPower-IA and the conven-
tional IA solutions

As it can be seen in Fig. 1, the MaxSR-IA solution provides a considerable
improvement with respect to the other two IA solutions for all values of d.
MaxPower-IA seems to be a good approximation of the MaxSR-IA for low values
of d. However, as d becomes larger its performance gets considerably lower than
the MaxSR-IA solution.

In turn, the average sum-rate improvement with respect to the conventional
IA solution normalized by the number of streams is depicted in Fig. 2. It shows
that the relative sum-rate difference between the MaxSR-IA and the conventional
IA solution is increased when the value of d increases.

5.2 Correlated MIMO Channel

In this subsection we evaluate the impact of MIMO channel correlation using
the well-known Kronecker model

H[kl]
c = R[k]1/2

rx H[kl]R[l]1/2
tx (14)

where H[kl]
c is the correlated MIMO channel matrix for transmitter l and receiver

k, R[k]
rx and R[l]

tx are the receiver k and transmitter l antenna correlations. All
transmitter and receiver correlation matrices are assumed equal, that is R[l]

tx =
R[k]

rx = R ∀ l, k ∈ {1, 2, 3}. The ij entry of R is given by the Jakes model [6]
which assumes that the antennas are uniformly arranged along a line (each pair
is separated a distance L),

Rij = J0

(
2π

L|i − j|
λ

)
, (15)
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Fig. 2. Sum-rate improvement per stream achieved by the MaxSR-IA solution over the
conventional IA solution from d = 1 to d = 5 streams per user
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Fig. 3. Impact of correlation in the average sum-rate for 1 and 2 streams per user

where J0(·) is the zeroth order Bessel function. The correlation effect has been
studied by assuming an antenna separation L = 0.1λ. Obviously, such a small
separation gives a highly correlated channel. Fig. 3 shows the MaxSR-IA solution
performance for d = 1 and d = 2.

As it can be seen in Fig. 3, an increasing correlation is detrimental for the
sum-rate. However, it is interesting to notice that the average sum-rate for d = 1
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is better than for d = 2. This effect is due to the fact that highly correlated
scenarios result in almost rank-deficient MIMO channels, which do not allow to
transmit more than one stream per user. In other words, with strong correlation
it is more difficult to exploit the different eigenmodes of the MIMO channels.

6 Conclusion

In this paper the number of interference alignement solutions for the 3-user
symmetric channel has been analyzed. Exploiting the fact that a finite number of
solutions exist, we have derived the maximum sum-rate and the maximum sum-
power IA solutions for this scenario. The obtained results have shown that the
improvement of the sum-rate solution increases when the number of streams per
user increases. As expected, both proposed solutions overcome the conventional
IA solution (in terms of sum-rate). This justifies the need to find algorithms that
optimize the sum-rate while cancelling the interference leakage.
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Abstract. Network virtualization is one of the topics that recently have been 
receiving attention in the research community.  It is becoming evidently clear 
that network virtualization will be a major player in the shaping of the Future 
Internet. Many research projects around the world are studying different aspects 
of network virtualization: some are focusing on resource virtualization like 
Node, Server and Router virtualization; while others are focusing on building a 
framework to setup virtual networks on the fly based on the different virtual 
resources. In spite of all that work, we still think that one very important piece 
of the puzzle is still missing that is “Wireless Virtualization”. According to the 
best of our knowledge, the virtualization of the wireless medium has not yet 
received the appropriate attention it is entitled to, and there has been very small 
work done in that field. This is why this paper is proposing a framework for the 
virtualization of the wireless medium. This framework is proposed to virtualize 
mobile communication systems so that multiple operators can share the same 
physical resources. We mainly focus on the Long Term Evolution (LTE) but the 
framework can also be generalized to fit any other wireless system.  

Keywords: network virtualization, wireless virtualization, LTE simulations, 
Future Internet. 

1   Introduction 

Virtualization is a well known technique that has been used for years, especially in 
computer science like the use of virtual memory and virtual operating systems. What 
is new though is the idea of using virtualization to create complete virtual networks. 
One option in the Future Internet is the possibility of having instead of only one 
multiple co-existing architectures, in which each of the architectures is designed and 
customized to fit one specific type of network and satisfies its requirements. That is 
why Network Virtualization will play a vital role since it helps diversifying the Future 
Internet into separate virtual networks that are isolated from each other and can run 
different architectures within.  

This paper is organized as follows: section 2 gives a short introduction to  
network virtualization as well as wireless virtualization and the motivation behind it. 
Section 3 introduces the Long Term Evolution, and our proposal for mobile system 
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virtualization is discussed. A network simulator that is developed in OPNET for the 
mobile system virtualization is described in section 4. At the end, section 5 and 6 
shows the simulation scenarios and results, as well as the conclusions and the outlook. 

2   Network Virtualization 

Due to the congenital flaws, e.g. inadequate supporting of security, mobility and 
multi-homing, the current Internet architecture is being criticized and it seems that 
many people believe that the current Internet will soon break and will not be able to 
cope with all the requirements coming in the future, although many patching-up 
works have been done for years. In order to satisfy the boom of new services running 
on the networks, many research activities on the Future Internet architecture have 
been launched throughout the world, for example 4WARD [4] in Europe, VINI [2] 
and GENI [1] in the U.S. and AKARI [5] and AsiaFI [6] in Asia. VINI is a virtual 
network infrastructure based on PlanetLab on which researchers can deploy, run and 
test their own protocols and services in a large scale. GENI (Global Environment for 
Network Innovations) is a novel suite of architectures which support a range of 
experimental protocols, and virtualization is one of the most important features of it. 
The AKARI Architecture Design Project aims to implement the basic technology of a 
new generation network from a clean slate, and network virtualization has been seen 
as one of the principles. Asia Future Internet Forum (AsiaFI) was founded to 
coordinate research and development on Future Internet where network virtualization 
is also one of the research topics. By observing these projects, one tendency can be 
perceived that network virtualization is an attractive technique which receives more 
and more research attention, and it will be a key area in the future network 
development. 

In principle, network virtualization enables multiple virtual networks to coexist on 
a common infrastructure. Each virtual network is running similar to a normal network 
and does not necessarily have the awareness of the underlying virtualization process. 
Individual virtual networks can contain operator-specific protocols and architectures 
which could be totally different from other co-existing virtual networks.  

2.1   Motivation of Wireless Network Virtualization 

Mobile system virtualization can obtain several advantages and also have impacts on 
different aspects: 

• For the infrastructure providers: deploying and operating a mobile system 
such as GSM or UMTS needs enormous investments. The maintenance and 
upgrade of the hardware need high operational expenditure. The big 
companies have to play both roles: system operators as well as infrastructure 
providers.  With virtualization, they can only concentrate on the maintenance 
of the physical equipments and save the manpower for running the networks.  

• For the virtual mobile system operators:  infrastructure sharing is very 
attractive, where the huge investment on the hardware and fundamental 
construction could be saved. It also enables the small companies to get into the 
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market without huge investments. The deployment, maintenance, migration 
and upgrade of the virtual mobile systems will be flexible and with short time 
frame, even on-the-fly. 

• For the end users: the increased number of operators will bring a diversity of 
services to end users. Which mean more options to satisfy the user’s personal 
demand and subsequently enjoy the services with reasonable pricing.  

2.2   State-of-the-Art of Mobile System Sharing/Virtualization 

One of the interesting commercial products of soft radio is VANU [3], that is a 
wireless infrastructure solution that enables individual base stations to simultaneously 
operate GSM, CDMA, iDEN and beyond. It is also announced that the virtualized 
base station and RAN are also supported by their products. Spectrum sharing is one 
crucial part of our proposal on the mobile system virtualization, through which 
multiple operators can be introduced into one band. Other than the traditional DSA 
(dynamic spectrum allocation) model, [14] proposed a centralized spectrum broker 
that has the responsibility to coordinate the frequency allocation among different 
wireless networks. Two optimization problems, maximized requirements and 
minimized interference, are formulated and algorithms are designed to solve the 
efficiency problem. 

 One thing has to be mentioned here that MVNO (Mobile Virtual Network 
Operator) has been available for long time in the current mobile systems. However, 
from the definition of MVNO we know that they don’t own any physical resources 
and have no impact on the network configuration or algorithms. Actually, MVNOs 
act more like a service provider. Our proposal introduced in the next section is trying 
to decouple the physical system from the network, and the Virtual Operator has the 
overall control of its own virtual network. 

The mobile system infrastructure sharing also exists along with the deployment of 
the network, especially at the beginning. The reason is to reduce the cost and to roll 
out the infrastructure quickly. As referred to in [15], the infrastructure sharing has 
mainly three areas: Passive component sharing, Active element sharing and 
Geographical sharing. To reduce the operating cost, different operators will share the 
fundamental establishments like roof locations, tower frame, equipment houses and 
power supply. This kind of sharing doesn’t involve network virtualization at all and is 
already accepted by most of the operators because of the economical benefits. 
Geographical sharing is simply dividing the whole area into several regions and each 
operator will be in charge of one of them. In this way the full coverage can be 
achieved in short time by the federation of operators on different regions. 

3   LTE Virtualization Framework 

Long Term Evolution (LTE) has been seen as one of the major solutions of next 
generation mobile systems. According the specifications from 3GPP, LTE will 
provide much higher data rates than UMTS, low latency and enhanced QoS especially 
for the users at the cell edge. Due those promising system performances, we choose 
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the LTE system as a case study to show the advantages of (wireless) network 
virtualization. The idea is to virtualize the LTE base station or what is also known as 
the enhanced Node-B (eNodeB). This is the physical hardware that is responsible to 
send and receive the date to and from the LTE users. Virtualizing the eNodeB is 
similar to any other node virtualization, where an entity called “Hypervisor” is added 
on top of physical resources, and is responsible for scheduling these resources 
between the different virtual instances running on top of it.  Figure 1 shows the LTE 
eNodeB virtualization architecture. 

 

Fig. 1. Virtualized LTE eNodeB protocol stack 

The hypervisor is also responsible for scheduling the air interface resources or the 
LTE spectrum between the different virtual eNodeBs (different virtual operators). The 
virtual operators share the spectrum based on different criteria. The Hypervisor 
collects information from the individual virtual eNodeB stacks, like user channel 
conditions, loads, priorities, QoS requirements and information related to the contract 
of each of the virtual operators. This information is used to schedule the air interface 
resources between the different virtual operators. LTE uses OFDMA in the downlink, 
which means that the frequency band is divided into a number of sub-bands each with 
a carrier frequency. The air interface resources that the hypervisor schedules are 
actually the Physical Radio Resource Blocks (PRB); this is the smallest unit that the 
LTE MAC scheduler can allocate to a user. 

Scheduling the PRBs between the different virtual eNodeBs actually means 
splitting the frequency spectrum between the different eNodeBs of the different 
operators. The hypervisor can make use of apriori knowledge (e.g. users channel 
conditions, virtual operator contract, load ... etc.) to schedule the PRBs. OFDMA 
scheduling has been studied extensively in the literature [10] [11] [12] [13], but what 
is new here is that the frequency spectrum among the different operators has to be 
scheduled. This is even more challenging because of the additional degree of freedom 
that has been added. A number of possibilities and degrees of freedom exist here, 
where the scheduling could be based upon different criteria’s:  bandwidth, data rates, 
power, interference, pre-defined contracts, channel conditions, traffic load or a 
combination of them. At the end the hypervisor has to convert these criteria into a 
number of PRBs to be scheduled to each operator, but the challenge is to make sure 
that the allocated PRBs would be fair and enable the operators to satisfy their 
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requirements. This means that some mechanisms/contracts guidelines has to be 
defined to guarantee the resources to the operators which could be done by different 
options for example setting a guaranteed amount for each operator and leaving the 
rest of the resources to be shared. What is also important here is the time frame that 
the hypervisor operates with in order to guarantees the pre-defined requirements.  

In our paper, we only concentrate on two different types of the scheduler 
algorithms, a static and a dynamic one. In the static algorithm the spectrum is divided 
between the virtual operators beforehand, and each operator gets his operating 
spectrum and keeps it for the whole time. This is similar to today’s network, where 
each operator has his own frequency spectrum and no other operator is allowed to use 
it. In the dynamic algorithm, the resources are allocated to the different operators 
during runtime, and the amount and allocation can be changed over time depending 
on the operators traffic load. The latter algorithm is an example of what can be gained 
by applying network virtualization into wireless mobile communication systems, 
where not only the operator will share the physical infrastructure but will also share 
the frequency spectrum and this in turn will lead to better resource utilization.  

4   Simulation Model 

The LTE simulation model used in this paper was developed using the OPNET 
simulation tool [7]. The model is designed and implemented following the 3GPP 
specifications.  

 

Fig. 2. Three Virtual Operators example of a virtualized LTE network 
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The focus of this work was not on the node or link virtualization, but rather on the 
air interface virtualization and how to schedule the air interface resources among  
the different virtual operators, no node/link virtualization was simulated, instead the 
assumption was that we have a perfect node/link virtualization. Figure 2 shows an 
example scenario, it can be seen that an additional entity between the virtual 
eNodeBs that is the “Hypervisor”. This entity is responsible for scheduling the air 
interface resources (frequency spectrum or PRBs) among the different virtual 
eNodeBs. The Hypervisor also has direct access to the MAC layers of each of the 
LTE virtual eNodeBs to collect the required relevant information to be used to base 
the scheduling on, like each operator’s users channel conditions, and operator traffic 
load. 

In our implementation, two versions of the hypervisor exist based on the 
previously discussed hypervisor types. One is the static version, where the hypervisor 
allocates the PRBs among the different virtual operators just once at the beginning of 
the simulations, the number of the allocated PRBs for each operator will be equal, 
where each virtual eNodeB will get the exact same amount of PRBs and keeps it 
regardless if it is being actually used or not. The second version of the hypervisor is a 
dynamic one, where the PRBs are allocated to the different virtual operators in a 
dynamic manner at equal time intervals. The amount of the allocated PRBs will 
depend on the load that each operator is experiencing during the last time instance. In 
this way, each operator will only get his required share of the PRBs and no waste of 
resources will occur. 

5   Simulation Configurations and Results 

In this paper, we mainly aim to show the effects and advantages of using network 
virtualization in mobile communication systems. Specifically we investigate on 
additional benefits that could be gained if the mobile operators actually share the air 
interface resources (i.e. frequency band), which would be possible through 
virtualizing the mobile system infrastructure. From that, the simulations scenarios 
investigated in this paper are divided into two different setups: 

• Static hypervisor configuration: which could be viewed similar to today’s 
mobile network setup apart from sharing the infrastructure which is an 
additional benefit 

• Dynamic hypervisor (load based) configuration: which aims to show how the 
mobile network operators can share the spectrum and what are the benefits of 
the LTE virtualization 

5.1   Simulation Configurations 

As discussed earlier, two different scenarios are investigated within this paper; 
besides of the hypervisor scheduler algorithm the rest of the configuration is exactly 
the same for both scenarios and is shown in subsequent Table 1. 
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Table 1. Simulation Parameters 

Parameter Assumption 
Number of virtual operators 3 virtual operators  
Number of virtual eNodeBs 3 eNodeBs (one per virtual operator) 
eNodeB coverage area  Circular  with Radius = 375 meters, number of cells = 3 with 120°  
Total Number of PRBs 99 (which corresponds to about ~ 20 MHz), Reuse factor = 3 
Mobility model Random Way Point, users are initially distributed uniformly 
Users speed 5 km/h 
Number of active users  Cell1 Cell2 Cell3 

VO 1 10 VOIP 10 VOIP 10 VOIP 
4 Video 2 Video 1 Video 

VO 2 10 VOIP 10 VOIP 10 VOIP 
4 Video 2 Video 1 Video 

VO 3 10 VOIP 10 VOIP 10 VOIP 
4 Video 2 Video 1 Video 

Path loss model 128.1 + 37.6 log10(R) dB, R in km [8] 
Slow Fading model Lognormal distributed with Mean value = zero 

Standard deviation = 8 dB and Correlation distance = 50 meters 
Fast Fading model Jake’s model 
CQI reporting Ideal 
Downlink Low traffic model Voice Over Internet Protocol (VOIP) 

Silence/Talk Spurt length = neg. exponential with 3 sec mean 
Call duration = 10 sec 
Inter-repetition time = uniformly distributed between 5 and 10 sec 
throughout the whole simulation 

Downlink Peak traffic model Video conferencing application 
Incoming/Outgoing stream inter arrival time = Const (0.01 sec) 
Incoming/Outgoing stream frame size = Const (80 Bytes) 
Duration = Const (300 sec) (see Table 2) 

Hypervisor resolution 1 sec (this is only for the dynamic scenario) 
Simulation run time 1000 sec 

 
In order to show the effect and benefits of the wireless virtualization and the air 

interface resource sharing, a peak traffic model has been introduced to the simulation 
scenarios, where, as it can be seen from the table above, this peak traffic model is 
used for only 300 seconds to emulate a sudden peak in the load of the operator. The 
place where this peak traffic model is used for each operator’s users within the 
simulation time is configured as follows: 

Table 2. Peak traffic setup for each virtual operator 

 Cell 1 Cell 2 Cell 3 
Virtual operator 1 0 – 300 sec 600 – 900 sec 300 – 600 sec 
Virtual operator 2 300 – 600 sec 0 – 300 sec 600 – 900 sec 
Virtual operator 3 600 – 900 sec 300 – 600 sec 0 – 300 sec 

5.2   Simulation Results 

As discussed earlier the main focus of this paper is the LTE air interface 
virtualization, and in order to show the performance gains from virtualizing the air 
interface and thus sharing the resources i.e. frequency band between the different 
virtual network operators two different scenarios are compared against each other.  
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The scenarios are configured as stated in the earlier section, one scenario which is 
similar to today mobile network operator setup apart from sharing the infrastructure, 
where three different operators are operating in the same region, each operator uses 
his own frequency band; these bands are being pre-allocated in the beginning of the 
simulations. Since we have 99 PRBs in total, each operator will get one third of the 
PRBs that is 33 PRBs. the second scenario can be looked at as the futuristic approach 
where the three operators are actually sharing the frequency band dynamically 
depending on their traffic load and requirements, each second the hypervisor tries to 
calculate from the previous time instance what the traffic load of each operator is and 
how the channel conditions experienced by the operator’s users look like, and then 
assigns the PRBs among the different operators based on these calculations. The first 
scenario is called "Static" and the second one "Dynamic". 

 

Fig. 3. Cell1 per virtual operator (VO) allocated bandwidth (MHz)  

Figure 3 shows the bandwidth of each of the virtual operators that the hypervisor 
has allocated. It can be noticed that the allocated bandwidth changes with time 
depending on the traffic load and the users channel condition of each operator. In the 
first 300 seconds of the simulation run time it can be seen that operator 1 has been 
allocated a much higher bandwidth compared to the other two operators. This is due 
to the scenario configuration, where as it was previously configured in Table 2, 
operator 1 will have four additional users with video applications causing an increase 
in that operator’s traffic. Similarly there are additional users in the second 300 
seconds in the virtual network 2 (VO2) and the last 300 seconds in the virtual network 
3 (VO3). 

The average per user air interface throughput for operator 1 users in cell number 1 
can be seen in Figure 4. The left side figure shows the air interface throughput for the 
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VOIP users whereas the right side figure shows the video users throughputs. What 
can be noticed from these figures is that the dynamic scenario achieves an expected 
better throughput than the static case. The reason for that is mainly the fact that 
additional resources have been used for the dynamic case, where in the static case 
these resources were allocated for the other operators but were not used. 

 

Fig. 4. Cell1 virtual operator 1 per user air interface throughput (kbps) 

The average user application end-to-end delays can be seen in Figure 5. It can be 
noticed that the static scenario suffers from higher application delays as compared to 
the dynamic case especially for the video users. The reason is the limited air interface 
resources. 

 

Fig. 5. Cell1 virtual operator 1 per user end to end application delay (m sec) 

In order to check how the VOIP application performs, the average delay values 
shown in the previous figures are not sufficient. So in addition Figure 6 shows the 
probability when the end-to-end delays of the VOIP packets were greater than 300 
msec (which is the QoS limit for the VOIP packets). It can be seen that the static case 
has a higher probability for not satisfying the QoS threshold. 
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Fig. 6. Cell1 virtual operator 1 end to end delay probability > 300 m sec 

Figure 7 to Figure 12 show results of cell 1 obtained for the other two operators. 
Similar observations can be made from these results, where mainly the dynamic case 
performs better than the static one especially when it comes to the video traffic. The 
video users are sending a continuous stream of data for a larger time span as 
compared to the VOIP bursty traffic. 

 

Fig. 7. Cell1 virtual operator 2 per user air interface throughput (kbps) 

 

Fig. 8. Cell1 virtual operator 2 per user end to end application delay (m sec) 



 A Novel LTE Wireless Virtualization Framework 255 

 

Fig. 9. Cell1 virtual operator 2 end to end delay probability > 300 m sec 

 

Fig. 10. Cell1 virtual operator 3 per user air interface throughput (kbps) 

 

Fig. 11. Cell1 virtual operator 3 per user end to end application delay (m sec) 
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Fig. 12. Cell1 virtual operator 3 end to end delay probability > 300 m sec 

As a summary, the simulation results show that using the dynamic spectrum 
sharing hypervisor compared to the static case is of advantage. This mainly shows in 
the better quality of service of the users and in particular video users receive. In the 
dynamic case the video users do not suffer from the huge end-to-end delay 
experienced in the static scenario. Keeping in mind that both scenarios used the same 
total amount of air interface resources and same configuration, the only difference is 
that in the dynamic case a better overall resource allocation has been achieved and no 
resources have been wasted as in the static one.   

Some of the results (especially the ones related to the VOIP users) showed that the 
static scenario has a slightly better performance mainly when it came to the end-to-
end delays. The reason this is that in the static case there are not sufficient overall 
resources to serve all of the video and VOIP users. Since the video traffic was put in a 
higher MAC priority class with higher data rates to be served first, and due to not 
having enough resources to fulfill all of the video user requirements in all of the TTIs, 
more free resources were left available to serve the VOIP users which explain the 
better performance. Whereas in the dynamic case, there are sufficient resources to 
serve all of the video users, this means fewer resources for the VOIP users. 

6   Conclusion and Outlook 

From the introduction of the LTE virtualization, it can be expected that better system 
performance can be achieved by dynamic spectrum sharing, and the simulation results 
confirmed this expectation. Based on the instantaneous traffic load each of the virtual 
operators can require more resources (PRBs) from the other virtual operator when 
they still have spare resources. In this way, the overall resource utilization is enhanced 
and in turn the performance of both network and end-user perspective is better. 
Although the simulation results are quite scenario-specific, the basic findings are 
representative and show the advantages that can be achieved by applying network 
virtualization to the LTE system. In addition for some cases especially in rural areas 
with low density of population and traffic using the dynamic spectrum sharing it is a 
much better choice than in today’s static spectrum allocation. 
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This work is a starting point of the LTE virtualization, as there are more issues to 
be addressed, e.g. interference coordination among multiple virtual operators, 
signaling overhead due to the hypervisor in charge of the resource allocation, defining 
guidelines and scheduling disciplines for the hypervisor based on different 
criteria/contracts and more diverse simulation scenarios. Nevertheless, with LTE 
wireless virtualization operators can expect not only lower investment for flexible 
network deployment but also lower costs for network management and maintenance, 
meanwhile the end-user can expect better services with lower prices in the future. 
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Abstract. Worldwide Interoperability for Microwave Access (WiMAX) is the 
name selected by WiMAX Forum for referring to the standard defined by the 
IEEE 802.16 task force. The standard introduces several interesting novelties 
both from PHY and MAC perspective which lead to a complex architecture. In 
order to understand and investigate its potentialities, analysis is needed. Due to 
its intrinsic complicated architecture nature, mathematical models may be only 
applied to portion of the whole system. The same has done for simulation with 
link level, system and network simulators. However, the new research 
requirements impose that the model has to be more comprehensive as possible, 
in order to take care of all the interactions, from physical to application layer.  
In this paper we propose a novel library for the Miracle extension for ns2 
simulator in which, by means of link-to-system mapping (LSM) techniques, the 
level of details in the PHY layer to be simulated is tuneable in order to take in 
consideration its important phenomena in a network simulator.  

Keywords: IEEE 802.16, WiMAX, OFDMA, ns2. 

1   Introduction 

In the last years the market for Broadband Wireless Access (BWA) started to grow 
and nowadays seems to be very attractive for the future, In fact, we are assisting to the 
proliferation of several new applications and services which requires high quality of 
service (QoS) and large bandwidth connections. Up to now, the technology which 
dominates the market is the High-Speed Downlink Packet Access (HSDPA), an 
extension of Universal Mobile Telecommunications System (UMTS) [1], due to the 
easy installation (i.e., via USB key) and to the widespread of UMTS accesses. 
However nowadays, many new technologies are under evaluation in order to obtain 
better performance thanks to the recent innovations in transmission techniques. 
Worldwide Interoperability for Microwave Access (WiMAX) and Long Term 
Evolution [2] (LTE) are the two most interesting ones. The latter one is a standard 
defined by 3GPP to convey the UMTS radio technology towards the 4G network 
view, i.e., the next generation of high data rate access network totally based on IP 
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flows. These goals are also the ones of WiMAX and it seems that it will be an 
enthralling challenge on which one will win on the market.  

The IEEE 802.16 standard [3] defines the specifications for the WiMAX radio 
technology related to the lower three layers of the OSI protocol stack. The network is 
composed by base stations (BSs) in charge of providing connectivity to subscriber 
stations (SSs) over superframe according to the compulsory procedures defined 
within the standard. Recently, relay stations (RS) have been introduced to support the 
BS in the service provisioning. The first functional WiMAX wireless air interface was 
defined by the IEEE 802.16-2004 [3] targeting only the fixed wireless broadband 
access systems. Later, with 802.16-2005 [4] (also called 802.16e), it was introduced 
the support for mobile functionalities thanks to the OFDMA radio transmission 
technique. With the IEEE 802.16j [5] standard released in the 2006, relay technology 
has been introduced in the WiMAX architecture. At the time of this writing, the IEEE 
802.16 task force is working on the 802.16m draft in the definition of an advanced air 
interface for high data rates (e.g., 100 Mbit/s mobile and 1 Gbit/s fixed). However, 
many part of the architecture have been left open to vendor specific implementation 
(e.g., the scheduling of the packets for the different class of users, the hybrid ARQ 
schemes, the physical allocation to the users and many others). This means that there 
is a considerable need of instruments to correctly test the actual performance of the 
existing solutions and to investigate new enhancements. According to the specific 
topic under research, this need can be limited to a specific protocol or layer of the OSI 
stack; for instance, a link level simulator is the best solution for evaluating the coding 
and modulation performance and more in general PHY aspects. The problem becomes 
more argued in the upper layers, where the common practice is the adoption of system 
level simulators or network level ones. The former one models mostly the hardware 
physical constrains and the link level; in fact, it is commonly exploited by industry 
during the development of new equipments. Since this kind of solution is usually 
designed for a specific implementation, it models the hardware constraints and 
generally does not consider the whole protocol stack interactions. Finally, network 
simulators account for the whole OSI stack allowing the definition of realistic 
network topologies and they do not consider hardware aspects. This allows the 
definitions of scenarios with base stations, servers, routers and clients which exchange 
flows of data among them, making possible to collect end-to-end performance. We 
want to note that, network and system level simulators usually rely on the 
performance obtained by link level simulators in order to model the PHY layer. On 
this matter, the level of abstraction adopted may differ a lot and we consider that this 
assumption is becoming a fundamental feature in simulation tools considering the 
level of details required by most of the new research fields. For instance, the 
interference and in general the channel state information represent crucial parameters 
in optimization algorithms at several layers. A few samples are: SINR adaptive 
coding scheme, TCP optimization and in general smart routing and radio resource 
management (RRM) schemes.  

Democles® project [6] (dynamic resource management for advanced multiple 
carrier system platform) started with the aim of developing a framework for 
simulating next generation of wireless networks (e.g., 4G) which exploit multi-carrier 
techniques. This project also focuses on RRM functionalities in order to better exploit 
all the PHY and MAC layer characteristics and satisfy the QoS needs of the services 
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by means of cross-layer algorithms. In order to address these goals and considering 
the discussions above, we decided to implement a simulator for WiMAX networks in 
the context of this project starting from the Miracle [7, 8] extension for ns2 [9]. This 
work is called WiMAX for Democles® (WiDe). The rest of the paper is organized as 
follows. Section 2 introduces the IEEE 802.16 standard. In Section 3 we propose a 
brief overview of other 802.16 networks simulators. In Section 4 we discuss on WiDe 
module and we detailed out the implementation process. We note that, we do not 
present specific implementation details, but rather argue on our simulation 
methodology in order to highlight the advantages and the limitations due to the 
complexity adopted. In Section 5 we present interesting research scenarios which can 
be opportunely described by means of WiDe. Finally, Section 6 concludes the paper. 

2   Standard Overview  

In this section we summarize the principles of the IEEE 802.16 standard, for a 
comprehensive view of the architecture the reader may refer to [4, 5]. WiMAX 
supports both point-to-multipoint (PMP) architecture and mesh topology. The two 
types of communication systems are similar from PHY layer point of view; they differ 
mostly in some MAC procedures in order to enable the support to RSs. These changes 
will be highlighted in this section. The standard defines multiple PHY layers 
according to the application environment, the most used are:  WirelessMAN-OFDM 
exploiting orthogonal frequency division multiplexing technique (OFDM) and 
WirelessMAN-OFDMA using orthogonal frequency division multiple access scheme 
(OFDMA). The PHY layer of WiMAX is organized in frames of fixed length. 
According to the TDD mode, each frame is divided into two subframes to guarantee 
the bidirectional communications (i.e., downlink and uplink). In case of relay mode, 
each subframe is divided into one or more access zones and relay zones. The 
downlink/uplink access zones are allocated to the transmissions between SS and their 
access point. The MAC layer is divided into three sublayers: the convergence 
sublayer (CS), the common part sublayer (CPS) and the security sublayers. CS is in 
charge of the classification and the mapping of the incoming packets from the upper 
layers and their transmission to the CPS where classical MAC procedures are applied. 
The main CPS functionalities are: connection establishment and management, 
generation of MAC signalling, service flow management and scheduling. One of the 
main roles of MAC signalling is the negotiation of the bandwidth. This can be done 
with stand alone bandwidth request messages or piggybacked in data packets. The 
uplink scheduler at BS side decides which SSs among the ones have requested 
bandwidth can transmit in the next uplink subframe. Similarly, BS scheduler picks up 
the packets to transmit in the downlink subframe according to the scheduling services 
(or QoS classes).  

The MAC protocol is connection-oriented: all traffic is mapped onto connections 
which are uniquely identified by the connection identifier (CID). The registration 
phase is a two way handshake procedure called initial ranging. The downlink map 
(DL-MAP) and uplink map (UL-MAP) are broadcasted each frame by BS in order to 
indicate how the accesses have to be managed in the current frame. The downlink 
channel descriptor (DCD) provides the burst profiles (physical parameter sets) that 
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can be used by a downlink physical channel during a burst, in addition to other useful 
downlink parameters. The uplink channel descriptor (UCD) does the same as the 
DCD for the uplink subframe.  

In order to transmit and receive data of the service requested, the SS has to 
establish a connection. Each service flow defines a unidirectional flow of data traffic 
and is characterized by a set of QoS parameters. In mesh mode, from MAC layer 
perspective an RS has two operative modes. A transparent RS (T-RS), in which RS 
does not have to transmit any control messages. In this case, SSs receive broadcast 
signalling from BS and they are not aware of the RS (i.e., there is not logical 
connection established), which are in charge to only relay data traffic. In case of non-
transparent RS (NT-RS), the RS has to broadcast management messages in its relay 
zone, that is: the relay DL-MAP (RDL-MAP) and relay UL-MAP (RUL-MAP). This 
implies that SSs are logically connected to their RS instead of the BS. 

3   Related Work  

In this section we present a brief overview of the existent WiMAX modules 
developed for network simulators. We would like to stress that, in this section we are 
not going to detail the features and gives a practical comparison among them, rather 
then we are more interested to examine and highlight their approach. The NIST 
module [10] is one of first developed as extension of the ns2 simulator. It provides 
functionalities for 802.16 MAC, handover and scheduling. The main drawbacks are 
that it provides only a simplistic OFDM PHY layer and the absence of an ARQ 
scheme. The NDSL module [11] focuses mostly on MAC functionalities referring to 
OFDMA PHY layer, which however is model in a very high level fashion. There are 
many other extensions provided for ns2, a more accurate exposition can be found in 
[12]. Recently has been released also a module for the brand new NS3 simulator [13]. 
The module presents many interesting MAC functionalities but it does not implement 
any packet error model and it models only the OFDM transmission scheme. 

All the modules presented above have a common characteristic: they implement 
the disk propagation model. In respect to this, many works on IEEE 802.11 have just 
demonstrated that this model is far from addressing sufficient PHY aspects. In fact, it 
is designed for a single carrier case and it models the error distribution with a 
threshold on the power received. However, when we consider modern transmission 
techniques, such as OFDM, we are referring to multi-carriers systems, where the data 
is spread over several subcarriers and this assumption might be simplistic. Since these 
subcarriers are placed at different frequencies, they experience different propagation 
behaviours and frequency selectivity which implies different degradations. 

One of the first modules that try to relax this assumption is the one developed by 
WiMAX Forum starting from NIST module which, however, is available only to 
consortium members. Finally also WINSE [12] module is aware of this problematic. 
WINSE seems to be one of the most complete modules for IEEE 802.16. It has most 
of the functionalities counted by the standard for the MAC layer, it accurately models 
both the OFDM and OFDMA PHY layer by exploiting propagation traces generated 
with dynamic system simulators. However, this solution implies that only scenarios 
pre-simulated by the system simulator can be then simulated. 
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4   WIDE  

4.1   General Aspects  

As done by WiMAX Forum, we implemented WiDe starting from NIST module as 
extension of the well known network simulator ns2. This choice is based on the fact 
that NIST extension represents a good solution from MAC layer point of view and, 
moreover, it has just been integrated in Miracle framework by University of Karlstad 
[14]. Thanks to the latter feature, this module inherits all the functionalities provided 
by Miracle. This enables the developing of a fully integrable module without make 
any changes to the ns2 core, besides it can coexist with other radio technology 
modules and therefore it allows to simulate scenarios where node are equipped with 
many of them simultaneously. In fact, WiDe is a simple library which has to be 
dynamically loaded in the Tcl simulation script (see [7] for more info on dynamic 
libraries). Another important feature inherited is the support for the PHY layer 
modelling, which we opportunely adapted to multi-carrier techniques. Finally, a cross 
layer message engine provides an efficient way to exchange info between MAC and 
PHY layer, but also to potentially all layers, enabling the easy implementation of 
RRM schemes. A diagram of WiDe implementation architecture is given in Figure 1. 
 

 

Fig. 1. Diagram of WiDe implementation architecture 

4.2   WiDe PHY Layer  

In this subsection we explain the solutions we adopted in the implementation of the 
PHY layer in WiDe. As anticipated in Section 3, OFDM transmissions are affected by 
complex propagation phenomena due to the time-frequency selective channel nature. 
This implies that subcarriers may experience frequency selective fading and therefore 
different channel gains one from each other. We have also to consider that we need to 



 Accurate Modelling of OFDMA Transmission Technique 263 

find a trade off between the computational complexity of the simulator and the 
abstraction level in order to be able to adapt the framework to the specific research 
scenario we are considering. For instance, in link adaptation schemes and channel 
aware scheduling algorithms is fundamental to have a clear and detailed view of the 
channel conditions; while in load balancing scheme or, more in general, in large 
networks evaluations, these aspects can be neglected (or, usually, have to be relaxed 
to reduce the computational complexity due to the intrinsic complexity of the 
scenario). This led us to develop a PHY layer in which the level of complexity is 
tuneable in order to satisfy different research needs with a reasonable simulation time. 
This has been obtained by modelling the channel with a different number of logical 
subchannels, where with modelling we mean the evaluation of the SINR per packet 
level considering both channel propagation phenomena and the interference perceived 
counting for all the on-going transmissions. We identified two main different levels of 
complexity:  
 

• BASIC (standard ns2 behaviour): one single channel simulates all the subcarriers. 
• FULL: all the data subcarriers are modelled.  
 

The first model mimics the standard ns2 behaviour where all the transmissions are 
simulated as performed in the same carrier. This model can be still considered a valid 
approach in fixed WiMAX, where standard OFDM schemes are applied and therefore 
all the subcarriers are used simultaneously for the same transmission with the cost of 
neglecting the frequency selectivity phenomenon. The latter model, called FULL, 
allows modelling all the aspects involved; in fact, interference and channel gain is 
counted for each subcarrier. Thanks to the SINR evaluated through the process 
described above, we implemented an error distribution model which estimates the 
errors according to the actual SINR frequency profile perceived by the radio during 
the packet reception. This is done interfacing WiDe with a link level simulator [15] by 
means of link-to-system mapping (LSM) technique. This allows the relaxing of one of 
the strongest assumption usually adopted in network simulators: the disk propagation 
model. This model has a critical limitation: all the transmission schemes have the 
same performance from error distribution as function of the received power point of 
view. This behaviour is due to the fact this error reception model marks as corrupted 
all the packets which have the SINR under a certain threshold, unique for all the 
transmission types. For instance, the NIST module adopts this solution; in fact, it 
defines a unique reception threshold below which all the packets are considered 
corrupted. This implies that the system models all the modulation schemes with the 
same energy robustness; therefore, for instance, it does not make difference to 
transmit with the 64-QAM respect to the QPSK from error distribution perspective. 
We would like to note that, this is the approach adopted by WiMAX Forum [17]. 

Finally, in order to carefully model the propagation phenomena, the system 
accounts for fading, shadowing and path loss. Fading is modelled thanks to the Jakes 
Simulator [17]. Shadowing is modelled according to the Gudmunson model [17], and 
path loss according to the Hata model [18]. 

The link level curves exploited are generated by a WiMAX OFDM link level 
simulator assuming a frequency flat response at given SINR, therefore, in order to 
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Fig. 2. Example of Word Error Rate curve (example for codewords of 14 bytes) 

map SINR values coming from the WiDe PHY layer onto that curves, we need a 
specific mapping scheme which takes into account of this. This technique is called 
effective SINR mapping (ESM). 

In practice, ESM maps the vector of the N SINR values received …  into a 
single effective SINR (ESNR) value which can be further used to estimate the block 
error rate (BLER) according to the coding performance curves; in formula, ESNR is 
approximated with functions of the type 1  

 

where  is the ESNR,  is the number of subcarriers,  is the SINR perceived by the 
n and the particular function  depends on the wireless technology being used. 
Several ESM schemes has been proposed to model the link performance, the most 
interesting ones are: exponential-effective SINR mapping (EESM) [19] and mutual 
information effective SINR mapping (MIESM) [20]. According to [20], MIESM is 
the one with the best performance from PER prediction accuracy point of view and 
therefore we have selected it in our implementation. The idea behind this solution is 
to compute mutual information metric based on the samples of SINRs of the different 
subcarriers as function of the specific modulation, in our case it is called received bit 
mutual information rate (RBIR). Thanks to RBIR value we may have the word error 
rate (WER) through the curves of the coding simulator [15]; a sketch of the MIESM 
approach is given in Figure 3. An example of WER curve is given in Figure 3 where 
it is clearly depicted how the modulation and coding scheme strongly impact on the 
performance in the reception and justify our concerns on the single threshold model, 
previously adopted. This is clearly demonstrated by Figure 4, where the standard disk 
propagation model is adopted for simulating the data rate perceived by the application 
in a downlink connection with the OFDMA PHY layer. In Figure 4 we may observe 
that all the modulation and coding schemes have the performance as function of the 
distance between the SS and the BS, this is due to the fact that the reception model is 
a single threshold on the received power unique for all the transmission profiles. In 
Figure 5 we plot the results for the same simulation scenario with the LSM scheme 
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implemented and the impact of the introduction of the WER curves is not negligible 
in the in the end-to-end performance; in fact the curves follow the same behaviour of 
the respective ones with the flat response presented in Figure 2.  

  

Fig. 3. Diagram of the MIESM link-to-system mapping procedure 

 

Fig. 4. Data rate perceived in the downlink 
connection with disk propagation model 

 

Fig. 5. Data rate perceived in downlink 
connection with LSM approach 
 

The OFDM transmission scheme is the first real implementation of WiMAX and is 
the one which nowadays is exploited in all the fixed WiMAX commercial 
equipments. It supports both TDD and FDD, but in our model only TDD is 
implemented. It exploits 256 subcarriers and they can be used only simultaneously by 
the transmission entity. In this case, starting the NIST implementation of the OFDM 
PHY layer, we improved error model according to the LSM technique described 
above. In Table 1 we report the main OFDM parameters of WiDe. The OFDMA layer 
model is the standard adopted by mobile WiMAX and is the model we adopt as 
reference in our implementation. In case of TDD combined with OFDMA techniques 
allows to duplex transmissions both in time and frequency. The latter one is obtained 
by allocating different set of subchannels to each transmission. The standard defines 
several combination of number of subcarriers supported, in order to provide 
scalability features. In the particular version of the standard we are referring to (i.e., 
IEEE802.16m) the mandatory number of the subcarriers is fixed to 1024. From the 
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1024 subcarriers, we have to remove the ones exploited in the guard bands and the 
one reserved as central null subcarrier. The result is that OFDMA guarantees 840 
subcarriers for actual information transmissions (i.e., data and pilot subcarriers). In 
order to manage the allocation of the subchannels, several sub-channelization 
schemes have been defined. In the following we concentrate in the partial usage of the 
subchannels (PUSC), which is the one adopted in WiDe. PUSC defines 30 logical 
suchannels, each of one composed of 24 subcarriers for the data and 2 reserved for 
pilot signalling. The subcarriers involved in the subchannels are selected in a non 
adjacent fashion with a technique of two levels of permutation and grouping. This is 
due in order to obtain incorrelation among the subcarriers exploited in the same 
subchannel.  

In our implementation we have modelled PUSC sub-channelization and we are 
able therefore to track the transmissions on subcarrier level. In this case, we 
implement a third level of complexity called PUSC which models 30 channels as the 
30 logical channels defined by PUSC. This implies that the interference can be 
accounted per subchannel level but still the frequency selectivity is not modelled. This 
model can be useful for simulating scheduling scheme in single cell scenarios where 
the subchannels are common for all the devices.  

In Figure 6 we provide statistics on the computational complexity of this technique 
considering the OFDMA PHY layer. We plotted the simulation time as function of 
the number of the users for a single simulation run in a single processor Intel Pentium 
4 machine. Consider that, the curves refer to a simulation of 30 seconds of 
simultaneous transmissions of the users involved. Since the rate of the data to be 
transmitted is set to saturate the channel, we may consider this as a worst case 
scenario. From the curves we can see how the computational complexity grows with 
the number of subchannels/ subcarriers simulated as expected. With the FULL model, 
the simulation time increases very rapidly and therefore it might be difficult to use it 
in large simulation scenarios. However, it can be still useful to test small scenarios in 
which a high level of details simulated is required; for instance in interference 
limitation scenarios such as: compatibility tests between radio transmission 
technologies and channel aware packet scheduling algorithms. Thanks to the PUSC 
model we instead have, at a reasonable simulation time overhead, enough information 
to correctly model the interference in the different subchannels.  

4.3   WiDe MAC Layer  

In the MAC layer, we worked mostly on addressing the limitations of the NIST 
library. Due to the realistic error model introduced, we implemented an ARQ scheme 
in order to mitigate its effect on the end-to-end performance. The standard ARQ 
implementation in WiMAX, considers dividing the flow into blocks of variable in 
order to identify the portion of the flow which lacks at the receiver side and 
subsequently asks for their retransmission. Retransmissions are requested by the 
receiver according to different policies, the actual algorithm implementation is left to 
vendor definition. In our implementation a receiver can acknowledge set of adjacent 
blocks received correctly in a cumulative fashion or specify the sequence of blocks 
received correctly but non adjacent thanks to the sequence maps. 
 



 Accurate Modelling of OFDMA Transmission Technique 267 

 

Fig. 6. Computational complexity for OFDMA PHY layer 

Finally, we introduced all the functionalities to manage the relay node in mesh 
mode. In this case we designed two new entities: the relay stations and the subscriber 
station connected to a relay station. This implies also the extension of the 
functionality of scheduling from the BS also to the non-transparent RS in order to 
allow the transmissions both in access and relay zone. In Table 1 we report the main 
MAC parameters of WiDe. 

Table 1. Wide principal features 

PHY Layer 
SINR traced per each packet in fly at subcarrier grade 
MIESM link-to-system mapping 
Packet Error Model with modulation and CTC 
OFDM with 1 channel 
OFDM with 256 simulated subcarriers 
OFDMA with 1 channel (BASIC mode) 
OFDMA with 30 PUSC subchannels (PUSC mode) 
OFDMA with 1024 simulated subcarriers (FULL mode) 
MAC Layer 
MAC management messages: DL-MAP, UL-MAP; DCD, UCD 
Relay functionalities 
ARQ scheme (feedbacks and transmission window) 
ARQ tunable size blocks 
Bandwidth request: standalone and piggy-backed 
Best Effort BS scheduler 
SS scheduler 
Connectivity Service Network 
Network entry procedures (initial ranging and registration) 
Connection establishment messaging: dynamic service management 
Handover 

5   Research Scenarios 

Thanks to Miracle framework, WiDe inherits a very flexible definition of the node 
architecture. For instance, it is possible to define mobile device equipped with 
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WiMAX and also other radio technologies. On top of the network level, several 
transport protocols can be used, such as Transport Control Protocol (TCP), User 
Datagram Protocol (UDP) and Real Time Protocol (RTP). Regarding the latter, a set 
of applications are just ready to be connected to transport layer, such as: VoIP and 
Video codec (both of them incorporate instruments to evaluate the quality perceived 
after the decodification) with constant bit rate (CBR) and conversation-like behaviour. 
For instance, we have integrated in Wide the support for the Evalvid tool [21], which 
is a set of applications designed to manage video streaming flows, simulate their 
transmission and collect end-to-end statistics, such as picture signal to noise ratio 
(PSNR), packets losses and jitter. 

Cross-layer messaging represents a suitable framework for the improvement of 
several algorithms, especially when combined with a detailed view of the link and 
network condition, as described in [22]. 

From users’ point of view several research topics can be carefully investigated. For 
instance, scheduling algorithms can take advantage of the information on the actual 
conditions of the channel at subcarriers grade in order to implement more efficient 
allocation schemes. In fact, WiDe PHY layer models the channel at single subcarrier 
level both from propagation phenomena and interference perspectives. This paradigm 
can be exploited also by upper layers, where RRM modules, transport protocols and 
applications can adapt their algorithms to the channel or radio conditions (e.g., 
smarter TCP transmission windows updating, variable bit rate video codec and 
triggers to RRM handover decision making policies). 

Finally, thanks to WiDe we may now evaluate relay architectures by carefully 
taking in account for the interference in the whole system and exploiting the relay 
functionalities of IEEE 802.16j. One of the big challenges is to find how to optimally 
split the intelligence between cognitive terminals and cognitive networks. From 
network perspective, schedule transmissions both in time and frequency [23] among 
the entities is another interesting research topic by considering a more flexible 
partitioning of the frequency bands thanks to admission of a tolerant interference. 
Both of the last points allow further to consider also energy saving problem, part of 
the emerging research field known as green communication, an evergreen topic in 
wireless systems due to the intrinsic battery limitations of the handleable devices. 

6   Conclusions 

In this paper we presented a novel implementation of WiMAX for network simulation 
called WiDe. According to the trend of the research community, we carefully 
implemented the PHY layer with a tuneable level of detail specification in order to 
take into account for interference and propagation phenomena up to subcarriers grade. 
We demonstrated that this does not introduce too much computational complexity. In 
fact, with a full level of details it is still possible to simulate intra cell scenarios with a 
reasonable simulation time. Thanks to these features, WiDe allows the accurate 
simulation of several new research scenarios, such as cross-layer optimization 
schemes and green communication, where the knowledge of PHY conditions at 
simulation run-time is a crucial aspect.  
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Abstract. The 3rd Generation Partnership Project (3GPP)’s Long Term Evolution 
(LTE) standards define the next major step in the evolution of cellular systems 
towards higher data rates, low latency, and greater spectral efficiency. This occurs in 
the context of a System Architecture Evolution (SAE) that specifies a packet-
switched IP architecture for both voice and data transmission. We present a 
simulation implementation of a key component of the overall LTE-SAE: the L2 
(Datalink) layer of the LTE-Uu interface between mobile User Equipment (UE) and 
a base station eNodeB. The simulation is developed for the INET Framework of 
OMNeT++4.0, an open-source computer-network simulation environment, and 
implements the Packet Data Convergence Protocol (PDCP), Radio Link Control 
(RLC), and Medium Access Control (MAC) layers of the LTE-Uu. The 
implementation is extensible, and is intended to serve as a publicly-available, open-
source platform for further simulation development of various aspects of LTE-SAE. 

Keywords: LTE (Long Term Evolution), SAE (System Architecture Evolution), 
PDCP (Packet Data Convergence Protocol) Layer, RLC (Radio Link Control) 
Layer, MAC (Medium Access Control) Layer, Simulation, OMNeT++, INET 
Framework. 

1   Introduction 

The Long Term Evolution (LTE) standards of the 3rd Generation Partnership Project 
represent a major development in the evolution of UMTS (Universal Mobile 
Telecommunication System)  beyond 3G (3rd Generation) mobile cellular technology, 
and aims at providing high data rates, lower latencies, and greater spectral 
efficiencies. LTE development goes hand-in-hand with SAE (System Architecture 
Evolution) which defines an AIPN (All IP Network) core network architecture, the 
EPC (Evolved Packet Core). The major elements of the combined LTE-SAE system, 
collectively referred to as the EPS (Evolved Packet System), are shown is Fig. 1. The 
reader is referred to [1] for further details. 
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- Packet Data Convergence Protocol (PDCP) [1, 6, 8]. Performs IP header 
compression/decompression to reduce the number of bits transmitted over the radio 
link; and ciphering/deciphering where required.  

 

Fig. 2. (a) The L2/L1 LTE protocol architecture, shown here operating on the Downlink Shared 
Channel from eNodeB to UE (reproduced from [6]). Note the PDCP, RLC and MAC sublayers of 
the L2 layer. PHY is the L1 (Physical) layer.  (b) INET Framework simulation implementation of 
the protocol architecture, shown here for the eNodeB. The architecture in the UE is structurally the 
same. 

- Radio Link Control (RLC) [1, 6, 9]. On the outgoing side, it performs segmentation 
and concatenation of the incoming PDCP protocol data units (PDUs – called RLC 
Service Data Units (SDUs) from the perspective of the RLC) to produce dynamically-
resized, rate-adapted RLC Protocol Data Units (PDUs) for the MAC sublayer, in line 
with decisions made by the latter’s scheduler. On the incoming side, it performs 
reassembly of incoming MAC PDUs (RLC SDUs). 
The RLC has two modes of operation, Unacknowledged Mode (UM) and 
Acknowledged Mode (AM). In AM, the RLC implements an ARQ mechanism to 
guarantee reliable, in-order data transmission on the Downlink Shared Channel 
(DL-SCH) from eNodeB to UE. 

- Medium Access Control (MAC) [1, 6, 10]. The MAC sublayer in the eNodeB 
performs scheduling on both the Downlink (eNodeB to UE) and Uplink (UE to 
eNodeB) Shared Channels (DL-SCH and UL-SCH, respectively). These are the 

 
 

 
   (a)              (b) 
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main channels for data transmission. The MAC sublayers in the UE and the 
eNodeB produce dynamically-sized Transport Blocks (TBs) for transmission on 
these channels, with one TB, if available, being transmitted during a Transmission 
Time Interval (TTI; typically 1 msec.). In the case of Multiple-Input Multiple-
Output (MIMO) antenna spatial multiplexing, more than one TB may be 
transmitted per TTI, but this is not currently implemented in our simulation. The 
MAC sublayer may also perform multiplexing/demultiplexing between multiple 
logical channels (data, control, etc.) for transmission on the DL-SCH and UL-SCH, 
but this feature is also not currently implemented in our simulation. 
The MAC sublayer implements a hybrid-ARQ (HARQ) mechanism on the DL-
SCH and UL-SCH, in the form of up to eight (the exact number is a parameter of 
our simulation model) parallel Stop-and-Wait ARQ processes with ACK/NACK 
signalling in the reverse direction. 

Fig. 2(b) shows the protocol architecture implemented in our simulation model, 
which parallels that of Fig. 2(a). The figure shows the implementation in the 
eNodeB; the implementation in the UE is structurally exactly the same. At the top of 
the protocol stack, we introduced a ‘convergence sublayer’ whose purpose is to 
‘stitch’ the pre-existing INET Framework structure to the LTE sublayers. Its sole 
function is to implement conversion between pre-existing OMNNeT++ message 
object types that are passed to and from the next layer up (not shown in the figure; 
typically, in the UE this would be the Network Layer, and in the eNodeB it would be 
an INET Framework relayUnit module) and those we implement for PDCP SDUs. 
At the bottom of our stack we have a physical and a radio sublayer. These will be 
discussed in §2.3 below.  

2.2   Connection Establishment 

Before data transfer can occur, connection establishment between UE and eNodeB 
has to take place [1, 6]. In the simulation model, connection establishment consists of 
a sequence of four phases, as shown in Fig. 3. Some of the activity of these phases 
pertains to the Radio Resource Control (RRC) layer [1, 6, 7, 11] which lies in the 
control-plane protocol stack, immediately above the PDCP sublayers shown in Fig. 2, 
but is not otherwise explicitly represented in our model. 

1. Cell search [1, 6, 7]. The UE acquires time and frequency synchronization with a 
cell and detects the Cell ID, based on the Primary and Secondary Synchronization 
Signals (PSS and SSS, respectively) transmitted in the downlink by the eNodeB. 

2. Cell acquisition and system information [1, 6, 7, 11]. The UE acquires cell 
system information by means of a Master Information Block (MIB) and System 
Information Blocks (SIBs) of multiple types, transmitted with regular periodicities 
by the eNodeB. In our implementation, the number of SIB types that a UE must 
receive during connection establishment is sampled from a uniform, integer 
distribution that is defined as a model parameter. 

3. Random access procedure [1, 6, 7, 10]. The UE requests and achieves connection 
setup. The simulation model implements the contention-based form of the random 
access procedure because we wanted to simulate a UE initiating connection 
establishment as it comes to the E-UTRAN (Evolved Universal Terrestrial Radio 
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Access Network; i.e., the LTE network) from the outside. In the contention-free 
form of the procedure, it is the E-UTRAN that initiates connection establishment. 

4. Initial security activation and radio bearer establishment [1, 6, 11]. Activates 
integrity protection and ciphering, and establishes the radio bearer(s). Our model 
simplifies this somewhat by implementing only the first and last message exchange 
in what is actually a two-step process. Each step has two handshakes and the 
messages exchanged in the first step may be interleaved with those of the second. 

 
Fig. 3. The four phases of connection establishment 

2.3   Some Salient Details of the Model Implementation 

As noted in §2.1, our INET Framework implementation for the LTE-Uu protocol 
stack includes a physical sublayer and a radio sublayer. It is important to note, 
however, that these sublayers are, at present, basically just stubs. Our implementation 
models the LTE L1 (Physical) layer in a highly abstract, reductive manner that is 
nevertheless flexible. The wireless channel is modelled by three distributions which 
define, respectively: the channel transmission rate; the Block Error Rate (BER) for 
TBs; and the signalling error rate in the reverse direction for the ACKs/NACKs of the 
MAC sublayer HARQ. All three distributions are implemented as model parameters 
and may thus easily be changed from run to run; each may also be dynamically 
resampled during a simulation run. Our radio sublayer is based on the AbstractRadio 
module that exists in the INET Framework (where it is used to implement the IEEE 
802.11 radio link). We have stripped this down so that it just simply transmits 
available TBs over the air link at 1-msec TTIs, with appropriate propagation delays 
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that are a function of the relative positions of UE and eNodeB. The fate of these 
transmitted TBs is determined in our physical sublayer module on the receiving side, 
in accordance with the values sampled from the BER distribution. Segmentation and 
concatenation in the RLC sublayer, on the other hand, is determined by the values 
sampled from the distribution that defines the current channel transmission rate. 
Future, substantive OMNeT++ simulation models for the LTE L1 layer may, of 
course, easily be incorporated into our framework. We note that such simulation 
models already exist, but not for OMNeT++: [12], for example, written in MATLAB 
and publicly available, is one such. We have not investigated the possibility of 
combining such simulators with the OMNeT++ framework; though possible in 
principle, this would probably be a far from trivial task. 

Implementation of the HARQ mechanism1 in the MAC sublayer, and of the 
interaction between HARQ and the ARQ of the RLC sublayer in AM, is based on the 
simulation model developed by Chuan & Lin [13]. Appropriate modification and 
extension to this model were made to take account of the different framework 
structure for our implementation; of the enhanced functionality we introduced in the 
form of RLC segmentation and concatenation; and of RLC UM operations. 

The following were implemented as parameters of the model, allowing flexible 
configuration for simulation runs (default values for these parameters are given in 
parentheses): 

- number of parallel HARQ processes (8); 
- maximum number of retransmissions per HARQ process (5); 
- RLC operates in UM or in AM (AM); 
- RLC t-PollRetransmit timer [9] (5 msec.); 
- RLC t-Reordering timer [9] (5 msec.); 
- RLC t-StatusProhibit timer [9] (5 msec.); 
- RLC reception buffer (512 bytes). 

Further details on this and other aspects of the simulation model design and 
implementation are made available in [14]. 

3   Results 

To demonstrate the model’s capabilities, we present a sample of performance results 
on various aspects of the RLC sublayer’s UM and AM operating modes, and the 
MAC sublayer’s HARQ mechanism. We note that complementary results on related 
aspects of the MAC HARQ and/or RLC AM have been published elsewhere – e.g., 
[13, 15], amongst others. 

We simulated the network shown in Fig. 4(a), in which a UE downloads a UDP 
stream from the node Server. Node EPC represents the Evolved Packet Core, and 
PDN the Public Data Network (in actuality, these are INET Framework switch and 
router nodes, respectively). Delays on the links eNodeB ↔ EPC, EPC ↔ PDN and 

                                                           
1  The highly simplified, abstract model for the wireless link in our implementation makes the 

distinction between synchronous/asynchronous HARQ schemes less significant than would 
be the case in a real system. It also renders the difference between adaptive/non-adaptive 
HARQ schemes essentially meaningless. The HARQ mechanism we implemented comes 
closest in flavour to an asynchronous, ‘adaptive’ scheme. 
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PDN ↔ Server can be set to capture tunnelling latency through the EPC between 
eNodeB and the PDN GW, and latency in the PDN itself. Fig. 4(b) shows the internal 
structure of node UE, which is composed of the typical TCP/IP protocol stack, 
including a UDP video-streaming client application-layer process. LTENIC on the 
lower left of Fig 4(b) is a compound module, composed of the L2/L1 protocol stack 
shown in Fig. 2(b). Fig. 2(b) actually shows the equivalent compound module located 
in eNodeB, but the one in UE is exactly the same.  

 

Fig. 4. (a) The network simulated in INET Framework.  (b) Internal structure of the node UE of 
Fig. 4(a). The compound module LTENIC on the lower left is composed of the L2/L1 protocol 
stack, which is structurally the same as that shown for eNodeB in Fig. 2(b). 

For the results reported, the UDP download was a constant bit rate (CBR) stream 
composed of 10,487 UDP datagrams with a payload of 1,000 bytes each, for a total of 
10MB of data. The application process at node Server emitted the traffic at a rate of 
one datagram every 0.1 msec. Note that this implies that the stream is injected into the 
network at a rate ≥ 80Mbps. The bandwidth of the links on the path between nodes 
Server and eNodeB was set to 100Mbps. 

In the LTE configuration, and in order to enable straightforward comparison 
between results for the RLC sublayer’s UM and AM2 mechanisms, RLC segmentation 
in eNodeB was disabled so that each IP packet (PDCP SDU) corresponded to exactly 
one MAC sublayer TB. Also, the RLC t-StatusProhibit timer was disabled in eNodeB. 
The eNodeB → UE downlink channel transmission rate was fixed such that a 1-msec 
TTI could accommodate exactly one TB (implying a transmission rate of a little over 
8 Mbps). The signalling error rate on the UE → eNodeB uplink channel was set to 
2%.  Finally, we ensured that sufficient buffer space was provided in the PDCP 

                                                           
2  UDP traffic would, of course, normally be handled with the  RLC operating in UM not AM, 

but this does not effect the substance of the results presented. 

  
 

                   (a)                       (b) 
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sublayer at eNodeB, with no discard timer in effect [1], so that none of the arriving 
packet stream is lost prior to transmission over the downlink channel. 

Tables 1 and 2 below present performance results for some aspects of the RLC 
sublayer UM and AM mechanisms, respectively (based on averages from five 
independent runs of the simulation): 

- Columns (a) of the tables give the Block Error Rate (BER), i.e., the loss rate for 
TBs on the eNodeB → UE downlink channel. 

- Columns (b) give the number of successful IP packets delivered by the RLC 
sublayer to the PDCP and higher layers at the receiving node UE. This is out of a 
total of 10,487 packets received off the network by eNodeB for onward 
transmission to node UE. 

- Columns (c) give the total time to download the 10MB stream, in msec. 

Table 1.  Performance of the RLC sublayer UM mechanism in node UE 

(with t-Reordering timer = 15 msec,  t-PollRetransmit timer = 15 msec ; 
and 8 parallel MAC sublayer HARQ processes, each with maximum retransmission limit = 3) 

(a) (b) (c) (d) (e) (f) 
 

BER 
 

Number of PDUs (IP 
packets) successfully 

received by upper 
layers in node UE 
(out of 10487 sent) 

 

Total 
download 

time 
(msec) 

Number of PDUs 
dropped from 
RLC reception 

buffer 

Number of 
PDUs needing 

HARQ 
retransmission 
(out of 10487) 

 

Number of 
TBs 

suffering 
residual 

HARQ errors 

  5% 10461 11404  25   539       1 

10% 10385 12008  91 1061     11 

25%   9890 14145 430  2645   167 

50%   8232 18711 935 5270 1320 

 

- Columns (d) differ between the two tables. For UM in Table 1, it gives the number 
of PDUs dropped from the RLC sublayer’s reception buffer at node UE. These are 
PDUs that were delayed due to retransmission by the MAC sublayer’s HARQ 
mechanism, and subsequently rejected by the reception buffer due to the way the 
lower boundary of this “sliding window” buffer is updated and the effects of the t-
Reordering timer [9]. 
There was no occurrence of reception buffer drops in AM. This was presumably 
due to the fact that out-of-order PDUs arriving at the RLC sublayer of UE caused 
its AM ARQ mechanism to trigger off requests for retransmission of the missing 
PDUs, and these happened to arrive in time before the lower end of the reception 
buffer was updated past them. So instead, we chose to report on the number of 
PDUs retransmitted by the AM ARQ mechanism in column (d) of Table 2. 

- Columns (e) give the number of IP packets that required HARQ retransmission at 
the MAC sublayer. (Recall that in our case, each packet forms a single RLC SDU, 
which in turn forms a single MAC sublayer TB.) 
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- Columns (f) give the number of packets from columns (e) that experienced residual 
errors even after the maximum number of 3 retransmissions by the MAC sublayer 
HARQ mechanism, and hence could not be salvaged. 

Table 2. Performance of the RLC sublayer AM mechanism in node UE 

(with t-Reordering timer = 15 msec,  t-PollRetransmit timer = 15 msec ; 
and 8 parallel MAC sublayer HARQ processes, each with maximum retransmission limit = 3) 

(a) (b) (c) (d) (e) (f) 

 
BER 

 
Number of PDUs (IP 

packets) successfully 
received by upper 
layers in node UE 
(out of 10487 sent) 

 

 
Total 

download 
time 

(msec) 

 
Number of 

PDUs 
retransmitted 
by RLC AM 

ARQ 

 
Number of PDUs 
needing HARQ 
retransmission 
( out of 10487 + 

column (d) ) 

 
Number of 

TBs 
suffering 
residual 

HARQ errors 

  5% 10487 11719     299   555      1 

10% 10487 12751   1026  1158    12 

25% 10487 19929   4309  3736   228 

50% 10487 40044 11277 11363 2829 

Figs. 5 and 6 below plot some of the values in Tables 1 and 2 in order to highlight 
and compare some of the performance differences between UM and AM. Fig. 5 plots 
the data in columns (b) and Fig. 6 the data in columns (c). For both figures we 
calculated 99.9% level confidence intervals (in order to make ample allowance for the 
Bonferroni Inequality). All the confidence intervals turned out to be too small to show 
in the scale of the figures, except for the AM curve in Fig. 6. 

 

 

Fig. 5. Number of IP packets successfully received by higher layers at the receiving node UE, 
out of the 10,487 in the 10MB data stream (columns (b) of Tables 1 & 2) 
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Fig. 6. Total time to download the 10MB data stream (columns (c) of Tables 1 & 2) 

Fig. 5 serves to highlight how UM performance degrades in the presence of 
increasing BER. But it also indirectly demonstrates the effectiveness of the MAC 
sublayer HARQ mechanism. For example, at a somewhat extreme BER of 50%, an 
average of 8,232 packets out of 10,487 in the data stream (i.e., 78.5%) arrive 
successfully. One would expect that, on average, only 50% should do so. The 
difference is accounted for by the MAC HARQ, which salvages only just short of 
25% of the number of packets in the stream. 

Fig. 5 also shows that the RLC’s AM ARQ is effective in ensuring that all packets 
are successfully received. But as can be seen from Fig. 6, this comes at a potentially 
significant cost in download time as the BER increases. Note that with a 1-msec TTI 
during which one TB constituting one packet may be transmitted from eNodeB to UE, 
the theoretical lower bound for the data stream download time is of the order of 
10,500 msec. Our simulations can probably do with tighter calibration of the protocol 
processing delays in the L2 layer stack, so it is probably advisable to approach 
absolute delay results from simulations with a little caution. But we can use these 
values on a relative, comparative basis with more confidence. From Fig. 6 we can see 
that the download time in UM increases by two-thirds (from an average of 11,404 
msec. to 18,711 msec.) as the BER increases from 5% to 50%, due to increasing 
MAC HARQ recovery activity. Now, comparing UM with AM, it can be seen that the 
RLC AM ARQ mechanism imposes a further, ever-increasing overhead, causing the 
download time to more than double at a BER of 50% (18,711 msec for UM vs. 40044 
msec for AM). One further point worth noting in this context is that, returning to 
Table 2 and comparing column (d) with column (f), it is clear that the amount of 
retransmission by the RLC AM ARQ mechanism is overwhelmingly disproportionate 
to the number of packets that the MAC HARQ was unable to salvage. 

We now turn our attention to the effects of the RLC sublayer’s t-Reordering and t-
PollRetranmsit timers. Results (based on single runs of the simulation) are presented 
in Table 3 below: 

- Column  (a) gives various values for the t-Reordering timer, in msec. 
- Column (c) gives the number of PDUs dropped by the RLC sublayer’s reception 

buffer at node UE (cf. Table 1, column (d)). 
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- Column (d) gives the number of PDUs retransmitted by the AM ARQ mechanism 
(cf. Table 2, column(d)). This column does not apply to RLC UM. 

- Column (e) give the total time to download the 10MB stream, in msec (cf. Tables 1 
and 2, columns(c)). 

- The t-PollRetransmit timer is only used in AM. It is used by the sender’s RLC 
ARQ mechanism to control the solicitation of status reports from the receiver. 
Each table entry for AM has two values for a given setting of t-Reordering: one for 
t-PollRetransmit = 10 msec and the other for t-PollRetransmit = 20 msec. Thus, 
each AM entry in columns (c) - (e) is split into two subcells, one for each of t-
PollRetransmit  = 10 and 20 msec, respectively. 
As an example of how to read the table, consider when the t-Reordering timer is set 
at 5 msec (column (a)).  In UM, the download time (column (e)) is 12,046 msec. In 
AM, on the other hand, and with t-PollRetransmit = 10 msec (column (e), left 
subcell), the download time is 17,549 msec; with t-PollRetransmit = 20 msec 
(column (e), right subcell), it is 17,847 msec. 

As before, it is probably easier to absorb the data in the table through plots, which we 
present in Figs. 7, 8 and 9 below. 

Table 3. Effect of  RLC sublayer  t-Reordering  and  t-PollRetransmit  timers 
(with 8 parallel MAC sublayer HARQ processes, each with maximum retransmission limit = 3 ; 

and BER = 10%) 

(a) (b) (c) (d) (e) 
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Fig. 7 below highlights the negative impact that too small a value for t-Reordering 
has on the number of PDUs dropped from the RLC sublayer’s reception buffer in 
UM. Each PDU not dropped from the buffer translates, of course, to one more PDU 
successfully delivered to the upper layers at the receiving node. Note from Fig. 9 
below that increasing the value of t-Reordering in UM has no effect on the download 
time of the data stream. In AM, no PDUs are dropped from the buffer, as was has 
already been discussed in the context of the Tables 1 & 2 results. 
 

 

Fig. 7. Number of PDUs dropped from the RLC reception buffer (column (c) of Table 3) 

 

 

Fig. 8. Number of PDUs retransmitted by the RLC sublayer AM ARQ (column (d) of Table 3) 

Fig. 8 above shows the number of PDUs retransmitted by the RLC ARQ 
mechanism in AM. While the t-PollRetransmit timer values we used had no significant 
effect on performance, the figure again highlights – as does Fig. 7 for UM – the  
critical need to configure adequate values for t-Reordering in order to achieve  
protocol efficiency. We have already previously noted that an overwhelming 
proportion of the AM ARQ retransmissions seem to be unnecessary, and this is 
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further confirmed by the decrease in the download time for AM, as seen in Fig. 9, that 
goes hand-in-hand with the Fig.8 decrease in the number of ARQ-retransmitted PDUs 
(AM will always, of course, successfully deliver the entire 10,487 packets of the data 
stream in whatever time – be it short or be it long – the download takes). 

 

Fig. 9. Total time to download the 10MB data stream (column (e) of Table 3) 

Finally, we present some results on the performance of the MAC sublayer’s 
HARQ mechanism in Tables 4 and 5 below (based on averages from three 
independent runs of the simulation). Table 4 takes a look at the effect of the 
maximum number of HARQ retransmissions per HARQ process for a fixed number 
of 8 parallel such processes and a BER of 10%. Table 5, on the other hand, fixes that 
maximum number of retransmissions at 3, but varies the number of parallel HARQ 
processes. Constraints of space do not permit us to do more than simply offer these 
results for the reader’s consideration without further ado. 

Table 4. Effect of the MAC sublayer maximum retransmission limit for the  HARQ processes 
(with 8 parallel HARQ processes ;   BER = 10% ;    

and RLC operating in UM with t-Reordering timer = 15 msec) 

(a) (b) (c) (d) 
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by the HARQ processes 
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retransmissions for the same TB) 
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 3 1070 1185 8 

  5 1070 1193 0 

  7 1070 1193 0 

10 1070 1193 0 
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Table 5. Effect of the number of MAC sublayer parallel HARQ processes 
(with maximum retransmission limit = 3 per process ;   BER = 10% ; 

and RLC operating in UM with t-Reordering timer = 15 msec) 

(a) (b) (c) (d) 

 
Number of 

parallel HARQ 
processes 

 
Number of TBs 
needing HARQ 
retransmission 

(out of 10487 sent) 

 
Total number of TB transmissions 

by the HARQ processes 
(also counting multiple 

retransmissions for the same TB) 
 

 
Number of TBs 

suffering residual 
HARQ errors 

1 1070 1186 11 

3 1056 1183 13 

8 1073 1188 9 

4   Conclusion 

In this paper we have described the development of a 3GPP-specification-compliant 
simulation model, with a fine granularity of detail, for the operations of the L2 layer 
protocols of the LTE-Uu interface. The model is implemented in the INET 
Framework of OMNeT++4.0. Performance results from the model were presented. 
The model is intended to provide the research community with an extensible, open 
source simulation development platform for research in LTE-SAE. 
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Abstract. This paper describes research issues and work-in-progress
concerning ubiquitous sensing. We present scenarios where the current
approaches are deficient in addressing the needs for ubiquitous sensing in
services and applications on the Future Internet, involving the massive
sharing of information from sensors via heterogeneous networks. We pro-
pose an information-centric architecture for real-time ubiquitous sensing
which capitalizes on the proposed locator/identifier split, thus extending
the Network of Information (NetInf) approach. From this we identify
the challenges for which we present work-in-progress within the frame-
work of the EU-funded MediaSense project. Firstly, we integrate sensors
as addressable objects, exposed by means of sensor gateways and relo-
catable abstract interfaces. Sensor information is thus made available
to applications solely based on identity. Secondly, sensor information
is made available in a distributed data model towards searching and
browsing. Finally, we evaluate the effectiveness of the architecture in
proof-of-concept applications for intelligent commuting, environmental
monitoring and seamless media transfer, utilizing two different sensor
platforms.

Keywords: Ubiquitous computing, sensors, Future Internet.

1 Introduction

The ability for applications and services to have access to sensor information and
be able to act upon it via actuators is becoming increasingly more important;
even urgent. This is particularly the case where it concerns our ability to manage
energy and to bring about a sustainable environment. As a result of communi-
cations becoming more pervasive, in urban areas and rural areas alike, we have
become citizens in an electronic world however still needing to stay in touch with
artifacts, people and places in the real world. With sensors and actuators mas-
sively connected to the Future Internet environment, accounting for the majority
of connected nodes, increasing in numbers by orders in magnitude, impacts on
the required mechanisms and architecture. Further, it increases the amount of
information that should be searchable and accessible to services and applications
via the Internet. Thus reachable via heterogeneous networks, involving wireless
and mobile communication, networking, and information brokering.

K. Pentikousis et al. (Eds.): MONAMI 2010, LNICST 68, pp. 285–297, 2011.
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Several initiatives and projects have addressed this area and recognized the
need for an information-centric approach in contrast to earlier network-centric
approaches. In particular, the EU-funded 4WARD-project proposed a Network
of Information (NetInf) approach in which end-devices are integrated as sources
and consumers of network information, thus enabling end-devices as parts of a
whole [1]. The NetInf approach, capitalizing on a locator/identifier split, is pro-
posed to enable content-centric networking (CCN) [2], which retrieves content by
name instead of network location. The NetInf approach envisages multimedia as-
sociated with real-world information from entities (e.g., people, places, artifacts,
etc.). Extension though integration of real-world information is a possibility,
which is left unexplained.

Scenarios for a sustainable planet involving ubiquitous sensing regarding the
environment, transport and social mobile media, which will be further discussed
below, constitute requirements on real-world integration. Firstly, sensors and ac-
tuators should be integrated as addressable objects. Sensor information is thus
associated with entities via interfaces in end-devices and made available to appli-
cations in an extended network of information with ubiquitous sensing. Secondly,
sensor information must be incorporated and made available in an extendible,
searchable and browseable (distributed) datamodel. Thirdly, a pre-condition is
that the provision of sensor information is scalable to accommodate the billions
of nodes that will populate the Future Internet1. Fourthly, sensor information
should be available in real-time (i.e., within predictable and reasonable finite
amounts of time, relative to the application domain). Finally, as a consequence
of extending the NetInf approach, sensors must be reachable by identities and
be associated with entities.

Previous efforts have focused on the brokering of sensor information via web
service infrastructures and 3G mobile systems, such Mobilife [3], or via clients
connected with web services to servers on the Internet [4,5,6,7]. Brokering sensor
information centralized via IMS in 3G Mobile Systems is not suitable for our
purposes. Web technologies using DNS are not a suitable architecture.

Other related work [8] has focused on network aspects, and the granularity of
the actual exchanged context information. While in other cases, on entire systems
and exploring what is possible within the constraints of current research[9,10].

The EU-funded project SENSEI [11] proposes a logical architecture which is
compatible with the NetInf approach but has as yet not provided answers about
how sensors are integrated, how such information be available and searchable
in real-time or in a scalable fashion, alluding in its architecture to centralized
mechanisms such as LDAP.

In order to address these deficiencies we propose an architecture and mid-
dleware for the scalable integration of actuators and sensors in a network of
information for ubiquitous sensing.

The remainder of this paper is organized as follows: Section 2 discusses the
urgent need for ubiquitous sensing in three key areas from which we derive our

1 http://gigaom.com/2010/04/14/
ericsson-sees-the-internet-of-things-by-2020/

http://gigaom.com/2010/04/14/ericsson-sees-the-internet-of-things-by-2020/
http://gigaom.com/2010/04/14/ericsson-sees-the-internet-of-things-by-2020/
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requirements for an extension of a network of information. Section 3 discusses
the principle operation of the architecture and its components for the scalable
integration of sensors and actuators in a browseable network of real-time sensing
information available to applications and services via heterogeneous networks.
Section 4 examines the effectiveness of the proposed architecture and middle-
ware components applied to the key scenarios in relation to the identified goals.
Finally, in section 5 we summarize our findings and section 6 concerning further
work beyond the work-in-progress discussed in this paper.

2 Scenarios

In this section, we discuss the urgent need for ubiquitous sensing along with
its consequences. The requirements summarized at the end of the introduction
above are pivotal to ubiquitous sensing. These general requirements are further
elaborated below through an examination of certain key scenarios.

There are huge challenges ahead in the management our environment on a
global level. Our knowledge that our way of living is not sustainable has im-
proved due to the proliferation of satellite and other climate monitoring systems.
Equally has our understanding that course-grained measures as restrictions for
industry or private consumption are very blunt tools. The situation requires
more fine-grained tools in interacting with the real world in terms of applica-
tions and services that have access to sensor information and actuators on a
massive scale. Such tools would enable authorities, industry and consumers to
help minimize waste and the misuse of our planet’s resources such as energy.
This however requires real-world information to be available as distributed data
that is searchable and browseable.

Transport infrastructure has to be more responsive to our needs. Thus, the
status and actions of the parts and components in a transport system must be
monitored and controlled on a much more fine-grained level, with the informa-
tion being accessible to applications and services that are available to users. The
need and even necessity for applications and services to interact with transport
infrastructures via communicating sensors and actuators applies to both pub-
lic transportation (e.g., bus, train, air, etc.) and private transportation (e.g.,
cars, roads, etc.). When entities participate in such a system, applications would
benefit greatly from having timely access to real-world information provided by
other entities.

Further, on a global level, individuals have become citizens in an on-line world
with an ever-increasing range applications and services. Our communications in-
frastructure is increasingly populated with novel devices and connecting to ap-
pliances in our personal environment for entertainment, utility services, etc. The
number of connected devices that we as individuals or as members of families
or communities alone wish to interact with, even using a cautious prediction
will exceed 50 billion. Entities, sensors and actuators should be able to join
spontaneously and be able move in the infrastructure. Thus, individuals will be
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(a) The Mediasense Architecture (b) NetInf framework with the Mediasense
architecture

Fig. 1. Extending the NetInf architecture with the Mediasense architecture to support
ubiquitous sensing

enabled to stay in touch and perform tasks using content, devices and real-world
information that is accessible via heterogeneous networks and reachable based
on identity.

We summarize the discussion of the consequences of ubiquitous sensing in
relation to a network of information in an elaborated list of requirements:

a) applications can reach sensors using an identity independent of location
b) sensors are attached to the network of information interfaces which abstract
from the implementation of communicating with the sensors c) abstract sen-
sor interfaces allow physical sensor hand-off and roaming d) sensor information
is organized in an extendible datamodel, which allows spontaneous additions
e) sensor information dissemination support is scalable to accommodate a mas-
sive number of nodes exceeding current predictions of 50 billion f) a sensor infor-
mation database must be distributed g) a sensor information database must be
searchable and browseable h) the architecture must support sensor information
discovery i) a sensor information database must be updated in real-time

3 Concepts and Architecture

The NetInf architecture has identified several base concepts which are influencing
the overall architecture, most prominent is the Identifier/Locator split which
is a necessary part to enable the addressing of individual ubiquitous sensors
(requirement a). On the future Internet when sensors are attached to not only
stationary devices, such as weather stations, but also on people via their mobile
phones, as well as vehicles and animals, sensors must be able to move and attach
to the Internet from the different locations (req. c). Due to an increasing number
of sensors, we cannot assign an individual IPv4 address to each sensor. To cope
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with the increasing amount of sensors and to keep the cost of such sensors to
the minimum, we introduce the concept of a Sensor Gateway represented as a
triangle in figure 1(a).

Sensor gateways constitute a point of network attachment for sensors in our
architecture. Thus sensor gateways communicate with sensors (see boxes in fig.
1(a)) and enable sensor access through a Sensor Gateway API to and from even
the simplest sensors (req. b). All sensors and sensor gateways are given a globally
unique identity which is stored in a distributed overlay (req. f) and are divided
into two types of objects akin to objects in NetInf. The first, a sensor object (SO
in fig. 1(a)), contains the identity of the sensor and the location of the sensor
gateway that is currently hosting the sensor. The second object is an information
object (IOin fig. 1(a)) which similarly to NetInf contains semantically meaningful
information. The distributed overlay provides an upper API (see fig. 1(a)) which
mediates access to sensors without needing to know the location of an object.
The distributed overlay is capable of exchanging context information in real-time
by utilizing a distributed hash table (DHT) based on Chord [12] (req. i).

A publish/subscribe API and a socket-like interface are located on top of
the overlay API. The application may use this to combine sensor information
into new information that is logically stored as a new sensor inside the overlay.
For instance, an application could connect to, retrieve all temperature sensors
from a municipality, and then provide a new sensor that represents the average
temperature of the whole municipality. This publish/subscribe API allows appli-
cations to access the raw sensor information, which is illustrated using a dashed
line in figure 1(a). In addition to this, the socket interface can ubiquitously find
the information, regardless of location, which enables mobile context-aware ap-
plications to utilize the architecture. In contrast to previous publish/subscribe
solutions, our architecture and API’s will be extended to support searching and
dissemination in real-time.

3.1 Extending NetInf for Ubiquitous Sensing

By extending the NetInf architecture with the Mediasense architecture we in-
troduce a new kind of data object, a sensor object. For example, an information
object that represents a certain song (e.g., Mozart’s Eine Kleine Nachtmusik) is
associated with a data object. The data object contains a payload (e.g., an mp3
file with a certain encoding). In this example, a sensor object’s payload con-
tains the current state or value that is retrieved in realtime (e.g., of the user’s
proximity, temperature, light, mood, etc.). The information object that repre-
sents the sensor contains the sensor’s semantical information since sensor values
need context to be usable for applications (e.g. it’s geographical location, tech-
nical specification or other important information), see further [13]. Both sensor
objects and their corresponding information objects are duplicated by their re-
altime updating counterparts in the mediasense architecture as the dashed lines
in figure 1(b). The lower API in the NetInf architecture may thus access sensor
information through the mediasense upper API in the same way as it accesses
a source node. Hence, the upper API of NetInf accesses information regarding
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(a) Wireless Sensor Platform (b) Ethernet Enabled Sensor Plat-
form

Fig. 2. Wireless Sensor Network Gateway

sensors in the same way as other objects. Figure 1(b) shows how the mediasense
framework from figure 1(a) is integrated into NetInf.

Mobility in the architecture can happen, as sensor and data object move
around in the world. The system is however agnostic of communication medium,
and therefore most communication which can move, will utilize ubiquitous mobile
Internet-access such as the 3G or 4G networks. However if a sensor or data object
has moved between connectivity mediums or devices, and therefore also changed
the network connection, an update is required in the architecture. Therefore,
when a sensor object appear with a new connection, it will update it’s corre-
sponding information object, with current information on the physical location
of the sensor object. Which will result in a successful movement of all related
information between two physical locations.

3.2 Sensor Network Platform

A Wireless Sensor Networks (WSN) consist of cheap, small and energy con-
strained sensors interconnecting to create a network, enabling reliable and auto-
mated sensor data acquisition with minimal human intervention. These WSNs
are an important source of context information and by utilizing the support pro-
posed in section 3 the sensor information can be efficiently delivered to other
entities. By extending and improving the wearable bridge described in [14] we
have built a prototype sensor-actuator combination, figure 2(a). The prototype
consists of two individual devices.

The first device is the large box, which is capable of measuring temperature
and humidity; by connecting the box as a power strip, we can also measure the
power consumption of up to two household appliances simultaneously. Apart
from measuring the power consumption, the prototype provides actuators that
can control the power sockets individually. This sensor is aimed towards home
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usage, and utilizes the Zigbee radio protocol instead of bluetooth to communicate
with the second part. The line in figure 1(a) denoted with number 1 indicates
communication using wired or wireless sensor-specific hardware and protocols.

The second device is shown in the embedded picture in figure 2(a) and is
the hardware part of a sensor gateway. Several sensors can communicate with
this gateway and several gateways can communicate with an entry point into
the mediasense overlay in figure 1(a) denoted by the number 2. This protocol is
based on HTTP and uses GET and POST messages for communication with a
subset of response messages.

Important to note is that when a new sensor registers with a sensor gateway
and the sensor’s type is not recognized, then the sensor gateway will retrieve
a module from the overlay, which enables communication with the new sensor
without user intervention. This enables sensors to be truly mobile by only requir-
ing a nearby sensor gateway, which possesses the required hardware protocol and
a basic sensor identification protocol. The sensor gateway detects a node that
has the sensor gateway API during the initialization phase using IP broadcasts.
This API may be located on the local host or the local network.

An extension to this sensor network platform has been developed for use in ar-
eas where the use of a computer as a gateway between the Zigbee network and IP
network is not possible. This sensor platform employs simpler radio protocol but
has an Ethernet interface, see figure 2(b), and offers both sensor information as
IP-addressable web pages and sensor information in the mediasense overlay. Cur-
rently, only environmental monitoring(temperature, humidity) is enabled with
this platform but more sensors and eventually actuators will further complement
the platform later.

4 Functional Verification

This section evaluates the effectiveness of the architecture as it is applied to three
different scenarios that are presented as three proof-of-concept prototypes. In
different places we reference back to the requirements list presented in section 2.

4.1 Environmental Awareness

Due to advancements in technology, sensor solutions are becoming inexpensive;
this enables more pervasive use of sensors in environmental awareness applica-
tions. One scenario under current investigation is the use of sensors to monitor
the environment in cross-connection rooms and other broadband installations of
ISPs. There exists an urgent need to monitor the local environment of such in-
frastructure with regard to temperature, humidity and power consumption, etc.
ISPs need to react pro-actively to changes in the environment that currently re-
main undetected. By having sensors able to detect events, from temperature and
humidity to events such as flooding or fire, a more rapid and correct response
can be engaged.
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(a) Architecture Overview (b) Signalling Overview

Fig. 3. Environmental Sensing Architecture

Thus, sensors must be able to provide environmental information in real-time
(req. i) and be accessible to an ISP’s monitoring center (req. g). The information
must also be available to maintenance staff who are mobile (req. a). The archi-
tecture should scale and use a low amount of bandwidth to allow for extending
the ISP’s infrastructure globally (req. e).

Our architecture supports this scenario by enabling sensors to be accessed
globally with the aid of a sensor gateway at each location(req. a). Our archi-
tecture allows access to sensors from a remote monitoring application, be it a
central facility or a mobile device.

Figure 3(a) presents the proof of concept. On the left side there are multiple
sensors that may be located at several installations of the operator. The sen-
sors are attached to local sensor gateways, which communicate with the overlay
through a sensor gateway API. Management software, be it a stationary com-
puter or a mobile terminal, is connected to the infrastructure from the other end.
Compare with figure 1(a). The system scales by adding more nodes associated
with sensor gateways and APIs (req. e).

Figure 3(b) shows the signaling in a scenario when a monitor application sub-
scribes to sensors at each location. The sensor gateways join the overlay, which
in turn shares information from associated sensors. Later the user is notified of
some event that in response can access actuators via the overlay.

4.2 Context Aware Commuting

With the introduction of smart phones for the mainstream market, there are
an increasing number of sensors available to be exploited for the benefit of the
user. Mobile applications and services may benefit from knowledge about the
user’s context through gaining access to sensor information (e.g. temperature,
GPS coordinates, nearby WLAN). Sensor information may be further combined
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(a) Architecture Overview (b) Signalling Overview

Fig. 4. Commuting Support Architecture

with the user’s digital information (e.g., schedule and contacts) in order to de-
termine other relevant information such as the user’s current destination. Mobile
applications and services may combine such knowledge with public transporta-
tion system information in order to provide suggestions concerning travelling
preferences, travel time, cost, or information concerning the destination. Such a
system require both access and storage of a digital profile of a user containing
personal preferences and automatically acquired sensor information as well as
access to information from public transportation systems thus creating a NetInf
containing real-world continuously updating data.

Our architecture supports this by providing both the ability of the public
transportation system to input timetables and location of their vehicles as well
as the user’s ability to connect when desired to synchronize their personal profile
with fresh data and acquire travel suggestions from the system.

The initial prototype uses QR codes2 to detect the proximity of a bus stop, but
the context service can also find the bus stop by other means, such as GPS and
nearby bluetooth devices. After positioning the user at a bus stop, the service
can provide information about the bus route; the information could include a
timetable, the time until the next bus arrives and its route displayed on a map.
Figure 4(a) shows how several busses are connected into the architecture from
one side and the users’ connection from the other.

The architecture enables users to retrieve information from remote buses and
maintain an online profile allowing bus drivers to receive notifications when
someone is waiting at a bus stop.

The signalling for this scenario is detailed in 4(b), where a bus is continuously
submitting context information to the service. Later a user connects and registers
in order to obtain information regarding the bus.

2 http://www.qrcode.com/index-e.html

http://www.qrcode.com/index-e.html
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(a) Architecture Overview (b) Signalling Overview

Fig. 5. Seamless Media Transfer Architecture

4.3 Seamless Media Transfer

By incorporating sensors providing real-time data about users and media into a
NetInf, we enable the architecture to decide where it should deliver content based
on the recipient’s current and future whereabouts. When leaving our residence,
an ongoing media session may follow us. Seamless media support transfers the
media session from the media center in our residence to a mobile device. In
the process the seamless media support shuts off devices that are not required
using the actuator power strip presented in section 3.2. Figure 5(b) presents the
signalling used when the user starts playback of some media and then leaves the
home. In figure 5(a) the first sensor gateway (SG1) is connected via Bluetooth
to a mobile phone and the sensor gateway API runs in user’s mobile phone. The
second sensor gateway (SG2) is located in the residence. Mobile phone, TV, and
media server are connected to the MediaSense overlay, which enables the user’s
agent to respond to sensor information, move the media session to mobile and
minimize energy consumption at home.

5 Conclusions

Above we described research issues and work-in-progress concerning ubiquitous
sensing. In order to derive requirements and key research issues, we presented
three key scenarios where current approaches are deficient in addressing the
needs for ubiquitous sensing in services and applications on the Future Internet.
In particular, services and applications require the massive sharing of information
from sensors via heterogeneous networks. Further, services and applications must
be able to connect to sensors using an identity and not a location, adhering to
the observations of the NetInf approach. Sensor information must be current (in
real-time) and available in a searchable and browseable distributed data model.
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In response to these challenges, we propose an information-centric architec-
ture for real-time ubiquitous sensing which capitalizes on the proposed loca-
tor/identifier split, thus extending the Network of Information (NetInf)
approach. Sensors are exposed as first-class objects in a distributed information
base using relocatable abstract interfaces. Sensor information is thus made avail-
able to applications solely based on identity through sensor sockets. Further, we
presented work-in-progress within the framework of the EU-funded MediaSense
project, involving proof-of-concept prototypes including two sensor platforms
and gateways for the sharing of sensor information in a peer-to-peer context
information network via abstract interfaces. We evaluate the effectiveness of the
architecture in prototypes pertaining to the three key scenarios (intelligent com-
muting, environmental monitoring, and seamless media transfer) in terms of the
list of requirements and key research issues. We demonstrate the integration
of sensors and actuators as information objects that may be reached via their
identities, by means of sensor gateways and relocatable abstract interfaces.

6 Future Work

Further research in the area of ubiquitous sensing on the Future Internet should
focus on extending the proposed support. In particular, the massive and seam-
less sharing of sensor information requires new mechanisms to enable seamless
and ubiquitous sensor connectivity. We are working on extensions to the pre-
sented support to include the ability to establish and maintain context sockets,
which can deliver seamless connections to heterogeneous sources. Further, the
dynamic relation between presence entities and sensors mandates the search for
effective extensions to presented middleware for the massive sharing of sensor
information. The sharing of sensor information in real-time, search and browse,
as well the discovery of sensor information require scoping mechanisms to be ef-
fective, where current approaches offer insufficient answers. Real-time properties
and other properties involved in ubiquitous sensing which were discussed ear-
lier require evaluations of not only of the architecture, as presented above, but
other aspects as well. Such an evaluation may require a method to classify the
constraints in real-time context aware applications. We envision that the main
aspects would be responsiveness of the system, i.e. the delays, together with
scalability since the system will contain the billion sensors of tomorrow. The
goals for the system is to enable a perceived real-time delivery of it’s content
which also allows for the inclusion of millions of sensors. The tools used for the
evaluation could initially comprise of simulation software, but as methods are
developed subsequently entail monitoring of infrastructure, including analysis
support. Further research should also entail efforts towards abstracting physi-
cal sensors into logical objects creating higher-level interaction for applications
and services attempting to navigate the heterogeneous properties inherent in
reasoning over ubiquitous sources.
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Abstract. Cloud computing is widely considered as an attractive ser-
vice model since the users commitments for investment and operations
are minimised, and costs are in direct relation to usage and demand.
However, when networking aspects for distributed clouds are consid-
ered, there is little support and the effort is often underestimated. The
project SAIL is addressing cloud networking as the combination of man-
agement for cloud computing and vital networking capabilities between
distributed cloud resources involved to improve the management of both.
This position paper presents new security challenges as considered in
SAIL for ensuring legitimate usage of cloud networking resources and
for preventing misuse.

Keywords: Cloud Networking, Cloud Computing, Network Virtualisa-
tion, Security.

1 Introduction

Initially driven by the deployment of IT applications leveraging the economy
of scale and multi-tenancy, cloud computing is today becoming the platform of
choice for many different applications. The advantages of running applications
in the cloud are manifold: lower costs through shared computing resources, no
upfront infrastructure costs, and on-demand provisioning of computing nodes
to fit transient requirements. Thus, applications that show high degree of vari-
able demand for resources fit the cloud computing model well. Virtualisation in
the data centres has been a key enabler to allow the dynamic provisioning of
computing resources to become reality.

While little focus has been given to the network aspects so far, it is obvi-
ous that the perceived performance of some applications running in the cloud
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depends heavily on the network connecting the different cloud sites and connect-
ing the user to the cloud. Applications with interactive and bandwidth hungry
characteristics are a good example of the above. As these applications move to
the cloud, more will be demanded from existing networks in terms of, e.g., ca-
pacity (likely more data to be sent across network links), quality (low delay for
interactive applications), and availability.

Besides, cloud applications will demand a network that is more flexible. Since
applications and entire cluster of servers can be moved to (or created in) an-
other data centre, existing networking pipes need to be re-plumbed. Existing
technology provides the allocation of computing resources in the cloud in a dy-
namic and quick fashion while network connections to those resources are more
or less statically established by network operators. Networks that can swiftly
be reconfigured will enable the full benefits of the cloud environment. This is
the envisioned concept of cloud networking - it encompasses provisioning of on-
demand guaranteed network resources in a time span that is compatible with
the allocation of computing resources in a cloud today.

This paper presents the research challenges of providing a secure cloud net-
work system. These research challenges will be explored in the course of a
30 months project called SAIL (Scalable Adaptive Internet soLutions) that has
started in August 2010. SAIL [1] is an EU funded project (part of the 7th
Framework Programme) whose consortium includes 24 partners from industry,
academia, and research institutes. SAIL aims at creating technology to address
some of the shortcomings of the current Internet. This includes the lack of a
content-centric model for large scale content distribution, support for connec-
tivity services providing point-to-multipoint capabilities, insufficient support for
deployment of dynamic guaranteed network connections in a cloud computing
scenario, and non-technical work that will evaluate, identify, and propose, among
others, new business models, address socio-economic questions.

For Cloud Networking, SAIL will develop networking functions for applica-
tions with highly variable demands, integrating these functions with computing
and storage, along with the necessary tools for management and security. In that
way, the allocation of both computing and networking resources will be solved
as only one optimisation problem. A prototype of the proposed solutions will
be developed and refined under the course of the project. The prototype will
be hosted on some partners premises distributed across Europe. An iterative
approach to research will be taken, whereby proposed solutions will be assessed
through prototyping, providing feedback to the architecture, management, and
security tasks of CloNe. Just as important, the workpackage will provide a mi-
gration path whereby developed technologies will be deployed in the existing
Internet and standardized.

Besides the cloud networking security related requirements and challenges,
more fundamental cloud computing security aspects will be considered. Cloud
computing environments are likely to suffer from a number of known vulnera-
bilities, enabling attackers to either obtain computing services for free (attack
against cloud providers), steal information from cloud users (attack against cloud
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customers data), or penetrate the infrastructure remaining in client premises
through cloud connections (attack against cloud customer infrastructures). Typ-
ical examples of these attacks today are VoIP free calls, SQL injection, and drive-
by downloads [2]. Cloud networking will not change the fact that vulnerabilities
will continue to exist and that attackers will continue to exploit them. However,
the concentration of massive amounts of computing power and data will make
these targets more visible and more attractive.

This paper is organised as follows. Section 2 presents the concepts of cloud
networking and cloud computing in more details. Section 3 explores the security
issues when implementing the cloud networking vision. Section 4 presents closing
remarks and summarises the next steps of this research project.

2 From Cloud Computing to Cloud Networking

Cloud computing has gathered a lot of attention in recent years from parties
across the computing and communication industries including vendors, network
operators, and service providers. The service utility business model on which
cloud computing is based is far from new. In 1961, Prof. John McCarthy was one
of the first to introduce it by the claim that computer time-sharing technology
might lead to a future in which computing power and even specific applications
could be sold through the utility business model, i.e., water or electricity [3].

The existence of the Internet and web technologies, and the introduction of
infrastructure virtualisation has enabled the current realisation of that vision.
Separation of the service provider from the infrastructure provider, is making
it easier to generate new services on-line and to scale those services as demand
dictates. For the service provider this reduces capital and operational expendi-
ture, and financial risk, as they pay for access to resources on an as-needed basis,
with little or no lead time to change capacity. For the infrastructure provider this
gives the opportunity to build large infrastructures that benefit from economies
of scale [4] and amortise the costs across the workload of multiple customers.

2.1 Virtualisation Technology Supporting Cloud Computing

Today’s infrastructure-as-a-service (IaaS) is built on server virtualisation (vir-
tual machine hypervisors such as Xen [5] or VMWare [6]), network virtualisation
(implemented in network equipment or distributed routers such as [7]), and stor-
age virtualisation (including network attached storage arrays or storage services
such as Amazon’s Elastic Block Store [8]). Data centre management systems de-
ploy and manage virtual machines, networks, and data stores to construct any
infrastructure topology required by the customer by dynamically re-configuring
the virtualisation layers. These virtualisation techniques are now so common
place that hardware support has been introduced to standard server chip sets
by vendors such as Intel (VT-x [9]) and AMD (AMD-V [10]).

The IaaS business model drives infrastructure providers towards a centralised
architecture, as depicted in Figure 1. Very large data centres located near low
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Fig. 1. Cloud Physical Infrastructure Architecture

cost power, land, and labour result in the lowest costs for the provider. However,
the global nature of the business introduces opposing factors. From a regulatory
perspective, the location of a data centre determines in part the legal jurisdiction
that applies to hosted services (e.g., USA Patriot Act [11]). The use of the
services can restrict their location or transfer of data (e.g., EU Data Protection
Law [12]). From a technical perspective load, data transfer, or disaster-tolerance
may require multiple geographical locations. Processing load and data transfer
is typically dealt with by parallel implementations of the service, each located
geographically near the users. Disaster- tolerance requires replicating services in
geographically diverse sites. As a result of these driving factors, today’s cloud
infrastructure providers operate a few, very large data centres, located in a select
number of geographical locations.

Connectivity between data centres owned by a single provider is usually im-
plemented by leased virtual networks providing guaranteed, but static quality of
service for the IaaS owner. Connectivity between the data centre and the IaaS
user is generally handled by the open Internet. As such, the user’s network ex-
perience is based on access to a shared medium, which is not under control of
the cloud provider.

Although it is possible to scale the virtual infrastructure implemented by a
IaaS provider, it is not possible to scale the connectivity to that infrastructure.
Recently IaaS providers have added VPN tunnelling connectivity for their cus-
tomers based on secure connection-oriented protocols such as IPsec (e.g., Ama-
zon Virtual Private Cloud [13]). This allows, for example, the creation of an IT
infrastructure in the cloud that is connected to the site network of an enterprise
in a way that enables them to use their own address space and network services
across both. However, they are still subject to the limitations of bandwidth, jit-
ter, and latency offered by their Internet service provider and lack of support
for dynamic provisioning.

The class of applications that are currently deployed in cloud infrastructures
are those that are suited to this architecture, for example: batch processing,
such as large scale simulations or graphics rendering, on-line web services, and
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hosted IT systems. Where sensitivity to network performance is an issue, such
as content delivery [14], it is still necessary for the service provider to own the
infrastructure or to enter into a long term contractual engagement with the
infrastructure provider. The network components and topology of these services
are still largely static.

2.2 Virtualisation Technology Supporting Cloud Networking

Network virtualisation brings a missing piece to the cloud computing puzzle.
Virtual networks are not at all new in themselves; [15] provides a survey of
technologies used at various layers. A number of network virtualisation architec-
tures and frameworks have been proposed in the literature, including VINI [16],
CABO [17], 4WARD VNet [18], and FEDERICA [19], to offer customised virtual
networks with end-to-end control.

The possibility to specify and instantiate networks on demand and in useful
time is one of the great advantages of network virtualisation. Virtual networks
can be freshly created according to the different requirements, such as band-
width, end-to-end delay, security, and protocols. Network virtualisation brings
other advantages into stage, such as the ability to reconfigure the network in real
time without losing connectivity, to change the physical path, or even to move
one or more virtual nodes from one place to another [20].

Cloud networking extends network virtualisation beyond the data centre to
bring two new aspects to cloud computing: the ability to connect the user to
services in the cloud and the ability to interconnect services that are geographi-
cally distributed across cloud infrastructures. These apects transform the cloud
architecture of Figure 1 into that shown in Figure 2. Cloud networking users
would be able to specify their needed virtual infrastructure and the desired net-
working properties to access these resources. Users would be able to specify how
their infrastructure should be distributed in space and how it should be inter-
connected. They would be able to do this dynamically, on-demand, and through
a single control interface.

Fig. 2. Dynamic Virtual Networks Connecting a Distributed Service



Challenges for Cloud Networking Security 303

The cloud paradigm has also encouraged the use of service automation. Ap-
plications running in cloud infrastructure can be programmed to monitor their
own load and resource usage and dynamically scale themselves according to de-
mand without the intervention of a human operator. Similarly, IaaS management
systems optimise the use of physical resources by selectively deploying and mi-
grating virtual machines. By introducing virtual networks to the same control
plane the user and provider can make optimisation decisions based on network
utilisation as well.

As more classes of applications are introduced to the world of cloud comput-
ing new requirements are brought with them. In some cases it may be more
appropriate to deploy processing and storage functions across a network, that
is, closer to the user, than to centralise processing and storage in a single loca-
tion. Network conditions, such as latency, may hinder the execution of certain
cloud applications in a data centre centralised fashion. Depending on the usage
patterns one may need more servers in a certain geographical region. A geograph-
ically distributed cloud will enable finer control over the user experience. The
previously mentioned content distribution services, as well as virtual desktop
services are examples of this class of applications.

We anticipate that a wider range of trade-offs between costs and performance
requirements will lead to a wider range of deployment options. To enable these
new possibilities, it is critical that we understand the security implications and
build appropriate mechanisms into the technologies we develop.

3 Security Problem Space

It is anticipated that security is one of the major factors influencing the ac-
ceptance for cloud computing in practical application domains, especially when
sensitive information shall be brought into the cloud or IT governance requires
an elaborated control regarding the (legal) liability of computing in clouds [21].
From a user’s perspective the security topics distinguish infrastructure security,
platform and application security, the security of the management processes, and
finally compliance and governance [22].

The strength of the solutions that address these topics can be distinguished
by the extent to which security objectives are met: who is allowed to do what
(authentication & authorisation), how are system components and content pro-
tected (availability, confidentiality & integrity), how can the fulfilment of security
properties be validated and checked (auditing), and how can the cloud provider
prevent others from doing forbidden things (misuse protection).

Cloud networking adds new security challenges to the cloud computing secu-
rity issues, arising from additional networking capabilities. On the other hand,
there are indications that cloud networking can potentially improve control over
the cloud computing deployment model, thus solving the security challenges
that impact acceptance of this technology. The following is a preliminary threat
model that is used in the SAIL project followed by a description of the security
problem space as seen by the authors of the SAIL project at project start.
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3.1 Threat Model

Information security properties are classically represented as Confidentiality, In-
tegrity and Availability. We deal in this paper with technical threats; clearly,
trust issues in cloud computing are also of a contractual or legal nature, but we
do not intend to cover these herein. The cloud computing threat model addresses
all three, but not necessarily in that order. We believe that the most important
threat to information in a cloud computing environment is availability of the in-
formation to users whenever they need it. This availability issue manifests itself
on the spot, e.g., through denial of service attacks. The likelihood and easiness of
these attacks will increase as the volume of information exchanged between user
and cloud provider increases. However, this property also needs to be preserved
over time, avoiding for example format changes (so keeping legacy viewers, or
translators). This also introduces integrity issues, as users must be certain that
the information they retrieve is the same they stored. This might become diffi-
cult in a world where information is concentrated over such volumes of hardware
that the checksum mechanisms currently in use do not allow us to ascertain that
the data has not mutated, or that the translation applied preserves the content.
Finally, confidentiality issues may arise, for example over (accidental) disclosure
of information to third parties or because of aggregation. Most computer com-
promises result in information leakage, so this is also an important issue, but it
clearly includes a regulatory compliance component which is outside the scope
of this paper, hence our feeling that this is slightly less important than the two
others.

Attackers will of course exploit the vulnerabilities that result of these threats
according to their capabilities. In this paper we introduce a preliminary version
of the attacker model that will be used in the SAIL project. This following gives
a rough overview on roles and capabilities that an attacker might have. A more
detailed description of the attackers, adjusted to the given scenarios, will follow
in the project.

During the project we plan to base our attacker model on an external at-
tacker that tries to access resources on the cloud infrastructure. To do this he
can eavesdrop incoming and outgoing communication of the cloud networking
infrastructure and try to get access to the infrastructure itself, e.g., by using
vulnerabilities of the system. Additionally the attacker might be a legitimate
user of the cloud networking infrastructure and uses this acces to attack other
users’ data [23].

For some scenarios also an internal attacker might be of interest, e.g., an
employee of the cloud networking provider that accesses customers’ data. A
similar attack might be a supplier that introduces trapdoors in hard- or software
in order to access data that is processed on the infrastructure.

External and internal attackers are also often used for analysing cloud comput-
ing. In the cloud networking case additionally legal aspects and legal intercepts
have to be covered. Due to the fact that virtual components can move to arbi-
trary physical cloud networking infrastructures they might pass legal borders.
Beside the fact that legal intercepts are not classical attacks they might violate
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security goals of the cloud networking customers. Therefore, the location (legal
space) has to be considered when distributing virtual components.

3.2 Information Security in Clouds

Information security relies on the classical three pillars, confidentiality (infor-
mation should not be disclosed to unauthorised third parties), integrity (infor-
mation should not be transformed without evidence of the transformation), and
availability (information should not be withheld from rightful access).

The cloud scope adds a significant dimension in the mixing of code and data.
Cloud users will need to ship code for execution on their data to cloud providers.
Cloud providers will in turn ship code to users to easily manipulate the data. This
is exemplified by the current rapid development of AJAX-based web services.
Yet, this mixture of code and data is one of the major causes of malware infection,
as it becomes extremely challenging to distinguish code from data and qualify
the acceptability of both.

3.2.1 Trust in an Adversarial Environment. Cloud environments are
by their very nature adversarial. Cloud providers balance the needs of their
multiple users, and attempt to monetise by-products of their activity. Cloud
users strive to obtain the cheapest possible services, while requesting services
of high quality and respecting their privacy. Attackers, who have become very
skilled at operating huge botnets (which can be seen as the first large scale
clouds), will attempt to either access the information available in clouds or avail
themselves to this processing power free of charge. All actors thus have their
own trust objectives implemented in their security policies.

This adversarial setting promotes the use of security policy negotiation sys-
tems [24]. To maintain their trust relationship while ensuring sufficient flexibility
to share resources, users and providers need to dynamically negotiate security
policies balancing between operational trade-offs, such as cost and response time.
This need will further develop as cloud providers aggregate and weave together
complex service infrastructures federating many actors, creating the need for
flexible and automated security policies aggregators and negotiators.

3.2.2 Confidentiality of Information and Processes. One of the most
effective ways to maintain integrity and confidentiality of information is en-
cryption. While encryption in its current form is sufficient for data storage and
transport, it fundamentally prevents data processing. Thus, sending encrypted
data to cloud providers for processing is quite useless. This challenge has been
met by homomorphic cryptography (HC). Homomorphic cryptography ensures
that operations performed on an encrypted text results in an encrypted version
of the processed text. Recently, a solution under ideal circumstances has been
presented [25,26]. However, practical application is still far away since the com-
putational effort required to retrieve the results of the computation is still too
high and thus HC remains of theoretical value only for the coming years.

As a result, users will not have a solution based on cryptography that allows
them to rely on information confidentiality and integrity when providing code
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and data to an arbitrary cloud. They have no means to ensure that their data is
not misused. Until HC provides a formal solution to this issue, we need to rely on
audit traces to assert “after the fact” usage control demonstrating that data and
code have not been misused by service providers and cloud users. These audit
traces can be part of a security policy specification, and can be supported for
example by the OrBAC (Organisation-based access control) language. Further,
we do not know yet if other solutions, e.g., watermarking will be portable to the
cloud computing world and if their properties will be preserved in this world.

3.2.3 Policy Models and Policy Enforcement. The currently available
security policy models are not sufficiently flexible. For example, the OrBAC
model [27], one of the recent attempts to further develop the classic RBAC
model, introduces organisations and contexts in addition to the classic notion
of roles. Both concepts are extremely useful to define security policies that span
organisational boundaries (in our context multiple users sharing a cloud provider
or a federation of cloud providers uniting for a specific service) or security poli-
cies that are flexible according to environmental conditions (for example service
load or cost). However, the combination of organisations and contexts with ne-
gotiation remains largely an unsolved problem. The complexity of these policies
has not been resolved either. Even in simple environments such as network fire-
wall filtering, users have difficulties understanding the impact of filtering rules
when the number of rules is large or when multiple firewalls are traversed. We
expect that this complexity may become a barrier to the deployment of cloud
computing if these policies cannot be simply explained and proven to all parties.

Security policies need to be enforced. Technology for this enforcement is rea-
sonably well established using Policy Enforcement Points (PEP) controlling ac-
cess to resources. Network firewalls, web application firewalls, identity manage-
ment systems, file system access controls are well-know entities with clear prop-
erties. Policy Decision Points (PDP) are in charge of managing such PEPs and
taking over for complex access control requests.

However, there is no such clear picture for the cloud computing world. First,
it is not known if the policy enforcement technology can be ported into the cloud
world and how. Second, it is unclear if cloud computing enabling technologies,
such as virtualisation, will bring new PEPs. Once this setting is clearer, we will
need to define techniques that will weave PEPs and PDPs into a cloud service
definition and tools for verifying that the resulting “secure service” definition
meets the security objectives of all parties. It specifically requires new tools that
will enable partial verification of security objectives so that all parties (users
and providers) can reliably verify that their security objectives are met, without
knowing the security objectives of the other parties.

3.3 Virtualisation Environment Threats

Analysis of security threats in virtualisation environments provides some in-
sight about the challenges raised by virtualisation of computing resources and
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Fig. 3. Security Threats in Virtualised Environments

networking. Figure 3 highlights six different security threats that might emerge
when a type II hypervisor is used. They can be classified into software level (1,
2, 3, 4 and 6) and system level (5) concerns.

3.3.1 Isolation between Virtual Machines. In this case, each virtual ma-
chine uses and only reads its allocated resources. For example, the memory
management is subdivided into multiple levels (Hypervisor level, Host VM level
and Guest VM level). The Hypervisor can read all the physical memory space.
The Host Virtual machine (dom0 for XEN) can read all the memory except the
memory allocated to the hypervisor. Guest Virtual Machines (domU for XEN)
can only read their allocated memory. This isolation between different virtual
machines is one of the main important roles of a hypervisor. As a solution, selec-
tion of the right hypervisor can ensure this isolation between virtual machines.

3.3.2 Information Theft through Malicious Use of Hypervisor. To
share physical resources, the hypervisor uses different techniques depending on
the physical components to share. For example, to share physical network cards,
the hypervisor (see the case of XEN at [28]) can use Bridged, NATed or Routed
networking. In Figure 4, there are two bridges (xenbr0 and xenbr1 ) that virtu-
alize two physical network cards (peth0 and peth1 ). The bridge xenbr0 connects
physical interface peth0 to three virtual interfaces (vif0.0, vif1.0 and vif2.0 ).
Each virtual interface is connected to a virtual machine. In this configuration, de-
spite the fact that all interfaces use the same bridge, it is necessary to ensure that
a virtual machine cannot read the packets of the bridge that are sent to another
virtual machine. This can be accomplished by the hypervisor or just by applying
existing security solutions. To reduce the burden on the hypervisor in manag-
ing network I/O activities, manufacturers have since introduced Virtual Ma-
chine Device Queues (VMDq) [29] and Single Root Input Output Virtualisation
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Fig. 4. Bridges Sharing Physical Network Cards

(SR-IOV) [30]. Sorting data packets in the network silicon frees CPU cycles for
application processing instead of network I/O processing. These new technolo-
gies introduce the additional requirement of securing, protecting, and isolating
also the network card virtualisation.

3.3.3 Untrusted Hypervisors. If the owner of the physical machine wants
to read and steal the data of virtual machines, she or he can do it using the hy-
pervisor (an untrusted hypervisor). In this case, each user of a virtual machine
needs to have a solid contract with the owner of the physical machine. Having
a contract is a good and necessary thing, but it is imperative that virtual ma-
chines use their own mechanisms to secure themselves. For example, encrypting
a virtual machine is a potential solution for this kind of problem.

3.3.4 Untrusted Virtual Machines. It is always possible to have a contract
to build some trust between the user of the virtual machine and the owner of the
hypervisor. However, there is still the problem of the impossibility to have any
idea about the other virtual machines than could be deployed in the same phys-
ical machine. A virtual machine can try to get control of the hypervisor using
software related security holes without informing the hypervisor owner. Then,
this virtual machine can get partial or total control of the physical machine.
Technically, this is a similar situation to the untrusted hypervisor scenario. In
this situation it is possible to apply the same security solutions as in the un-
trusted hypervisor case.

3.3.5 Untrusted Virtual Machines Misusing Hardware Virtualisation
Functionality. To increase the performance of virtual machines in a virtualised
environment, different functionalities (dedicated to virtualisation) have recently
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appeared in the architecture of physical components. As an example, new in-
struction sets (IntelVT-x [9,31] or AMD-V [10]) have been introduced in the
most recent processors. With these functionalities, a virtual machine can send
instructions directly to the processors, bypassing the hypervisor.

All the previously mentioned security problems can be solved using or adapt-
ing existing techniques. However, with these new types of security problems
related to the hardware, a new philosophy and family of problems appear. Ex-
amples of systems that are sensitive or subject to these security threats are
SubVirt and BluePill [32,33].

3.3.6 Unsecure Network Transfer on Inter Device Migrations. In a
virtualised environment, a virtual machine can migrate from a physical machine
to another. This migration through the network can use traditional or new pro-
tocols, which can be exploited to attack the system. It is imperative to protect
this migration by using or adapting existing techniques to prevent attacks on
migration control mechanisms, transactions, and protocols. This sixth identified
threat is central in SAIL that focusses on cloud networking. This key aspect
is tightly linked to auto-scaling and elasticity properties of clouds. In addition,
there is a need for virtual firewalls for isolating dynamic VPNs and virtual net-
works allocated on the fly and on demand, to create dedicated flash slices.

3.4 Communication Security

Communication between virtual infrastructure, as well as the distribution of
virtual infrastructures, generate traffic in the network, which has to be secured.
The following Section 3.4.1 shows the challenges of securing the communication
between virtual components, while Section 3.4.2 shows the security challenges of
cloud networking, i.e., moving virtual components in space, and its management.

3.4.1 Secure Virtual Networking. In addition to cloud computing, virtual
networking introduces new security challenges by enabling communication be-
tween different virtual components. From a virtual network user’s perspective
the network might be private while in reality the communication itself occurs
via a public infrastructure. Therefore, mechanisms to secure this communication
(e.g., by encryption) have to be established. One option is to do it in each virtual
component, which means that the virtual network customer has to care for secur-
ing the communication. Another option is to provide secured communication as
a service by the virtual network provider, which means that the communication
is secured by default and transparent to the customer.

Besides securing the communication itself in virtual networks, the manage-
ment of the communication also has to be secured. By virtualising networks
and network components new attacks arise and need to be handled. Due to the
abstraction layer introduced by virtualisation, existing techniques might not be
applicable or have to be adjusted or extended to fit this new setting. Especially
the integrity of the virtual network topology and components, as well as the
security of routing in these networks, need to be addressed.
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Additionally, similar challenges as in cloud computing also exist in virtual
networks. This includes how the virtual network provider guarantees a certain
network capacity to a customer, how the access to this virtual network is con-
trolled, and how the virtual network usage is accounted for.

3.4.2 Secure Management of Cloud Networking. For the management
of cloud networking access to the physical infrastructure and to the network
properties is needed. This access should be implemented as a single interface,
where a user can specify several parameters on-demand.

By the combined access to the physical virtualisation infrastructure and the
network infrastructure new attacks arise. One challenge is to define rules for
accessing the management interface and how to implement these rules. Also
policies for moving virtual infrastructures in space need to be distributed. These
policies might define to which location (legal space) a virtual infrastructure is al-
lowed to move, as the location of the physical infrastructure determines the legal
restrictions that apply to the virtual infrastructure (e.g., USA Patriot Act [11]).

3.5 Misuse of Cloud Networking Capabilities

The ability of cloud computing and cloud networking to allocate computational
resources on demand can also be misused, e.g., for DoS attacks, spamming,
and providing illegal content. Attacks that use cloud infrastructures are already
known today. One example is Zeus “in-the-cloud” [34] where the command and
control of a botnet was located at the Amazon EC2.

Auditing can help to detect these kind of attacks, e.g., by looking for fast
fluxing or domain fluxing. The challenge of automated detection of attacks is to
distinguish misuse from legitimate use. Trying to find anomalies might be one
way to solve this problem. If a misuse can be detected the attack can simply be
interrupted by discontinuing the virtual infrastructure, which is involved in the
attack.

By introducing cloud networking no new threats are added to those already
known from cloud computing. Therefore, countermeasures for misuse of cloud
networking can be adapted from cloud computing.

4 Conclusion and Future Work

This position paper introduces the cloud networking specific security challenges
that will be addressed in the SAIL project. These challenges can be grouped into
protection of cloud content, secure virtualisation technology, distribution trans-
parency control, and secure operations. There are clear benefits that come with
cloud networking for cloud users and operators. Also operators have prospect to
support effectively cloud operators with their available network and transport
capabilities for the benefit of end users. The road may even be open for further
scenarios, e.g., connecting multiple clouds or introducing more heterogeneity,
which in turn will increase the complexity in multilateral security. Both cloud
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computing and virtual networking have each their own security challenges, the
ones presented here have to be considered for securing and protecting cloud net-
working that seeks technical solutions to ensure acceptance of this new concept.
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Abstract. The MEDIEVAL project aims to leverage today’s Internet with the 
necessary fabric to provide optimized video services in a mobile wireless world. 
It is expected that video traffic will surpass Peer-to-Peer (P2P) in volume in the 
coming years, and thus novel mechanisms and techniques need to be provided 
to better suit its unique requirements. This article describes the key functional 
elements of the MEDIEVAL architecture, which provides a video-aware 
networking core coupled with abstracting interfaces which cater to service and 
access technology specific requirements, aiming to enable efficient video 
transport and novel video service development. 

Keywords: Wireless networks, Mobile communication, Video services, Radio 
optimization, Multicast/Broadcast. 

1   Introduction 

The EU project MultimEDia transport for mobIlE Video AppLications (MEDIEVAL) 
[1] is a collaborative project with a three-year duration starting on 1st July 2010, having 
as partners Alcatel-Lucent Bell Labs France, Telecom Italia, Portugal Telecom 
Inovação, Docomo Communications Labs, LiveU Ltd., Instituto de Telecomunicações, 
Universidad Carlos III de Madrid, Consorzio Ferrara Richerche and Eurecom. It aims to 
evolve today’s mobile Internet architecture to more efficiently support the upcoming 
growth of video services. According to [2] P2P, as the current dominant source of traffic 
in the Internet, will be surpassed by video in 2010 achieving volumes close to 90% of 
consumer traffic by 2012. This increase is motivated by a change in perception and 
usage of video services such as Internet TV, interactive video, Video on Demand 
(VoD), among others, which instead of being regarded as simple streaming of content, 
will become a tool for personal multimedia communication, resembling today’s 
explosive usage of personal messaging (i.e., Short Message Service (SMS) and Twitter. 
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However, the Internet, and the mobile technologies therein, have not been designed to 
properly sustain such an increase of video, in an optimized way. This is where 
MEDIEVAL intervenes by providing a more suitable video transport architecture, 
commercially deployable by network operators. This article is organized as follows.  
In the next section, we will present the vision of the MEDIEVAL project, focusing on 
its concept and main objectives. This is followed by section 3 where we discuss the 
general MEDIEVAL architecture, which provides video-specific enhancements at 
different layers of the protocol stack, by exploiting cross-layer approaches that aid in 
better video support. In the subsequent three sections we will describe the major points 
over which the architecture is impacted and aims to provide solutions, detailing some of 
the approaches: network requirements for video (Section 4), packetization (Section 5), 
and multicast mechanisms for video optimization (Section 6). Finally, we conclude in 
Section 7. 

2   Vision 

The vision of MEDIEVAL considers the evolution of video as a primary source of 
content, accessed as well as generated, over the Internet. This is exactly where 
MEDIEVAL aims to contribute: evolving the mobile Internet architecture for efficient 
video traffic support. 

LTE

Internet

LTEWLAN

Local
Gateway

Local
Gateway

Mobile Network Provider

Video
Content & 
Services

Other Mobile
Network Providers

Internet TV

Personal
Broadcasting

local
mobility

global
mobility

Multimode
terminal

Video on
Demand

Interactive
video

Video
Content & 
Services

Content Provider

 

Fig. 1. The MEDIEVAL vision 

Fig. 1 presents a visualization of this vision, highlighting what we foresee as the 
required evolutionary path for a true video-for-all philosophy, providing selected 
application examples. Four primary video services are considered, comprising VoD, 
Internet TV, Interactive Video and Personal Broadcasting, offered by the providers in 
the figure. These services are accessed by terminals supporting different access 
technologies (Long Term Evolution (LTE) and IEEE802.11 in the figure), while on 
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the move, through both local as well as global mobility procedures, in intra and inter-
domain scenarios. The video services are accessible from content and services 
providers available at a home operator domain (visible inside the Mobile Operator 
Provider part of the figure), as well as from content providers or other mobile network 
providers (visible in the separate Content Provider part of the figure). However, 
MEDIEVAL also envisages scenarios where users, and thereby their mobile 
terminals, are the source of generated video content, enabling scenarios of direct 
interactive video. 

The necessary technical solution and problem solving that enable such vision span 
to all areas of mobile communications, starting from the need to enhance wireless 
access technologies, requiring efficient mobility management as well as optimized 
transport, to video distribution mechanisms and network-aware applications and 
services. We believe that a cross-layer approach will not only provide clear 
innovations in all the mentioned fields, but will also lead to a realistic evolutionary 
path for mobile networks, truly providing an environment where users can benefit 
from the MEDIEVAL vision. 

This vision, and the subsequent architecture, will address the following five key 
issues: 

 

• Design and specification of a set of interfaces between video services and the 
underlying network mechanisms, allowing the video services to customize 
the network behavior in an optimal way. 

• Enhance the wireless access to provide an optimized video performance 
experience through the coordination of the features of the wireless 
technologies and the video services. 

• Design and specification of a novel mobility architecture for the next 
generation of mobile networks, truly adapted to video service requirements. 

• Optimize video delivery systems with Quality of Experience (QoE) driven 
network mechanisms through the combination of Content Delivery Networks 
(CDN) and P2P techniques for optimized video streaming focusing on the 
location of caches and peer selection. 

• And lastly, support for broadcast and multicast video services, including 
Internet TV and Personal Broadcasting, through the introduction of 
multicast-aware mechanisms at the different layers of the protocol stack. 

 

Through the addressing of these key issues, MEDIEVAL intends to perform 
technological developments based on an operator-driven architecture aiming to have 
an innovative impact in terms of video services performance improvement over 
existing solutions, while providing an integrated video solution that can be 
implemented by an operator. This integrated solution will observe better QoE of video 
to users by providing a joint view of user and video services requirements, wireless 
network conditions (such as performance and load) and transport optimization, all of 
which impact mobility decision taking.  

The support of this vision requires not only the development of a video transport 
architecture, but also a high emphasis on its commercial deployment suitability. To 
further this, the design of a set of specific mechanisms and enhancements with 
application on video services will have to be developed and presented to the relevant 
standardization bodies.  
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Even though the architecture focuses on video, this kind of traffic is the most 
demanding in terms of bandwidth thus enabling other applications to work since the 
network is dimensioned for video, and with the same protocols (albeit using different 
algorithms) we can treat other kinds of traffic. 

3   Architecture 

The MEDIEVAL architecture relies on four functional cornerstones, which are 
depicted in Fig. 2, considering Wireless Access, Transport Optimization, Mobility 
and Video Services and described in the following subsections. 
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Fig. 2. The MEDIEVAL architecture 

3.1   Wireless Access 

Wireless access considers coordination mechanisms between video services and the 
different wireless access technologies in order to optimize overall performance. 
MEDIEVAL will focus on the LTE of the Universal Mobile Telecommunications 
System (UMTS) for coordination-based access, and the IEEE802.11 standards for 
contention-based wireless access, enabling a “video over wireless” concept. On the 
IEEE802.11 side, the high rates placed by video services when this kind of traffic is 
prioritized against non-real time traffic allow for good QoE, but only in limited 
scenarios [16][17]. To counter this, numerous approaches have been presented but are 
either based on heuristics and do not guarantee optimal performance [18][19] or 
introduce significant complexity while requiring the interaction between codecs and 
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the MAC layer, increasing their deployment difficulty [20][21][22][23]. On the LTE 
side, cross-layer optimizations are key improvements over existing cellular 
technologies regarding the support of video services, along with data rate increase 
obtained through intelligent exploitation of radio resources, which enable interesting 
scenarios complemented with the introduction of point-to-multipoint capability such 
as Multicast/Broadcast Multimedia Service (MBMS) [5] and evolved MBMS 
(eMBMS). An interesting project concerning cross-layer mechanisms to improve 
multimedia performance over wireless links is OPTIMIX [25], but it derives a new 
wireless architecture from scratch which can seriously hinder deployability with 
operators and does not consider entirely mobile scenarios. 

In MEDIEVAL, interaction with different technologies will be achieved through 
heterogeneous cross-layer mechanisms for interface abstraction (i.e., IEEE802.21 
[6]), facilitating interfacing with the upper layers and their exploitation of specific 
features for video optimization. Another key innovation will be the introduction of 
enhanced dynamic configuration procedures based on the current network conditions, 
while also exploiting advanced terminal features such as multiple-input multiple-
output (MIMO) capabilities, cognitive networks and multi-hop transmission in 
centralized technologies. 

3.2   Video Services 

Video services control will provide these services with the tools for reliable video 
delivery over an evolved mobile network. Some approaches already consider content 
adaptation and the use of RTSP (Real Time Streaming Protocol) but they do not 
consider, in the first case, the dynamicity of the network, the various network policies, 
QoS requirements and, in the second case, do not allow session negotiation. Other 
measures, such as packet prioritization, are not yet investigated in relatively new 
codecs (i.e., H.264, AAC audio and SVC), and Forward Error Correction (FEC) 
mechanisms negotiation at application level does not exist. All of these are imperative 
requirements in mobile environments. PHOENIX [26] proposes a cross-layer 
optimization of wireless access where video is an application of the proposed 
optimization framework. However it does not consider entirely mobile scenarios and 
video is just regarded as another application. 

MEDIEVAL will provide video services with an interface enabling them to 
interact with core network mechanisms, considering requirements and features from 
both, and properly adapt the service execution. Through this interface, video services 
are able to provide indications regarding the type of video data in order to request 
frame prioritization to the wireless layers, as well as providing resources, QoE and 
incentive parameters to better optimize transport procedures. Other measures such as 
algorithms to better adjust video streaming to the network conditions will be tackled 
considering cross-layer dynamic adaptation management techniques, prioritization 
methodologies and appropriate FEC mechanisms. 

3.3   Transport Optimization 

To capitalize from the video-aware features of both the wireless access and video 
services functional components, the architecture also provides video-aware transport 
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optimization mechanisms for efficient video delivery, offering resilient and mobility-
aware QoE to video services. Several techniques already exist such as analysis of 
interactions of video transport with other layers [29] and CDN. However, they miss a 
global system view and there is a lack of knowledge about the operation of CDN in 
the context of mobile networks. The NAPA-WINE [27] project considers P2P 
systems for high quality TV delivery, managing traffic and quality degradation, albeit 
not considering mobile networks nor broadcast/multicast solutions as well as 
operator-controlled mechanisms. 

MEDIEVAL aims to develop transport optimization cross-layer mechanisms able 
to execute resource negotiation with the wireless layers, considering an optimized 
source selection, while adapting the video service to current network conditions. The 
usage of CDN architectures in mobile environments will also be pursued as well as 
providing solutions for dynamic rate-control and caching schemes. Resource 
reservation procedures are considered to be in place and MEDIEVAL will use them 
as implemented by each technology (LTE and WIFI). However, here we go one step 
further addressing QoE in a different manner by enabling the network to understand 
what traffic is traversing the routers and will be able to take decisions before routing 
the packets (e.g., dropping specific video frames, using a different path, etc.). 

3.4   Mobility 

The reference network architecture for MEDIEVAL is the EPS specified by 3GPP 
(Release 8), and Proxy Mobile IPv6 (PMIPv6) [12] and Dual Stack Hosts and Routers 
(DSMIPv6) [24] are the two major IP mobility protocols proposed. However, these 
efforts are still based on anchor points and tunnels, and mobility is offered as a 
general service which can employ unnecessary overhead when not needed. CARMEN 
[28] addresses a mesh architecture with mobility support, while considering video at 
carrier grade. MEDIEVAL also aims at the design of a novel mobility architecture but 
focuses more on video efficiency rather than just support it. 

Considering the mobile environments over which video services will be used, the 
architecture will provide mobility mechanisms which are also video-aware, and will 
interact with the core network to ensure optimized connectivity for the terminals. This 
is achieved through the collection of handover requirements from video services, the 
identification of available resources and their impact in handover candidate selection 
taking into consideration an optimized transport execution. These four architectural 
components will feed handover selection algorithms through the provision of 
parameter values that consider an overall view of the best choice possible. 

These mobility mechanisms will address both local mobility and global mobility, 
considering, in the first case, the provision of service continuity customized to the 
different requirements of video services and, in the second case, addressing inter-
operator roaming issues without requiring the deployment of global anchor points in 
the operator’s network. Here the focus is also on session continuity. An important 
innovative point from MEDIEVAL is to consider mobility in terms of specific flows. 

Thus, the mobility architectural part will consider three main areas of intervention: 
i) mobility mechanisms for multi-mode terminals and moving networks supporting 
mobile and network initiated handovers; ii) video-aware interface for heterogeneous 
wireless access conveying video relevant information for optimal decision taking by 
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the mobility function and iii) IP multicast mobility by both sources and receivers, (i.e. 
considering their issues with tree-based approaches). 

4   Cross-layer Mechanisms for Addressing Network Requirements 

For an optimized video experience, the full set of MEDIEVAL’s functional 
architecture needs to work cooperatively, providing the bridge that allows video 
services, and their traffic, to be adapted to current network conditions based on the 
user terminal’s selected technology while on the move. An open problem to be 
tackled is how to interrelate network dynamics and QoE requirements for video 
services in wireless environments. Proposals addressing these issues don’t consider 
session negotiation or only allow it before the connection is established [3], which 
prove unfeasible in dynamic environments. Under these environments, mobility has 
been thoroughly studied, leading to extensive optimization efforts for handover 
execution, but never considering video specifically. The transport video traffic under 
these conditions gains a key importance where increasing requirements for more 
bandwidth are coupled with stringent delay constraints, while operating in heavily 
congested networks. Network requirements have to be considered under the general-
purpose behavior of the Internet, where other different kinds of traffic coexist, raising 
the interest of the IEEE802.11 in previous extensions [4]. 

To address network requirements in such environments, we explore cross-layer 
interactions, focusing on all layers of the network stack, applying improved 
management towards reliable and smooth transmission. An important tool to be used 
for this cross-layer interaction is the IEEE802.21 Media Independent Handovers 
(MIH) standard. MIH considers the optimization of handovers in multi-technology 
environments, by providing mechanisms that rely on the abstraction of the different 
connectivity technologies and provide media independent information and control to 
deciding entities, regarding the medium status. The introduction of MIH mechanisms 
work as a layer 2.5 abstraction concept, enabling MEDIEVAL to encompass future 
communication systems while tackling their inherent heterogeneous characteristics 
and challenges. Also, the media-independent signaling provided by the IEEE802.21 
MIH protocol will provide the interaction between the different cross-layer 
components on which MEDIEVAL intends to impact.  

However, the IEEE802.21 standard was not conceived for any specific kind of 
traffic and does not attempt to take the optimization perspective of the network for 
video delivery. Its introduction in the MEDIEVAL framework will leverage and 
enhance it to support video specific extensions (e.g., link capacity versus packet 
prioritization), by taking advantage of its intrinsic signaling primitives. Concretely, 
MEDIEVAL will extend the interfaces with higher layer services considering the 
interaction between mobility and transport optimization components, enabling 
IEEE802.21 to provide fine granular IP flow mobility management, while the 
interaction between the video service and the mobility components will also leverage 
already existing protocols, such as DIAMETER [7], through the creation of the 
required extensions. Thus, IEEE802.21 will be extended to convey video-specific 
information (such as encoding parameters, real-time QoE parameters, among others) 
enabling the provision of indications to handover decision entities which assist in 
applying the best procedure possible, depending as well on user credentials. 
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Although the extension of the MIH protocol to execute new personalized behavior 
has already been proposed in other contributions (such as European projects), to our 
knowledge, this is the first time that a similar rationale is applied to video and its 
inherent services. An important distinguishing point is that the objective is not to use 
media independent mechanisms to provide the same abstraction for different 
technologies, since in this case they are based on different principles that operate very 
differently when it comes to video traffic. As such, our aim is to provide a set of 
abstract interfaces allowing each medium to report its capabilities to decision video-
aware entities which can then exploit them through the same interfaces. 

MEDIEVAL will benefit from the inclusion of ODTONE [8], standing for Open 
Dot Twenty ONE, which is an open-source implementation of the IEEE802.21 
standard from the Instituto de Telecomunicações (Aveiro, Portugal). ODTONE is 
implemented in C++ using Boost and provides an operating system independent 
Media Independent Handover Function (MIHF), the core entity of the IEEE802.21. 
To enable its integration with the different link layer technologies, being managed by 
different operating systems, ODTONE provides a library based on the MIH protocol, 
which can be used to implement the different link Service Access Points (SAP). This 
provides an ample platform able to be executed in different environments, featuring 
different terminals and access technologies and thus not being dependant of a single 
operating system, which is the case of other initiatives such as [15]. The open-source 
nature of the project, and the expertise gained by its development, will provide to the 
MEDIEVAL project with the necessary tools with which to extend the base 
IEEE802.21 behavior, enabling it to provide optimized execution for video services 
aware mobility and data transport. 

5   Packetization 

MEDIEVAL will exploit packet-level mechanisms and techniques available to its 
functional elements and core network in the various types of technologies. The 
control plane of the LTE Radio Access Network (RAN) will intervene at user plane 
entities with the aim of selecting and prioritizing video frames. With respect to the 
lower layers of the wireless technologies, the project will evaluate mechanisms, such 
as the ones under standardization in 802.11aa, where dynamic prioritization for frame 
marking and discarding are supported, and techniques such as graceful performance 
degradation are employed. 

The usage of jumbo frames to aggregate packets while enhancing video delivery 
mechanisms to achieve higher video throughputs will be evaluated, taking into 
consideration the necessary extensions for the cross-layer interaction of video services 
with LTE and IEEE802.11 networks. Jumbo frames allow the usage of larger frames 
extending them to 9KB which take advantage of reduced MAC overhead, increased 
throughput and less CPU usage. However, they also introduce new problems such as 
larger hardware requirements on routers, and more video data is lost when a packet is 
lost or delayed. This is crucial in wireless environments running interactive video 
services, requiring the adoption of important measures such as zero-loss mechanisms, 
needing a feasibility study considering their effect in mobile environments and their 
impact on real-time services and video buffers. In this feasibility study, the suitability 
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of current IEEE802.11 mechanisms (i.e., such as the TXOP (Transmission 
Opportunity) parameter of the MAC protocol) will be analyzed for the case of jumbo 
frames aiming towards video services optimization. The TXOP parameter has been 
extensively used as the means for modification of the standard transmission procedure 
to achieve optimized results [9][13]. However, the MEDIEVAL framework intends to 
provide a comprehensive cross-layer approach towards the optimization of video 
services and thus application of jumbo frames at the MAC layer is not enough (or 
even only at the IP level itself [10]): the other layers, involving the video services, the 
transport and mobility procedures, must be aware of this factor and to know if the 
conditions are favorable towards its usage. As such, the interface between layers 
needs to be extended to convey this cross-layer information, towards the optimization 
of the usage of larger frame sizes to increase video performance. The studies executed 
at these two fronts will determine whether jumbo frames will be used in WLAN 
technologies or not, and, in parallel, the feasibility for the usage of this kind of frames 
will also be analyzed within LTE, towards the enhancement of video delivery 
mechanisms. Here the objective is to extend the cross-layer interaction of video 
services evidenced in the WLAN case, with the LTE architecture [14], enabling the 
usage of jumbo frames to achieve higher throughputs for video under this wireless 
technology as well. 

6   Multicast Mechanisms 

A key development for the proliferation of video traffic is its widespread diffusion 
within social network, as witnessed today on Facebook or MMS. However, the 
deployment of such features in today’s Internet while considering video traffic being 
generated by millions of mobile wireless users, emphasizes the lack of 
interconnection mechanisms supporting this trend. It is just not feasible to send 
independently video feeds towards users viewing the same content. Although 
solutions for multicast exist, these approaches do not consider scale service 
announcement and discovery as well as mapping video service groups into network-
based groups while managing different content sources. MEDIEVAL will focus on 
providing a common interface that allows different applications to efficiently deliver 
video content to user groups, leveraging multicast and broadcast context solutions 
(MBMS and eMBMS). The inclusion of these mechanisms at IP level, with special 
nodes acting as the heads of the multicast distribution trees, will also be enhanced 
with bearer service preparation to optimize scenarios where terminals change into a 
new cell not yet in the session topology. 

Another key intervention point for MEDIEVAL is the crossing of multicast and 
mobility mechanisms, particularly network-based localized mobility management 
solutions. For this, a thorough analysis on optimal multicast support in PMIPv6 [12] 
will be done. Here, the project will benefit and contribute to standardization via a 
recently formed IETF working group in the Internet Area: Mobility Multicast 
(MULTIMOB) [11], aiming to provide guidance and multicast support in a mobile 
environment. An important consideration to tackle, considering that a mobility 
management protocol that is network-based such as PMIPv6 does not consider the 
user terminal as an entity that is involved in the mobility signaling, and thus its 
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integration into mobility-aware group subscription is problematic. In the context of 
MEDIEVAL we plan to study not only receiver mobility but also the impact of sender 
mobility in a network-based localized mobility management architecture. Concretely, 
this area of the project intends to address: 

 

• Mechanisms for mobility support of listener nodes in a non-relying way to 
bi-directional tunneling 

• Topological correctness and transparency of source addressing 
• Mechanisms for optimized multicast distribution tree updating 

 

Additionally, another study item will be the coupling between the handover 
process, the change between layer-2 point of attachment and the actual group 
subscription. The strategy for the multicast distribution update depends on the 
envisioned service in MEDIEVAL, with two possible paths: specific to the source, or 
related to any source. Regarding this point, and in the context of localized mobility 
management, the multicast tree creation may interact with route optimization in a 
mobility point of view. 

The use of cross layer information to better synchronize subscription information 
and actual point of attachment especially in case of predictive handover will be a key 
study point, particularly in the cases where the change between L2 point of 
attachment is not synchronized with the L3 change (i.e., homogeneous and 
heterogeneous handovers). Cross layer information can be used to better synchronize 
subscription information and actual point of attachment especially in case of 
predictive handover. Here, the application of IEEE802.21 mechanisms is a possible 
tool to ensure the feasibility of these processes. Also, IP multicast optimizations will 
be proposed both from the network mobility perspective (i.e., due to handovers) as 
well as from the service perspective (i.e., fast change of multicast groups, required by 
IPTV). MEDIEVAL will also benefit from the on-going efforts for the development 
of a PMIPv6-compliant protocol stack, performed by several partners of the 
MEDIEVAL project. 

7   Conclusion 

In this article we have presented the key points and challenges that the MEDIEVAL 
project will address aiming to deliver video services in an optimized way over 
wireless mobile access. The major architectural areas have been highlighted as being 
wireless access technologies, mobility, transport optimization and video services, 
which reflect the general work items of the project. We also have detailed key 
innovation points and research objectives for the areas of jumbo frames, MIH 
signaling extension and network localized mobility management with multicast 
support, which are important tools and mechanisms in the overall MEDIEVAL 
design. The work will start with the exploitation of the individual work items into the 
development of a cross-layer design that leverages the joint effort of each item, into 
an evolution of the Internet architecture for efficient video traffic support. The results 
achieved with the project will fall in a number of research subjects and will provide a 
set of extensive and measurable outputs, where possible solutions for this architecture 
will be evaluated and quantitatively assessed, particularly its impact to standardization 
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and the development of new video services. Lastly, the resulting architecture will be 
implemented in a demonstrator showcasing the developed functionalities. These 
results will be further disseminated in scientific fora, including leading conferences 
and journals in the field, as well as active pursuit of opportunities for standardization 
bodies influencing. 
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Abstract. Currently, the vast majority of mobile subscribers rely on second-
generation mobile technologies, but service providers are investing into 
aggressive rollouts of mobile broadband networks to deliver a fully-featured 
wireless Internet. While the main focus in research has been put on enhancing 
the capacity of this kind of networks, very little has been done regarding their 
energy efficiency. On the other hand, rising energy cost and growing awareness 
of climate issues require a shift of focus. The EARTH (Energy Aware Radio 
and neTworking tecHnologies) project addresses this by investigating and 
proposing effective mechanisms to drastically reduce energy wastage and 
improve energy efficiency of mobile broadband communication systems, 
without compromising system capacity and users’ perceived quality of service. 
In this paper we sketch the main research approaches taken within the project. 
First, the methodologies to evaluate the energy efficiency of cellular networks, 
as well as the respective energy efficiency metrics are presented. Afterwards, 
the proposed solutions are described; within EARTH a holistic approach is 
being used so that advances in radio components, radio network technologies 
and advanced network management protocols are exploited jointly, resulting in 
combined gains that enable an expected power consumption reduction by 50%. 

1   Introduction 

The planet Earth is experiencing global warming mainly due to the rising emission of 
greenhouse gases requiring immediate action to reduce carbon dioxide (CO2) 
emission of all human activities. Even though the United Nations Climate Change 
Conference COP15 in Dec 2009 has failed to yield legally binding reduction plans 
many countries have committed to reducing their CO2 footprint by 20% by 2020, 
compared to 1990 [1]. It is believed that the Information and Communication 
Technology (ICT) industry can play an important role in such reduction plans. 
Scientific findings have indicated that the CO2 emission of the ICT industry is 
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contributing a considerable percentage to the world energy consumption budget [2]. 
Within the ICT sector mobile communication is one of the fastest growing 
contributors with a CO2 emission of 150 GTo in 2007 [3]. So, today and in the next 5-
10 years there is a high demand for energy efficient improvements of ICT, driven by 
the socio-economic requirement of reducing climate change [4]. 

In the development of mobile systems, such as GSM and UMTS, operators and 
equipment manufacturers were focused on improving transmission capacity and 
spectral efficiency to offer higher data rates and better quality of service. Energy 
efficiency was not on the mainstream of research and it came as a side effect obtained 
by improved radio techniques and technological evolution. Now after it has become 
evident that these improvements do not compensate for the exponentially growing 
traffic and the related additional deployments, energy efficiency of networks becomes 
a research theme of its own. The cost of energy resources makes up for 20-30% of the 
OPEX cost, this has forced the major operators, such as Vodafone and Orange, to aim 
for reducing energy consumption by 20% to 50% [5] in order to counteract on their 
growing operational costs. Therefore, in future mobile systems, e.g. LTE and LTE-
Advanced, energy consumption will also be a major issue from the point of cost of 
operation.  

Recently, several research projects began to address energy efficiency improvements. 
For example, MobileVCE [6] and Opera-Net [7] are targeting aspects of energy 
efficiency. In order to tackle the associated research problems in an even more 
comprehensive manner and to achieve significant impact, the multi-disciplinary 
expertise of Europe’s most successful and innovative companies, research and 
academic institutions is required. In January 2010 the highly ambitious 7th Framework 
Programme project EARTH (Energy Aware Radio and networking TecHnologies) [8] 
was launched, applying a holistic approach to investigate the energy efficiency of 
mobile communication systems. EARTH is committed to the development of a new 
generation of energy efficient equipment, components, deployment strategies and 
energy-aware network management solutions. EARTH is investigating the energy 
efficiency limit that is theoretically and practically achievable whilst providing high 
capacity and no unwanted QoS impact. The target of EARTH is to reduce the energy 
consumption of mobile systems by a factor of at least 50%. The project is primarily 
focused on mobile cellular systems of LTE, its evolution LTE-A, where potential 
impact on standardization is envisaged, but it will also consider 3G (UMTS/HSPA) 
technology for immediate impact. This paper sketches the technical approach of 
EARTH and results achieved in the first six month of the project duration. 

As it is shown in Figure 1, the EARTH consortium involves 15 partners from 10 
European countries in a European large scale Integrated Project (IP). The partners 
represent industry, operators, research institutions and universities, complementing 
the full range of knowledge and experience. The resources mobilised by the 15 
participants of the EARTH consortium represent a total budget of 14.8 M€€  with a 
total requested EC contribution of 9.5 M€€  for the duration of 30 months. The 
especially strong industrial commitment in the project is expected to facilitate real-
world results and fast commercialisation of the project’s efforts. A strong contribution 
by academia assures a high level of innovation and bases the project on cutting edge 
research know-how. 
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Next to the environmental improvements, the substantial reduction of network 
energy consumption will yield large cost savings for mobile operators, substantially 
reducing the economical barrier to offer ubiquitous mobile broadband coverage. 
Hence, EARTH also enables the provisioning of high speed mobile services to 
citizens in countryside areas which are not yet reached by mobile broadband services.  
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NXPFR,ETH 

 
Research centre 
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Higher education 
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TTI 

 
Other 
ETSI 

 

Fig. 1. EARTH Consortium 

2   Research Strategy and Expected Impact 

Instead of improving single components, the EARTH project [8] addresses the whole 
system with a holistic approach, from component level to network deployment and 
network management.  

2.1   S&T Methodology 

The technical work is organized around a structure with four groups of tracks as can be 
seen in Figure 2. In the first group of tracks, EARTH studies the global carbon footprint 
of wireless communications today and provides a forecast for the years 2010 to 2020. 
Furthermore, reference scenarios and an evaluation framework are being developed. 
These include the specification of meaningful “green” metrics and optional system 
extension scenarios in order to enable the proper assessment of energy efficiency for the 
project’s technical solutions. Based on these metrics and scenarios, the following three 
groups of tracks investigate theoretical limits, technology potentials and practical targets 
on different levels of Radio Communication networks. 
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In a second group of tracks, EARTH identifies and investigates mechanisms and 
solutions by reconsidering the mobile cellular networks architecture and deployment. 
The work places special emphasis on cooperative base stations, multi-hop extensions 
and heterogeneous deployments including relays and small cells.  

The third group of tracks studies how network management and radio resource 
management can be enhanced for energy aware operation and dynamic adaptivity to 
variable traffic loads. The behaviour of networks and network components in low 
loaded situation, e.g. during night times, has been neglected in the past. Therefore 
high potential for large saving is expected in these situations. 

The fourth group of tracks is devoted to energy efficient components of radio base 
stations and to enhancements of transmission techniques. 

 

Fig. 2. EARTH holistic approach to Energy Efficiency of 4G Radio Communications 

Developing early proof of concepts of sub-systems will be a key factor for the 
success of the proposed solutions. EARTH validates the investigated concepts by 
implementing selected solutions in a test platform provided by Telecom Italia’s 
testlab. Other approaches are verified in system simulations. With the experiences 
gained, the individual solutions of the different tracks will be consolidated and 
aligned into an integrated solution. The evaluation framework and the defined 
metrics will be applied to calculate the energy efficiency improvement achieved by 
EARTH.  

The scientific results of the innovative energy efficiency solutions will be widely 
disseminated. Large parts of the solution will require submission of amendments to 
standards or of new standards in order to ensure multi-vendor interoperability and 
wide applicability. 
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2.2   Estimation of the Ecological Impact of Mobile Communications 

Several estimations of the energy consumption and the corresponding CO2 footprint 
of ICT have been published [9] [3], the SMART 2020 report probably being the most 
prominent one. The EARTH project has undertaken to revisit the ecological footprint 
of mobile communications to predict the impact on the global scale and what 
mitigation the EARTH project can provide for reducing this footprint. 

The study within EARTH is based on comprehensive data of the consortium on 
deployed base station sites of cellular networks, broadband subscriptions, types of 
mobile devices and the amount of traffic they generate. The study takes into account 
the radio access network, core network data centres and mobile devices. For each of 
these, energy consumed during manufacture and operation is studied separately in a 
full life cycle analysis. These data are extrapolated to the year 2020, regarding several 
scenarios: (i) efficiency improvements are leveraged for capacity gains rather than 
energy savings, (ii) business-as-usual with an observed annual 8% reduction of 
energy consumption mainly based on Moore’s law, and (iii) improvements foreseen 
from EARTH. Finally (iv), also the usage of renewable energy is studied for a 
reduction of CO2 emissions.  

The study yields an overall carbon footprint for 2007, that is significantly below 
the one estimated in SMART 2020 study of 150 Mto CO2-e. The difference is mostly 
due to updated electricity consumption data of base stations. The projection to 2020 
[10] suggests that the overall carbon footprint of mobile communications will almost 
triple between 2007 and 2020 if no additional means for reduction are taken. By 2020 
the contribution of mobile device manufacturing will catch up with the CO2 footprint 
of network operation, driven by the increasing use of smartphones and laptops for 
mobile access. This prediction is slightly higher than that given by the SMART 2020 
study, which did not consider smartphones and laptops. Extrapolations of the Cisco 
Visual Networking Index suggest that mobile traffic volume might rise by a factor of 
100 to 150. In spite of that, the overall RAN energy consumption can be kept flat by 
realizing both component and system-level energy efficiency improvements that the 
project EARTH strives to provide [11]. 

3   Technical Approaches Undertaken 

The EARTH project is committed to study the energy saving potential of a broad 
range of solutions. Following all of them would risk diluting resources and missing 
the maximum impact on power consumption of future LTE and LTE-advanced 
systems. Therefore EARTH is devoting the first year of the project to analyse the 
theoretical gains and limits of all tracks. Leveraging the metrics and the evaluation 
framework EARTH that are being defined in parallel to that, EARTH will then select 
the most promising tracks to pursue in more detail in the remainder of the project. At 
the time of writing this position paper, the project is on half way to the selection 
process, and this paper can just give a first status of the modelling of the different 
tracks. 
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3.1   Reference System, Reference Scenarios and Evaluation Framework 

For analysing the potential gains of the different technology tracks studied in 
EARTH, a baseline system (BLS) and reference scenarios (RSc) are an indispensible 
prerequisite. In the first months of the project such a common reference system has 
been defined, building a cornerstone for the EARTH project. To capture the state-of-
the-art, the specified parameters and settings are based on 3GPP LTE standards and 
best-practice of system simulations. Further, the reference system definition will serve 
for the configuration of the testbed and for the final assessment of achieved gains at 
the end of the project. The Reference Scenarios (RSc) are technology agnostic use 
cases chosen to represent relevant cases for energy efficiency evaluation with certain 
deployment assumptions, channel models and geographical, temporal and service 
specific traffic models. 

The Optional System Extensions (OSE) broadens the baseline system by innovations, 
spanning the energy efficiency solution space envisaged in the EARTH project, e.g.  

• Traffic aware power amplifier concepts 
• Remote radio heads 
• Relaying concepts 
• Heterogeneous networks and small cells 
• Coordinated multipoint transmission 
• Multiple combined radio access technologies (multi-RAT) 

 

Figure 3 shows a graphical representation of the EARTH reference concept.  
 

 

Fig. 3. Graphical representation of reference system and reference scenarios 

The specification of the baseline system and of the system with optional extensions 
are organised in a hierarchical manner, from component level to system level, as 
shown in Figure 4. This provides a toolbox for studying single tracks or combined 
effects of the most promising tracks selected in EARTH.  

3.2   Energy Efficiency Metrics and Evaluation Framework 

Today, there exists no widely agreed methodology to evaluate the energy efficiency 
of cellular networks. Similarly, meaningful energy efficiency metrics are currently 
lacking. But both are a prerequisite to determine the energy saving potential of 
concepts or technologies as developed in EARTH. 
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Fig. 4. Hierarchical structure of the Optional System Extensions  

The evaluation of energy efficiency on the system level requires combining 
contributions and interaction of components, deployment, traffic scenarios and system 
management. This cannot be achieved in a complete system simulation, but requires 
detailed simulations on radio link level, modelling of energy consumption of radio 
components, stepwise abstraction of such models into a system level with weighted 
contributions according to the reference system or its extension.  

Such a methodology will be provided by EARTH for a fair comparison of different 
concepts and technologies. Figure 5 shows a sketch of the evaluation framework that 
is currently under construction in EARTH. Each step is fed by parameterized models, 
from component level up to system level. For example, a simplified energy aware 
scheduler model defines the resource utilisation pattern of the LTE radio frames. 
Combined with the DC power consumption model of the transceivers (TRX) this 
yields the TRX power consumption. For a given base station and deployment model 
the system power can be computed from this for the covered area of the system.  

Now, the final step of assessing energy efficiency is the application of a metric to 
the energy consumption. Simple metrics just sum the power consumption of all 
components. But obviously the lowest energy consumption is not the best mode of 
operation, when the quality of service is jeopardized or the coverage is patchy. Proper 
energy efficiency metric has to capture the amount of service provided by the energy 
spent, i.e. rating the consumed energy in relation to the transported data, to the 
covered area or to QoS parameters like call drops or data delay. 

Another aspect of the metric is whether it regards the instantaneous power P (i.e. 
energy consumption on a microsecond scale) or the power averaged over longer times 
(e.g. a radio frame of 10msec, an hour or a week), and the instantaneous or averaged 
data rate R served by this power. Note that mathematically it is not the same to 
compute the average of the ratio of power and data rate compared to the ratio of the 
average values (Eq. 1). Usually a network operator will not care about instantaneous 
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Fig. 5. Stepwise abstraction of system power consumption in the evaluation framework 

values, but about the monthly energy bill and the user data throughput per month. 
Also it may be very difficult to record the instantaneous values in a real-world system. 

ε = Average(R) / Average(P) <> Average(R/P)  (1)

In EARTH the requirements for a suitable metric are being collected and a set of 
metrics have been identified as candidates for a meaningful system metric. Different 
key performance indicators (KPI) like data throughput or coverage can be regarded or 
additional boundary conditions (e.g. delay or acceptable blocking rate of services) are 
applied. One example metric is given below (Eq. 2)., aggregating the system data rate 
R(t) as key performance parameter and relates it to the aggregated consumed system 
power P(t) over a time interval T. 
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4   Potentials of EARTH Technical Solutions 

The technology potential of some key technical approaches of the EARTH project 
will be briefly described in the following, grouped according to the work packages 
named “Green networks” and “Green Radios”. Detailed studies to quantise the 
achievable energy savings have been started and are ongoing at the time of writing. 

4.1   Green Networks Technological Potential 

Temporal and spatial traffic variations greatly influence the achievable energy 
savings. A method which allows extracting traffic variations from cell-specific 
measurements in the form of spatial distributions will be used to transform operator’s 
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measurements into a surface map of spatial densities, so that the information can be 
treated separately from the underlying network layout. Then, network scenarios with 
different layouts of cells can be compared. An energy-aware network management 
should match the number and locations of active radio resources to the temporal and 
spatial variations of traffic demand.  

Within the EARTH project several solutions have been studied to enable the 
reduction of energy consumption at the network level of mobile cellular networks by 
adapting the resources offered to the users’ demands. They are grouped in the 
following three main areas that encompass the three different time scales used when 
reasoning over radio networks: network deployment strategies, network management 
algorithms and radio resource management (RRM). While network deployment is 
designed for long-term measured in years, network management acts on day-to-hour-
basis and radio resource management is almost real-time. 

For each of these areas, different solutions have been proposed, and their 
theoretical potentials have been analysed. An important aspect that will be analysed is 
the possible combination of solutions from different areas, for example, designing a 
deployment strategy taking into account the possible management mechanisms that 
could be implemented on top of it. 

4.1.1   Deployment Strategies 
Energy efficiency of deployment strategies featuring the following techniques is 
being analysed: 

• Variable cell size and cell mixing: The trade-off between required transmission 
power and the number of cells to cover an area is studied to derive the optimal 
strategy for the deployment of macro and micro sites in heterogeneous systems for 
different load conditions. Results from the studies performed so far indicate that 
significant gains (up to 70%) can be obtained in terms of area power consumption 
(W/Km2) if micro-sites are combined with traditional macro deployment [12]. This 
solution has also been analysed under the condition of indoor-outdoor scenarios. 

• Multi-hop relay: As part of the 3GPP study item LTE-Advanced relays are being 
studied as a technology to extend coverage and increase capacity [13]. By means of 
analytical studies, the energy efficiency fundamental limits for Decode and 
Forward, Amplify and Forward and Compress and Forward relaying schemes have 
been derived. Additionally, a relaying scenario has been modelled as a non-
regenerative cooperative Multiple-Input and Multiple-Output (MIMO) 
communication system and its energy efficiency in bits-per-joule has been 
compared. Preliminary results show that for some relevant scenarios relaying 
strategies do not only enable higher spectral efficiency but also optimize the energy 
consumption per transmitted bit. 

• Base station (BS) cooperation: Cooperative transmission of neighbouring BS like 
Network-MIMO and Coordinated Multi-Point Communication (CoMP) can enable 
interference mitigation and thus reduction of transmit power and of 
retransmissions, at the cost of higher traffic on the backhaul. An energy efficiency 
analysis of an idealized CoMP system have shown that it can be energy efficient in 
asymmetric propagation conditions and that the backhauling and cooperative 
processing power should be kept low for CoMP to provide any gain. 
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• Multi-RAT deployment: 3GPP networks comprise a range of radio access 
technologies (RATs), e.g. GSM, WCDMA and LTE. These RATs have different 
capacities and different ability to provide bearers with QoS profiles of certain 
services. A multi-RAT strategy can apply load balancing and separation of traffic 
types to maximise the overall energy efficiency. 

4.1.2   Network Management 
A first assessment of self-organizing networks (SON) mechanisms for autonomous 
selection of energy efficient network operation mode has also been carried out: 
• Network management mechanisms with ON-OFF schemes are focusing on how to 

reduce the number of serving base stations according to the current needs of the 
network. A BSs can be switched off when the load condition is low and other BSs 
can serve the user demand. The viability of turning off BSs relates to the density of 
the BS that is required to cope with the capacity demands. In peak-traffic demand 
the cell sizes are deliberately reduced since the limiting factor is the BS capacity 
and not its power budget. Results have shown that simple management schemes 
might achieve, theoretically, significant energy savings (up to 20 %). 

• Multi-RAT coordination and cooperation also aims to reduce the number of active 
BS adaptively to the actual traffic demands of the network. Assuming co-located 
sites equipped with multiple radio access technologies, the analysis performed in 
an urban macro environment has shown the real potential of multi-RAT 
management to enable more energy efficient operation through dynamic adaptation 
to the actual traffic demands of the network.  

• Cooperative BSs can be used, e.g., to multicast traffic from a single source to a set 
of destinations through a set of BSs. Numerical results show the impact of average 
channel conditions on how to select the interim BSs between the source and 
destinations. 

4.1.3   Radio Resource Management 
Finally, RRM algorithms are being studied from an energy efficiency point of view. 
• In order to investigate how the elasticity of the traffic and its characteristics can be 

utilized, the interaction of call admission control and RRM is being analyzed. 
• In multi-RAT environment, it is interesting how to dimension the networks with 

system wide control of scheduling and call admission control in a more energy 
efficient manner. 

• It is also an open question how neighbouring cells should cooperate with other to 
reduce their energy consumption. There are ongoing studies on joint scheduling 
and power control of multiple cells. 

4.2   Green Radios Technology Potential 

In today’s mobile networks, the base stations are responsible for the major part of 
energy consumption in radio access networks, simply due to the large number of 
deployed BSs for guaranteeing the QoS and coverage. With the deployment of LTE, 
in coexistence with GSM and UMTS, the increasing number of BSs will cause an 
increase in energy consumption [8]. 
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The EARTH project breaks down the consumption of base stations to its 
components and analyses the technology potential in energy savings, not only 
optimizing each block, but also providing a holistic approach. Three main fields of 
techniques and solutions have been identified to improve the energy efficiency of 
LTE with the low impact on overall performance: 

• Energy Efficiency in Antenna Techniques 
• Energy Efficiency in Radio Components 
• Energy Efficiency in Radio Interface and Protocol Based Techniques 

4.2.1   Energy Efficiency in Antenna Techniques 
By using multi-antenna techniques such as spatial multiplexing and beamforming it 
should be possible to reduce the necessary transmit power while still maintaining 
QoS. The current activities are mainly focused on: 

• New antenna topologies and the use of new materials are investigated from the 
energy efficiency perspective.  

• Reconfigurable antennas and active antenna systems are considered for adapting to 
the traffic demand. On one hand, static parameters of an antenna, like beam width 
and pointing direction, can be tuned according to current traffic distribution, so that 
link budget is optimized. On the other hand, active antenna systems implement 
beamforming with maximum flexibility and energy savings related to space 
diversity and multiplexing techniques, as well as reduction of feeder losses (with 
Remote Radio Head, RRH). 

• Smart antenna technologies, like MIMO, are also investigated. Multi-antenna 
operation and MIMO have been adopted by LTE to increase the coverage and 
capacity. However, the different operations in downlink (transmit diversity, spatial 
diversity with/without precoding, multiuser MIMO,…) [18] can strongly affect BS 
energy efficiency. Therefore, the best configuration of MIMO can be selected if an 
accurate model of performance and the impact on consumption of each MIMO 
mode is available. 

4.2.2   Energy Efficiency in RF Components 
The main BS blocks considered in the project are DSPs for baseband (BB) signal 
processing and control, Small Signal RF transceiver (SSTRX) and Power Amplifiers 
(PA). The energy consumption of each block presents different breakdowns in 
function of the cell size. For instance, in a macro cell BS, the power amplifier 
(including its cooling) consumes around 65% of the total consumption. However, in a 
pico cell BS, the BB/DSP and SSTRX dominate the energy consumption and use up 
to 70% of the BS power. Therefore, the investigations of the RF transceiver field puts 
special emphasis on the search of new solutions and approaches in the PA for macro 
BSs and in the BB/DSP and SSTRX for pico-BSs, with parallel research in the rest of 
the blocks. 

• For PA, two concepts for Adaptive Energy Efficient Power Amplifiers are 
proposed to meet the required high energy efficiency performance [15]. Both are 
based on advanced amplifier design (transistor technologies and architectures) for 
allowing the adaptability to traffic statistics in LTE. Adaptive PAs leads to reduced 
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power consumption for low and medium signal levels by adjusting the operating 
point to the signal level. Fast component deactivation during time slots with no 
transmitted signals avoids further power wastage.  

• For BB/DSP and SSTRX in pico-cell context, the challenge is to use the best suited 
components and to enable dynamic power management and voltage scaling, as 
well as to implement algorithms and signal processing in energy efficient ways by 
means of high performance processors (ASIC, ASIP, FPGA). 

4.2.3   Energy Efficiency in Radio Interface and Protocol Based Techniques 
The LTE standard unlike many other radio access technologies does not require 
continues transmission of reference signals (or pilots) allowing periods where the 
system does not need to transmit. These can efficiently be used for reduction of system 
energy consumption. Another key feature of LTE are multi-antenna techniques which 
also need to be addressed in terms or energy efficient network operation.  

• The discontinuous transmission (DTX) and sleep mode techniques adapt the 
operation of PA to the required transmission periods. DTX and sleep modes can be 
classified depending on their time scales. Micro DTX is working on a fraction of a 
subframe (<1 ms), short DTX is designed to adapt to the radio frame structure 
(<10ms), and long DTX operates for longer than one radio frame. Finally more 
traditional sleep modes are designed for periods >10ms. 

• The technique of adaptability to system dynamics takes in advantage all the 
flexibility of the LTE standard to use the best configuration in each moment. This 
means that Adaptive Modulation and Coding (AMC), MIMO pre-coding and rank 
adaptation algorithms are evaluated for the energy saving potential of re-assigning 
the transmission mode as a function of scenario. 

• Retransmission schemes and HARQ protocols are considered to find optimal 
scheduler algorithms that enhance the usage of the PA, reducing the power 
consumption. 

5   Conclusions and Future Developments 

For the deployment of future high speed mobile communication networks the system 
power consumption and the CO2 footprint are critical, both from environmental point 
of view and for the operational cost of mobile operators. In the framework of EC FP7, 
the EARTH project is set to study energy saving measures, to assess their limits and 
potentials and to provide an integrated solution with at least 50% of energy savings 
compared to today’s baseline system. 

The project was started in January 2010 and has already delivered a consistent 
estimation of the global power consumption of mobile networks up to 2020. It has 
achieved the definition of a baseline system and scenarios for the evaluation of energy 
efficiency improvements. Currently EARTH is working on the specification of 
meaningful metrics and an evaluation framework. 

EARTH aims for improvements beyond current development trends. Those 
improvements will be yielded by energy efficient deployment strategies including 
heterogeneous networks, relays and cooperative base stations; energy aware network 
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re-configuration and resource management; and transceivers or base station 
equipment with high adaptability to the traffic situation. Further improvements will be 
realized by employing advanced radio transmission techniques for energy efficiency 
instead of purely for spectral efficiency improvements and by energy efficiency 
enabling enhancements of radio interfaces. This position paper describes the main 
tracks and first results of the project. 

Such techniques for improved energy efficiency of mobile broadband 
communications will only be deployed if they do not unduly impact on the system 
performance and the user’s perceived “quality of service”. The challenge of EARTH 
is thus to analyse the trade-offs between performance and energy efficiency. In this 
sense, metrics and figures of merit that account for both the energy efficiency and the 
capacity are studied during this first phase of the project. An evaluation framework 
that combines contributions and interactions from component to system level is being 
developed to enable a fair comparison of different concepts and technologies and to 
judge the gains of each standalone solution on the integrated system. 

The results of EARTH will be widely disseminated and (where required) taken to 
the appropriate standardisation bodies. Several papers have already been presented 
[11][12][15] or accepted for publication [16][17]. Due to the industry driven 
consortium it is expected that the results will be quickly leveraged for efficient 
products, providing operators with sustainable equipment and operation of their future 
mobile broadband networks. 
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Abstract. Currently and in the future, users demand for ubiquitous network 
connection to interact with the world. Moreover, the mobile devices are 
increasingly widespread and are better equipped in terms of access connections 
and services support. Mobility management is therefore an intrinsic feature of 
mobile networks; however, it is not yet ready to support the so called User-
provided networks (UPNs), where the network elements can be devices 
controlled by regular users, or providers, and share subscribed access. In these 
scenarios, mobility has to be rethought to consider user-centric approaches. 
This paper discusses the efficiency and applicability of current mobility 
assumptions in user-centric scenarios, discussing their requirements and 
solutions addressing several types of networks that may exhibit user-centric 
characteristics. It also identifies the fundamentals of a user-centric mobility 
management architecture able to efficiently deal with the dynamicity of the 
aforementioned scenarios. 

Keywords: mobility management, user-centric, scenarios, requirements, 
assumptions, challenges. 

1   Introduction 

Today, ubiquitous access is not only a commodity for Internet users, but it is also 
essential to interact with the world. Moreover, mobile devices are increasingly 
widespread and are better equipped in terms of access technologies and service 
support. Moreover, mobility is an essential key feature which holds specific network 
requirements. For instance, any movement across different network segments should 
be transparent to the user, so that the network should be able to maintain service 
continuity independently of location and access media, supporting the heterogeneity 
of today’s networks and technologies. 

Mobility management is today an intrinsic feature of mobile networks. However, it 
is still a feature left aside in what concerns the most recent trends in wireless 
networking, namely, in user-centric environments. In these environments, the social 
behavior inherent to humans is also impacting the way network access is perceived; 
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they consider that users develop spontaneous wireless networks simply based upon 
cooperation and access sharing on particular communities. Such user-centric 
architectures bring in several challenges to the traditional and tightly controlled 
mobility management schemes. First, in user-centric scenarios, the network elements 
are usually devices either carried or controlled by regular Internet users or providers. 
Second, users share subscribed Internet access. Third, users (and hence, the devices 
they own) tend to be mobile, with large dynamicity. Fourth, in these networks, some 
access control features may be transferred by the provider to the control of the user 
(as it is the case of femtocells). 

Current mobility management solutions are not optimized for the previously 
described aspects, mainly personalization and dynamicity. It is therefore of major 
importance to re-think mobility management from an out-of-the-box perspective, and 
in particular, to consider user-centric approaches and how these can assist not only the 
individual user but also the provider in terms of mobility management coupled to the 
day-to-day living of Internet users. Such re-thinking has to consider trends on 
personalization and dynamicity: it is required to pro- vide a mobility process applied 
to distinct users with different mobility patterns, and also to different services and its 
characteristics, and forming different social networks. 

As a first step towards a better re-thinking, this paper identifies and describes 
main user-centric scenarios, their assumptions, and mobility management 
requirements. We aim at assessing the suitability of current mobility models when 
applied to the described scenarios, and we show why a new approach and paradigm 
for mobility is required. For the sake of simplicity, one part of the discussion is 
divided in three blocks that we consider essential from a mobility management 
perspective: i) binding definition, what is the binding information and its initial 
discovery; ii) binding maintenance, how to maintain the translation/mapping update 
and at which cost; and iii) forwarding data problem, the required data plane 
techniques to keep up with the mutating control plane. We identify the main 
problems derived from the integration of these three steps in user-centric scenarios 
and propose some ideas to improve it. We analyze the cur rent problem of the use of 
IP address for both identification and location in the scope of mobility management 
and how it interferes with personal mobility, services mobility and multihoming. 
We further discuss initial ideas on requirements and characteristics of a mobility 
management architecture aiming at decentralizing the global management in user-
centric scenarios, and exploiting how the context of users, networks and services 
can assist in optimizing mobility management. Finally, we analyze the distribution 
of mobility control points in the network according to different models and how 
they could be reallocated, based on adaptable principals that react to network 
changes. 

This paper is organized as follows. Section 2 covers related work, also explaining 
our contribution in regards to previous work. Section 3 describes a set of user-centric 
scenarios, their mobility management assumptions and requirements, and their 
integration with current mobility solutions. Section 4 discusses challenges that we 
have identified and potential solutions to the identified gaps. The paper concludes 
with a summary and future work in section 5. 
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2   Related Work 

To understand potential mobility patterns related to spontaneous environments, 
Huang et al. addressed the specific scenario of incident scenes, such as disaster 
networks and the need to provide connectivity on such environments [1]. The 
authors provided an analytical categorization of parameters that are related to 
mobility in such environments, and provide a set of recommendations to follow in 
regards to mobility in self-organizing networks. A study on an Urban landscape 
based on Google WiFi mesh network [2] provides a good basis for the analysis of 
wireless usage. In particular, the authors show that such usage is splitted into three 
classes mostly based on user devices, namely, traditional mobile computers 
(notebooks), APs, and PDA-like smart-phones. The authors also show that the urban 
mobility patterns exhibit the property of geographic locality. Specifically regarding 
accounting of mobile users in wireless environments, a solution considers the 
application of agents that track node mobility, the Mobile Agent (MA) middleware 
[3]. Such solution is based on having agents sent on demand to administer nodes. 
The central block works on the control plane only, in contrast to centralized mobility 
management solutions of today. A few proposals [4] [5] have considered the 
application of overlays to deal with mobility from a global perspective. This gives 
the means to consider mobility management from a distributed perspective, where 
the mobility anchor point may be placed within the user premises. However, these 
solutions do not consider de-centralization nor decoupling of mobility functionality. 
A proposal for a spontaneous environment mobility architecture based on the 
definition of more adequate addressing schemes, and hence, of more adequate 
routing [6], combines the notions of geographical routing based on ballistic 
trajectories with a location service based on Distributed Hash Tables (DHT) to 
achieve seamless mobility management in a k-neighborhood. Mobility management 
is based on the definition of an identifier that identifies the node on its constructed 
pseudo-geographical space and which associates the node with a k-neighborhood, 
thus providing an identifier to its mesh area. 

3   User-Centric Scenarios 

Broadband Internet access is in its majority complemented by wireless technologies in 
the last hop. Such wireless deployment, added to the low-cost and open-source 
firmware available, lead to a paradigm change in the user role in terms of networking 
architectures: the user today can contribute and assist in increasing the reach and 
support of the Internet broadband access. Hence, such networking scenarios 
correspond to user-centric scenarios in the sense that the user is capable of controlling 
its own wireless devices, which become part of the network. 

The main aspects of user-centric scenarios relevant from a mobility management 
perspective are the following: high mobility frequency (users adhere to such wireless 
infrastructures mostly to be able to move freely across additional spots); nodes in the 
network that provide access to other nodes may change frequently; users share 
connectivity (share Internet subscription). To better analyse the implications of these 
aspects in terms of mobility management, we describe examples of scenarios with 
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Fig. 1. Current Network Scheme 

user-centric characteristics, as illustrated in Figure 1. We have considered five 
different architectures and we will analyze their main characteristics, common aspects 
and potential gaps to be filled from a mobility management perspective. 

To support the comparison analysis, we provide Table 1. This table contains a  
set of main features that, jointly, characterize mobility management functionality: 
identification and user profile database, access control/authorization, service portability, 
resource management adaptation, and the potential need for local and global handover 
optimization. 

Table 1. Systematization of the scenarios 

Features/Scenario Hotspot WMN MANET UPN DTN

Identification
Global user
credentials, IP
address

IP address (1
interface)

IP address (1
interface)

Community
credentials,
depends on
local trust
management
system

Community cre-
dentials; may be
provided spon-
taneously; local
identification
may not exist

User Database
Provider (ac-
cess or service)

Community,
provider

Provider (ac-
cess or service)

Community,
potentially dis-
tributed across
several locations

Inexistent

Access control/
authorization

Centralized,
provider

Distributed
across a set of
specific nodes

Distributed
across a set of
gateway nodes

Distributed and
spontaneous

Decentralized

Mobility anchor
point location

Edge node
or Service
Provider

Static gateway
nodes

Static gateway
nodes

Edge Node, Ser-
vice Provider,
Micro Provider

a few nodes on
site, e.g. due to
higher levels of
residual energy

Portability
Local or de-
pendent on 1
provider

Within a com-
munity (most
likely tied to 1
provider)

Within a com-
munity (most
likely tied to 1
provider)

Within a com-
munity (some-
times tied
to a Virtual
Operator)

Within a local
area

Resource manage-
ment adaptation

inexistent inexistent manual(nodes) automatic inexistent

Intra-handover
frequency

low medium medium high high

Inter-handover
frequency

low low medium medium low
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3.1   Hotspot 

The Hotspot is today the most popular architecture available with user-centric 
capabilities. Its main purpose is to expand and to complement current Internet 
broadband access. Wireless hotspots abound around us in residential households and 
public establishments (e.g. universities, shopping centers, hospitals, hotels). A 
Hotspot is composed by at least one wireless Access Point (AP) connected to the 
Internet through an Access Router (AR), being these devices usually provided by a 
Network Access Provider or an Internet Service Provider. Usually, the AR and AP are 
co-located (e.g. as part of the Residential Gateway on a household). In public 
Hotspots several APs may be connected to the same AR to provide a wider coverage 
area. Although in the hotspot scenario there is no connectivity relaying from one user 
to the other, the AP media is shared. 

 

Fig. 2. Hotspot Scenario 

The hotspot is controlled and owned by a provider. This is the case for our 
residential household, where we have an AP placed and controlled by our provider. 
Given that its purpose is to expand capillarity, hotspot users normally stick around 
and hence are said to visit a few preferred locations mobility is limited in scope (cf. 
first column of Table 1). Node movement speed is low (e.g. users walking on a house 
or to a coffee-shop), and connectivity while users move is intermittent. 

Within a specific hotspot, movement is usually taken care of by the MAC layer. 
Moreover, user identification and authentication is provided by regular means based 
on MAC and IP identification, and controlled by the provider the user or a hotspot 
(for the case of pre-paid access) subscribes to. Hence, a hotspot is centralized, from an 
access control perspective. Service portability is an aspect that is only considered for 
hotspots belonging to the same provider, and resource management is usually 
inexistent, being the service provided on a best-effort basis. Consequently, the need to 
perform handovers normally relates to inter-hotspot scenarios, where users arrive or 
leave a hotspot. When inter-hotspot handovers occur, they are dealt with from an OSI 
Layer 3 perspective. 
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Fig. 3. MANET and WMN Scenarios 

3.2   WMN and MANET Scenarios 

Wireless Mesh Networks (WMN) and Mobile Ad-hoc Network (MANET) scenarios, 
which are respectively covered by the second and third columns of Table 1, are  
both sub-cases of ad-hoc networks. A main difference to highlight between WMNs 
and MANETs is that, while in WMNs all nodes are static, in MANETs all nodes  
may move, even though today most of the gateways are static. Both these scenarios 
have intrinsic characteristics that must be considered when addressing mobility 
management. 

Similarly to the hotspot scenario, these scenarios are also applied to provide 
connectivity expansion in an autonomous way. However, it should be noticed that for 
this specific case (and in contrast to the hotspot model), the provider has no control on 
the MANET growth/operation. Hence, key aspects to take into consideration in this 
model are the clear split of network management functionality between the access and 
the MANET (Customer Premises) region. Moreover, there is no centralized control and 
hence, ad-hoc transmission brings both benefits and disadvantages (e.g. overhearing). 
Central to the deployment of this scenario is the need to consider a dynamic routing 
(multi-hop) protocol, to ensure reliable transmission across several hops. 

The gateway nodes are, from a mobility management perspective, crucial nodes in 
the sense that the mobility anchor point may be co-located with theses nodes. 
Moreover, gateway nodes are also relevant in terms of access control. 

Portability is also a feature that is limited to the scope of a specific community or 
tied to a provider. 

3.3   User-Provided Networks 

User Provided Networks (UPN) aspects are presented in column four of Table 1. 
UPNs relate to a recent trend in spontaneous wireless deployments where individual 
users or communities share subscribed access in exchange of incentives. Hence, the 
user becomes a provider of services given that by sharing Internet access users 
devices become networking devices, for instance, they relay connectivity. This 
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Fig. 4. UPN Scenario 

aspect is not completely synchronized with the Internet end-to-end principle, which 
describes a clear functional splitting between end-systems and the network. A key 
aspect to UPNs is that they rely on existing network topologies, as illustrated in Fig. 4. 

We can divide the UPNs according to two main types: infrastructure-based and 
mesh-based. Both types are being applied as complement to existing access networks: 
they allow expansion of such infrastructures across one wireless hop. For both 
models, there is usually one individual or entity (the Micro-Provider, MP ) which is 
responsible for sharing its connection with N-1 other users (out of a universe of N 
users, who today belong to a single community). Moreover, a user is, in a specific 
community, simply identified by a virtual identifier (a set of credentials username and 
password) which is stored by a Virtual Operator (VO) and rely upon whenever the 
user decides to access the Internet by means of a specific community hotspot. 

To better illustrate examples of UPNs, we here consider three different scenarios. 
In the first scenario, a hotspot owner willingly shares the Internet access with specific 
friends, using a local authentication procedure. The requirements and assumptions of 
this scenario are similar to the ones of the Hotspot model. 

Another scenario corresponds to the regular municipality Wireless Fidelity (WiFi) 
case, being the user authentication local. In this scenario, the network adopts a mesh 
topology, so the characteristics and requirements of this scenario are similar to WMN, 
previously analyzed. The last UPN corresponds to a residential scenario, where a 
regular user at home decides to open access to a specific community, which is 
managed by a VO (cf. Table 1). The only relation the MP has to the VO is that the 
MP belongs to the community coordinated by the VO. 

In terms of mobility management, UPNs are expected to exhibit more variability 
than the previously described scenarios given that user equipment is part of the 
network. For instance, a user can turn off his equipment at any time without 
previously notifying users profiting from the relayed connectivity. The impact of 
having users controlling portions of the network is highly related to the underlying 
network architecture(s): such impact may be local or propagated to the whole 
network. From a mobility management perspective, the MP is the crucial point to 
consider. The VO (in contrast to scenarios where the provider performs mobility 
management) is simply a coordinator for access control. 
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In terms of handovers, the UPNs privilege the inter-UPN handovers among MPs of 
users of the same community. The idea of the UPN is to provide connectivity in a 
large area to a user that belongs to the community. The user can move inside of a 
certain area, maintaining the connectivity from several access points. In general, the 
size of each UPN is small, so the requirement of intra-UPN handovers is not high. 

3.4   DTNs 

Delay Tolerant Networks (DTN) are used for chaotic conditions, like natural 
disasters, wars, accidents or space networks. These networks have completely 
different paradigms comparing with the previous ones. DTN is a concept an not a 
network topology or technology, since it can be applied to current network structures 
in disruptive and chaotic scenarios, as presented in Fig. 5. DTNs present intermittent 
connectivity, long and variable delay, asymmetric data rates and high error rates. The 
main purpose of DTNs is to deliver vital messages without losing any information, 
independently of the delay and connectivity. In these scenarios, some messages are 
stored in some nodes along the path until being possible to forward them. The 
traditional end-to-end notion of the transport protocols, like Transport Control 
Protocol, is impossible to be applied to DTNs. 

In DTNs, the access control and authorization is decentralized through the network 
elements that form the DTN. The dimensions of the DTN depends on each scenario, 
from small spaces with disruption of connectivity, such as rural places, to the large 
and sparse places when natural disasters occur. DTNs could exist across different 
access technologies, and it is important to exploit all connectivity points and resources 
available, since they are reduced and sparse. 

In DTNs, the identification of the user is provided spontaneously by the 
community, since the user database is inexistent. In this scenario, the identification of 
each user, regarding his community role and qualification, is extremely important. 
Besides the importance of the identification, its relevance depends on the location 
tracking process that is vital for the mobility management. 

 

Fig. 5. DTN Scenario 
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In DTNs, users usually transport information, while they move along the entire 
network. When a user finds a connectivity point in the network, he delivers all stored 
information to the next storage point (other user or network element). The handovers 
between the DTN and the outside are not common and rarely happen, so the mobility 
management should consider the intra-DTN as the main priority. 

3.5   Mobility Issues 

In this section, we discuss the efficiency and applicability of the current mobility 
assumptions, requirements and solutions in user-centric scenarios. We discuss the 
main requirements and assumptions to improve the mobility management in the 
chosen scenarios, analyze the main advantages and drawbacks of the existing mobility 
solutions for each scenario, and identify the aspects that can be changed to improve 
each scenario. 

Hotspot is implemented under a tree topology network model; therefore, gateways 
are strategical and natural points where communication messages travel, especially in 
inter-hotspot communications. The implementation of a mobility control point in the 
gateway is obviously an efficient solution, since the distance in hops between the 
gateway and a generic mobile node is, in average, the smallest in the entire hotspot. 
Moreover, data traffic between the hotspot and the outside is forced to cross the 
gateway, so it can be easily forwarded. In general, gateways are present in almost 
every user-centric scenario, being good elements for mobility control and even traffic 
forwarding. It is important to remember that most of the current hotspots already use 
bindings through Network Address Translation (NAT) to map the private IP/port 
addresses into a global IP/port address. The current mobility solutions can deal with 
the hotspot scenario, but not in a efficient way. The fact that it is required to send 
traffic to the home agent ([7]) every time a user wants to communicate with another 
one is one of the problems. Moreover, when the MN changes from one hotspot to 
another near the previous one, the user needs to inform its correspondent node of its 
new location, so that the correspondent node sends the packets directly to the new 
location. Another issue with current Mobile IP (MIP)-based solutions ([7], [8], [9], 
[10]) is that the home agent is associated with the gateways, so if the gateway fails, 
the home agent gets unavailable and the nodes belonging to that home agent will not 
be located by other nodes. In specific situations, where the hotspot has large 
dimensions and the user moves inside a small part of the hotspot, a control point in a 
network element that covers only the area visited by the user can be introduced, 
optimizing the mobility process, but also introducing a new level of control. 

WMNs and MANETs implement mesh topologies, so they are substantially 
different from the Hotspot model. Although the traffic between the ad-hoc network 
and the outside needs to cross the gateway, interior traffic does not. Thus, gateways 
usually are implemented in the border of the ad-hoc network. In this sense, it is 
possible that a mesh node with fewer hops to a certain mobile node than the distance 
to the gateway, can take part on the local mobility management, specially in large 
WMNs. This solution is possible only for WMNs, since the mesh routers are stable 
and fixed. Specially in large WMNs, a control unit inside the network can decrease 
the overhead of control and improve the time to react to changes. Data packets are 
routed through wireless hops, delaying the delivery, which depends on the load to 
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access the medium, in a considerable time. The current MIP-based solutions only 
implement the mobility control up to the gateway, so these assumptions require 
significant changes. In a MANET, it is difficult and dangerous to select a control 
point in the middle of the network, since the routers, composed by the mobile nodes, 
are constantly moving and changing routes and topology. Therefore, it is better to 
implement the control functions only up to the gateway or in specific situations where 
the user has appropriate patterns that relate to stability. The current mobility 
management solutions do not cope with the dynamics and adaptability of the mobility 
control points along time. It is important that a user is able to subscribe a new 
mobility control point, not only when the previous one goes down, but also when a 
new one offers better conditions. 

The UPNs bring different paradigms in mobility management, since a mobile node 
can use a wireless access network according to the user that becomes a Micro-
Provider (MP); therefore, a MP can switch off its network equipment and the users in 
this UPN will lose the internet connectivity. In this sense, the users that become MP 
need to have specific stability patterns. We can have several MPs near each other, 
sharing their internet connection with other members of the same community, so, it is 
useful to exploit mobility control mechanisms among them for users that spend their 
time using these MPs to obtain connectivity. In some scenarios, these MPs can create 
a mesh network with their devices, being connected by two different ways. These 
cases, together with specific patterns of the users, provide the substrate to introduce 
mobility control inside the UPNs. The current solutions of mobility are not prepared 
to cope with these dynamic scenarios, where gateways and other network elements 
are constantly changing. Thus, home agents and mobility anchor points should not be 
statically defined in a certain network element; they should have the capability to be 
transferred to other points, reacting to the network behavior. In these scenarios 
completely focused on the user as the last access, the identification of each user 
should be taken into account, since most of the current mobility solutions do not use 
it, defining the IP for both location and identification. 

DTNs present different characteristics and assumptions when compared to the 
previous ones. These networks can have both structured and unstructured parts 
forming the entire network. This scenario then covers several concepts of the previous 
scenarios, where spontaneity, dynamics, social and priority are the main paradigms. 
These networks are not controlled, but it is important to assure that different entities 
have different priorities to properly operate, such as in a natural disaster. The 
messages must be delivered without losing packets in the communication. The 
location part of mobility management is of great importance for this kind of 
applications, since we need to find as fast as possible the designated user and send 
him the vital information. In this scenario, the mobility control points should be very 
dynamic, since the network changes all the times, according to network, users and 
environment. In this case, it becomes important to introduce the control points near 
the most important users and in strategical places according the environment, inside 
the DTN. The search for control points needs to be very fast, since some devices carry 
with them vital information that should be forwarded to the network as soon as 
possible. Currently, no mobility solution can handle with chaotic scenarios, since it 
was not envisioned for these applications. The mobility management solution for this 
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scenario should be analyzed from a different perspective, integrating adaptability, 
spontaneity and personalization (e.g. identification and qualifications) in a overall 
mobility management solution. 

4   Challenges of Mobility Management 

In this section, we discuss the main issues in mobility management when dealing with 
user-centric scenarios, which will then be used to derive the fundamentals of a user-
centric mobility management architecture. Fig. 6 illustrates the main challenges and 
initial ideas to improve the mobility management. 

The current Internet model uses the IP address for both identification and location. 
In the Future Internet, it is expected that the IP address will only represent the 
location of a certain device according to the distribution of the IP addresses. The 
identification may not be connected to the IP address, since the user may change 
access network, use multiple interfaces and several devices. In this sense, binding 
definition needs to be re-thought to integrate the user’s identification in the binding 
mechanism: this would allow the update of all IP addresses of the different interfaces, 
independent of the location and device of the user. Moreover, it provides the base to 
develop personal mobility, exploit multihoming, and increase the flexibility in the 
mobility management supported, enabling the user to be connected to different 
networks and mobility control points according to the services, network conditions 
and user requirements. 

 

Fig. 6. Challenges for Mobility Management 

Current mobility solutions define mobility control points, like the Mobility Anchor 
Point (MAP), in order to maintain the bindings of the mobile nodes. The control plane 
is separated from the data plane, since the binding update process is independent of 
data forwarding. However, it is not clear if control plane shall be completely 
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separated from the data plane. Considering that the routing and similar mechanisms 
are part of the control plane, current mobility solutions are more concerned with the 
control plane, specially the bindings maintenance; data forwarding is treated with the 
same approaches in the different scenarios. One possible solution for this problem is 
the development of two separate structures, one dealing with binding and another 
dealing with the data forwarding. These two structures need to be integrated in order 
to provide the best results for the general mobility management approach. This idea 
provides flexibility in the selection of both structures, since control binding elements 
require less resource than the data forwarding elements. Another possible solution is 
to develop an approach that deals with both parts, defining elements that, not only 
maintain bindings, but also decide on the traffic forwarding. This approach does not 
need the communication of the two structures, reducing overhead and time to react to 
events. However, it is much more rigid in the selection of the elements, since they 
will receive and send traffic not destined to them. 

User-centric scenarios, as explained  before, present several requirements, which 
dynamicity, spontaneity and personalization are some of them. In order to provide 
mobility management in these scenarios and according to the previous discussion on 
control and data traffic, the control points (bindings and data) must adapt to network 
changes, as illustrated in Fig. 7. These control points should be dynamically selected 
according to current network information, users information and services. When a 
control element fails (it moves or shuts down), the control mechanism needs to be 
moved to another element of the network. Besides failures, the control point could be 
moved to optimize resources and improve the general performance of the network 
(Fig. 7). A network element shall be able to recognize its neighbors that are available 
to be control points. Each control element should be classified according to context 
information in order to produce a ranked list of the neighbors’ control elements 
(several ranked lists may exist according to user and services context). If a control 
element is shutting down, it selects the best one of the neighbors’ ranked list and 
interacts with the selected control element to transfer the stored information and 
functions. As discussed in subsection 3.6, the distribution of mobility control points 
depends on the user-centric scenario. If binding and data control are aggregated in an 
unique structure, mobility control points will be advantageous when implemented in 
the gateway or edge node. However, if control points for binding and data are 
separated, the control binding points can be implemented inside the user-centric 
network, specially in the WMNs and DTNs. 

Finally, we discuss the method to place the control points through the network. The 
four main approaches are: centralized, hierarchical, decentralized and distributed, 
sorted from the most central to the most distributed. Each one has advantages and 
disadvantages, regarding binding maintenance and traffic forwarding. In the 
centralized approach, it is easier to update and search for bindings, since the central 
point is well-known, never changing. However, the centralization of the binding 
storage increases overhead and latency when a user wants to communicate with a near 
one, since each user needs to constantly update his location to the central point. 
Centralization has another disadvantage regarding tolerance to failures, since it is a 
unique point of failure. Regarding the data forwarding, it has several disadvantages, 
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Fig. 7. Principals for Mobility Management 

where one of them is the unique point of failure. Forwarding traffic with a central 
point implies that all traffic crosses this point, increasing the packets load near the 
central point and causing an unload-balanced traffic in the network. Another problem 
is the time to redirect traffic to the new location of the user, since the central point is 
far away from user. The hierarchical approach presents the same problem of failure, 
since we have several levels and the higher level usually is a central point that 
controls several lower levels. However, this solution introduces scalability, since it 
allows a more efficient binding search and update when a user wants to communicate 
with a neighbor, since it only uses lower levels for updating and searching. The data 
forwarding in hierarchical approach presents similar problems to the centralized 
approach, since it needs to cross the central point of the higher layer of the hierarchy. 
The decentralized approach is the most balanced, since it distributes the bindings 
across several points, according to a predefined criteria. So, it is much more tolerant 
to failure than centralized or hierarchical. Depending on the size of network, this 
solution can use different number of control points; they are relatively near to users, 
being easier and faster to update and search for users. However, decentralization 
implies an efficient method to distributively search for user location, or to 
synchronize the decentralized nodes. Regarding data forwarding, decentralization 
allows to redirect data to the current user’s location in a fast way, without a 
significant impact in the overhead and load balancing.  The last method is the 
distributed, where all nodes of a network participate in the mobility management. 
This method is the most tolerant do failures, since, even with several failures the 
network continues to work. However, this approach requires a large overhead and 
intelligence to search for a user’s location. The simplicity in updating process 
increases the complexity in the searching process. Another problem is the update of 
information among the entire nodes, that increases not only the overhead but also the 
time of synchro- nization. This time needs to low, since several events (search and 
update) are constantly happening and the answer to these requests should be 
according to the latest network information. 
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5   Conclusions 

This paper assessed the efficiency and applicability of current mobility assumptions in 
user-centric scenarios, addressing their requirements and solutions when applied to 
several types of networks that may exhibit user-centric characteristics, such as 
hotspots, wireless mesh and ad-hoc networks, user provided networks and delay 
tolerant networks. This study showed that current solutions of mobility are not 
prepared to cope with most of the scenarios: they may not be efficient (hotspot), they 
do not cope with the dynamics and adaptability of the mobility control points along 
time (WMNs, MANETs and UPNs), or they are not prepared to specific scenarios 
(DTNs). This paper also identified the fundamentals of a user-centric mobility 
management architecture able to efficiently deal with the aforementioned scenarios, 
such as: the integration of the user’s identification in the binding mechanism; the 
coupling and decoupling of both control and data planes; the support of dynamic 
control points according to network conditions, user and service requirements; and the 
decision on where to place the control points in the network. The definition and 
specification of the user-centric mobility architecture, addressing the several issues 
discussed here, will be left as future work. 
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Eteläperä, Matti 198

Ferling, Dieter 326
Forsström, Stefan 177, 285
Fusenig, Volker 298
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Gódor, István 326
Goerg, Carmelita 38, 245
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