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Preface

On behalf of the SPICE Organizing Committee we are proud to present the pro-
ceedings of the 11th International Conference on Software Process Improvement
and Capability dEtermination (SPICE 2011), held in Dublin, Ireland, from May
30 to June 1, 2011.

The SPICE Project was formed in 1993 to support the development of an
international standard for software process assessment. The work of the project
has eventually led to the finalization of ISO/IEC 15504 – Process Assessment,
and its complete publication represented a climax for the work of the project.
As part of its charter to provide ongoing publicity and transition support for the
emerging standard, the project organized a number of SPICE Workshops and
Seminars, with invited speakers drawn from project participants.

These have now evolved to a sustaining set of international conferences with
broad participation from academics and industry with a common interest in
model-based process improvement. This was the 11th in the series of conferences
organized by the SPICE Users Group to increase knowledge and understanding
of the International Standard, and of the technique of process assessment.

The conference program featured invited talks, research papers, and indus-
try experience reports on the most relevant topics related to software process
assessment and improvement. The technical research papers were selected for
presentation following peer review by members of the Program Committee. In
addition, a number of tutorials were hosted.

SPICE conferences have a long history of attracting attendees from industry
and academia. This confirms that the conference covers topics which are up-to-
date, important, and interesting. SPICE 2011 offered a unique forum for industry
and academic professionals to discuss their needs and ideas in the area of software
process assessment and improvement, and related software quality aspects.

On behalf of the SPICE 2011 conference Organizing Committee, we would
like to thank all participants. Firstly all the authors, whose quality work is the
essence of the conference, and the members of the Program Committee, who
helped us with their expertise and diligence in reviewing all of the submissions.
As we all know, producing a conference requires the effort of many individuals.
We wish to thank also all the members of our Organizing Committee, whose
work and commitment were invaluable.

May 2011 Rory V. O’Connor
Terry Rout

Fergal McCaffery
Alec Dorling
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Per Johannessen, Öjvind Halonen, and Ola Örsmark
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Using Composition Trees to Model and Compare 
Software Process 

Lian Wen, David Tuffley, and Terry Rout 

Software Quality Institute, Griffith University, Brisbane, 
Queensland, Australia 

{l.wen,d.tuffley,t.rout}@griffith.edu.au  

Abstract. Software processes described by natural languages are frequently 
ambiguous and it is usually difficult to compare the similarity and difference 
between one process defined in one standard and its counterpart defined in 
another standard. This paper proposes Composition Tree (CT) as a graphic 
language to model software process based on its purpose and expected 
outcomes. CT is a formal graphic notation originally designed for modeling 
component based software system. This paper demonstrates that CT can be a 
powerful notation to give a clear and unambiguous description of a software 
process as well. This paper also investigates an algorithm which can compare 
two CT-modeled processes and provide an intuitive view called a Comparison 
Composition Tree (CCT) to highlight the differences and similarities between 
the two processes.  

Keywords: Software Process, Behavior Engineering, Composition Tree, 
Process Reference Model. 

1   Introduction 

Process models are abstract representations of a process architecture, design or 
definition [6]. They are abstractions, not direct representations of reality. The 
language that people use when developing these abstractions, these process models, is 
prone to ambiguity due to the fallible way in which people use language. George Box 
famously observed that all models are wrong but some are useful [2]. Models are 
simplifications of reality and in the process of simplifying, essential information 
might be left out resulting in ambiguity. Even with ambiguity, models can be useful, 
but this ambiguity points to a need for a way to reduce or eliminate it. Such a way 
might be found in a formal method such as Behavior Engineering.  

In seeking a solution to the problem of ambiguity in process modeling, one sees a 
similar problem with the requirement specifications for software systems. Ambiguous 
language, incomplete descriptions, repetition and redundancies in the way specifications 
are expressed inevitably leads to sub-optimal project outcomes (systems that do not 
meet the user’s needs). Behavior Engineering [3] successfully addresses the problems 
faced by software developers seeking to translate a set of user requirements into a 
complete and consistent requirements specification.  
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Behavior Engineering uses a formally-grounded graphical notation with the 
capability to represent a wide range of system behaviors in unambiguous terms. Its 
strength is its ability to accommodate complexity and detail, ease of use, and in 
particular for this project its ability to expose defects. 

 

Fig. 1. Use formal method to remove ambiguity from abstract model 

Previous research indicates that BE notations can be useful verification tools for 
process modeling [13]. This paper refines this concept by proposing a detailed scheme 
to model a software process based on its purpose and process outcomes in a 
Composition Tree (CT) [5], which is one of the key parts of the BE notations. The 
graphic version of a process model is more intuitive, less ambiguous and easier to 
verify than the original natural language described process.  

With the quick development and diversity of software standards for different 
domains [12], systematic methods of comparison of software processes are crucial for 
process analysis, understanding and evolution [10]. However, it is difficult to 
consistently, systemically and automatically compare two processes if they are 
described in natural languages. 

This paper proposes a formal method which can compare two processes when they 
are modeled in CTs. This method is based on a precisely defined tree merging 
algorithm [14]; therefore it can be automated.  

The proposed comparison method generates a Comparison Composition Tree 
(CCT) that explicitly shows the difference and similarity of the two compared 
processes. In particular, the CCT highlights the difference in a way that is easy to read 
and understand, so it can be very useful for people to study the evolution of processes. 

The paper is organized in the following way: Section 2 and Section 3 provide 
necessary background information about Process Models and Composition Trees 
respectively; Section 4 introduces the method to use a CT to model a process; Section 5 
describes the algorithm to compare two CTs; Section 6 demonstrates this comparison 
method through a case study that compares processes for configuration management in 
two different standards; finally, a brief conclusion is given in Section 7.  

Process Models are abstractions 
and therefore prone to ambiguity 

Apply formal method (like Behavior 
Engineering) to manage ambiguity 

Ambiguity removed from PRM 
(gaps, deficiencies, logical 

inconsistencies and unclear or 
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2   Software Process Models 

Feiler and Humphrey [6] define a process model as an abstract representation of a 
process architecture, design or definition. Process models in this broad sense can be 
seen as process elements at an architectural, design and definitions level. The 
abstraction inherent in process models serves to capture and represent the essential 
nature of processes. Any representation of the process can be said to be a process 
model. Process models can be analyzed, validated, and if enactable can simulate the 
modeled process [6]. 

Scacchi [11] distinguishes software process models from software lifecycle 
models. The former are descriptive or prescriptive characterizations of how software 
is developed, whereas the latter represent a networked sequence of activities, objects, 
transformations, and events that embody strategies for accomplishing software 
evolution [11]. This definition is not inconsistent with that of Feiler and Humphrey 
[6] discussed above. Process models are useful for developing more precise and 
formalized descriptions of software life cycle activities, using a rich notation, syntax, 
or semantics, often suitable for computational processing [11]. This idea lends support 
for the use of Behavior Engineering [4] and its notation that might be accurately 
described as rich notation, syntax, or semantics to develop Process Reference Models. 

ISO/IEC 24774:2007 - Software and systems engineering -- Life cycle management 
-- Guidelines for process description [9] outlines a standard format for any process 
reference model, including those intended for process implementation and process 
assessment. This general purpose standard outlines the elements used to describe a 
process; title, purpose statement, outcomes, activities and tasks. 

• The title conveys the scope of the process as a whole, expressed as a short noun 
phrase that summarize the scope of the process, identify the principal concern of 
the process, and distinguishes it from other processes within the scope of a process 
model. 

• The purpose describes the goal of performing the process. It is expressed as a high 
level goal for performing the process, preferably stated in a single sentence. The 
implementation of the process should provide measurable, tangible benefits to the 
stakeholders through the expected outcomes. 

• The outcomes express the observable results expected from the successful 
performance of the process. Outcomes are expressed in terms of a positive, 
observable objective or benefit. The list of outcomes associated with a process 
shall be prefaced by the text, ‘As a result of successful implementation of this 
process:’ The outcomes should be no longer than two lines of text, about twenty 
words. The number of outcomes for a process should fall within the range 3 to 7. 
Outcomes should express a single result. The use of the word ‘and’ or ‘and/or’ to 
conjoin clauses should be avoided. Outcomes should be written so that it should 
not require the implementation of a process at any capability level higher than 1 to 
achieve all of the outcomes, considered as a group. 

• The activities are a list of actions that may be used to achieve the outcomes. Each 
activity may be further elaborated as a grouping of related lower level actions; 

• The tasks are specific actions that may be performed to achieve an activity. 
Multiple related tasks are often grouped within an activity. 
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ISO/IEC 24774:2007 [9] makes it clear that the outcomes should not go beyond 
what is stated in the purpose. There should be no capability level issues expressed in 
the outcomes.  

Secondly the outcomes must address all of the issues that are apparent in the 
purpose statement. Nothing should be missed. The outcomes must therefore be 
necessary and sufficient to satisfy the purpose. 

3   Composition Trees 

A Composition Tree is originally used to describe the composition of a component based 
software intensive system [5]. It provides useful summary information including states, 
attributes and relationships about the system and other entities under the system.  

Similar to the way of constructing a Behaviour Tree from the functional 
requirements [4], A Composition Tree can also be constructed through translating the 
individual functional requirements one by one. In this section, a small sized case 
study is used to explain both the notations of Composition Trees and also the 
procedure to build a Composition Tree from the functional requirements. In order to 
help readers to capture the concepts quickly, the introduction is more intuitive but less 
formal. A formal and more complete description of Composition Trees can be found 
at the Behaviour Engineering website [1].  

Case study: a CAR system: 

− R1:  The car can only be started if it is in the park state when the driver inserts the 
key in the ignition and turns it on.  

− R2: A dashboard light remains on if the driver's seatbelt is not fastened when the 
driver is seated and the ignition is on.  

− R3: If the handbrake is on when the ignition is on, the brake-light turns on. 
− R4:  The security alarm is on when the car is locked, and if anyone tries to break in 

by breaking a window or forcing a door the alarm will sound.  
− R5:  When the driver, on approaching the car, presses the key-button it unlocks the 

door and turns the security alarm off.  
− R6: When the car is unlocked the driver may get in and put the car into the park state. 

 

 

Fig. 2. The Composition Tree (CT) generated from translating R1 
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Fig. 2 is the Composition Tree (CT) created from Requirement 1 (R1). This 
diagram shows the following information: 

• There are two components KEY and IGNITION1  under the system component 
CAR, which is drawn in doubled line. 

• The CAR system has two different states “started” or “park”.  
• The IGNITION has one state “on” and the KEY has one state “turned”. 
• The KEY has one relation which is in the IGNITION. 
• The requirement tag R1 helps people to trace the information in the diagram back 

to the original requirement. 

Please note that all the compositional information shown in Fig. 2 is faithfully 
translated from the original requirement including most of the terminology. However 
the information presented in the graph is more precise and less ambiguous. 

 

 

Fig. 3. Integrate the composition information from R2 into the Composition Tree 

Fig. 3 integrates the compositional information in R2 into the CT. The new tree 
may also be called an Integrated Composition Tree (ICT). However, in order to avoid 
unnecessary confusion, we will only use Composition Tree (CT) in this paper. The 
new CT shows the following addition information: 

• There are three more components DLIGHT (dashboard light), SBELT (seatbelt) 
and SEAT2.  

• The DLIGHT has state “on”, the SBELT has state “notfastened” and the SEAT has 
state “seated”. 

                                                           
1 Some researchers may also model DRIVER as one component in the CAR system. However, 

this paper considers that the driver is something external to the system. 
2  The SEAT component is not explicitly mentioned in R2, but based on the common 

understanding of a car, it is a reasonable interpretation of R2. 
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A composition tree only captures the static compositional information of individual 
component. The dynamic, logical and cause and effect relationship between 
components is captured in Behavior Trees [4].  

Based on the same process, an entire CT can be generated through integrating all 
the requirements as in Fig. 4. 

 

 

Fig. 4. The complete Integrated Composition Tree of the CAR system 

Fig. 4 shows the complete list of the components in the CAR system, and the 
expected states and relations for each component. All the information is directly 
translated from the user requirements. The advantages of the CT over the natural 
language described functional requirement are: 

• All information is integrated together so it is easy to indentify the requirement 
defects. For example, the CT shows that many components have only one state. It’s 
obvious that the original requirements are not completed because each component 
should have at least two different states.  

• A CT arranges the information about one component in one place. It will be easier 
for people to design and implement the components than the original requirements 
with the information of one component may be scattered all around the 
requirements.   

• The more specific graphic notation is less ambiguous than the more flexible natural 
language. 

• A CT removes the entire alias so it will use a consistent vocabulary for the system. 

There are more discussions about the advantage of using CT in Software and 
System Engineering in elsewhere [5], which will not be repeated here. The focus of 
this paper is to investigate using CTs for Process Modeling. 

4   Using the Composition Tree Approach to Model Process 

According to ISO/IEC 24774:2007 [9], the standard elements to describe a process 
include the title, the purpose, outcomes, activities and tasks. Apart from the title, 
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which is only the name of a process, purpose and outcomes are more static elements, 
so they may be more suitable to be modeled by composition trees.  

This paper proposes a way to use a Composition Tree (CT) to model a software 
process based on its purpose and outcomes, which are usually documented in natural 
languages.  

The way to construct a CT from the process purpose and outcomes includes the 
following steps: 

1. Read through the purpose and outcomes, and make a complete and consistent list 
of nouns and acronyms, which are usually components or attributes of components. 

2. Starting from the process purpose state, identify the components and their state and 
draw the initial CT. 

3. Read each outcome one by one, to identify the components, states, relationship and 
attributes and then integrate the information in the CT. 

This paper uses the Configuration Management process defined in ISO/IEC 
12207:2000 [8] to explain the process.  

Process Name: Software configuration management. 
Process Purpose: The purpose of the Configuration management process is to 

establish and maintain the integrity of the work products/items of a process or project 
and make them available to concerned parties. 

Process Outcomes: 
1. a configuration management strategy is developed; 
2. items generated by the process or project are identified, defined and baselined; 
3. modifications and releases of the items are controlled; 
4. modifications and releases are made available to affected parties; 
5. the status of the items and modifications are recorded and reported; 
6. the completeness and consistency of the items is ensured; and 
7. storage, handling and delivery of the items are controlled. 

In order to model this process, the first step is to identify and list all the 
components: 

CMP: Software Configuration Management Process 
WPI: Work product or item 
CPT: Concerned Party  
CMS: Configuration Management Strategy 

The second step is to translate the process purpose into a composition tree as 
below: Fig. 5 shows that there are two different types of components under CMP, 
WPI and CPT; the “*” sign indicates that the component may have more than one 
instance. The WPI has an attribute called integrity and the integrity needs to be 
established and maintained. There is also a relationship for WPI; the relationship is 
that WPIs should be available to CPTs. The tag “P” in each box means this piece of 
compositional information is translated from the purpose of the process. 
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Fig. 5. The CT constructed from the purpose of the Configuration Management process 

 

 

Fig. 6. The CT from the Process Purpose, Outcome 1 and Outcome 2 
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The next step is to translate the outcomes one by one and integrate the 
compositional information into the CT. Fig. 6 shows the CT after outcome 1 and 
outcome 2 have been integrated. The compositions of a component include attributes, 
relationship and states; the three different compositions can be drawn directly under 
the component or one under another as in Fig.6 (the states of WPI are drawn under the 
relationship of WPI). There is no semantic difference, the variation is only for an easy 
to read layout. 

Eventually, when all the outcomes are translated and integrated into the CT, it will 
be a complete CT showing the purpose and the expected outcomes as in Fig. 7. 

 

 

Fig. 7. The complete CT of the Configuration Management Process defined in 12207 

Fig. 7 shows the Configuration Management Process in a CT. It has a few 
advantages over the initial natural language description: 

1. All information is integrated in one graph, so the relationships between different 
parts become visible. 

2. The information of each component is arranged in one place so it will be easier to 
retrieve. For example, from Fig. 7, it is easy to find that WPI has the following 
attributes: integrity, status, completeness, consistency, storage, handling and 
delivery.  

Generally, the graphical version of the process may have less ambiguity, may be 
easier to understand and easier for people to identify process defects. 
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5   The Algorithm to Compare Two CTs 

The previous section has explained how to use a CT to model a software process.  
This section will introduce an algorithm which is to compare two CTs of two 

similar processes and identify the differences.  
The comparison implements a label matching tree merging algorithm which has 

been used for comparing different versions of Behavior Trees [14]. However, as the 
notation of a composition tree is different from a behavior tree, there are some 
differences in the merging trees.  

A critical task in tree merging algorithm is to identify the matching nodes. For 
CTs, the way to identify the same nodes is based on the name of component, state, 
etc. Therefore, before applying the merging algorithm, the first step is to identify the 
same component and/or same state which may be called by different names in the two 
compared trees and to establish a mapping between them. For example in Fig. 7, the 
component of work product and work item is called WPI but the same component 
may be called WP in another CT. In this situation, a mapping table is required. 

The second step is to compare and merge the two trees. To simplify the discussion, 
we may call the first tree as the old tree and then the second tree as the new tree. In 
this way, the comparison procedure will create a merged tree that is called a 
Comparison Composition Tree (CCT). A CCT shows all the information of both trees 
and also highlights the difference in an easy to read way. To achieve this purpose, a 
display style convention is used in this paper as in Fig. 8.  

Under this display style convention, in a CCT, a piece of information which exists 
in both the old tree and the new tree is called unchanged and will be drawn in normal 
style; a piece of information if only exists in the old tree will be called old and will be 
drawn in dotted lines; a piece of information if only exists in the new tree will be 
called new and will be drawn in bolded lines. 

 

 

Fig. 8. The display style convention for a CCT 

Now we will use a simple abstract example to explain the tree merging algorithm. 
Suppose that T1 and T2, shown in Fig. 9, are the old CT and the new CT respectively. 
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Fig. 9. The old CT T1 and the new CT T2 

To compare T1 and T2 and generate the CCT, we use the following algorithm: 

1. Start the comparison  from the root nodes (in this example, node A). Because the 
root node exists in both trees, it is created in the CCT as an unchanged node. 

2. Find the compared node’s child-node set in both trees. (In this example, the child-
node set in the old tree is {B, C} and the child-node set in the new tree is {G, C}. 

3. If a node exists in the old tree’s child-node set but not in the new tree’s child-node 
set, this node will be marked as an old node in the CCT. (In this example, B is such 
a node) 

4. In the old tree, the sub trees under the old node will be generated in the CCT as 
old. (In this example, the node D under node B in T1 is such a case) 

5. If a node exists in the new tree’s child-node set but not in the old tree’s child node 
set, this node will be created in the CCT as a new node. (In the example, G is such 
a node) 

6. In the new tree, the sub trees under the new node will be generated in the CCT as 
new. (In this example, the node D under node G in T2 is such a case) 

7. If a node exists in the child-node sets of both trees, it will be generated in the CCT 
as an unchanged node. (In the example, the node C is such a case) 

8. An unchanged node will be a new comparison node and the algorithm will go back 
recursively to step 2. 

The CCT Tc produced from T1 and T2 is shown in Fig. 10, following the style 
convention used in Fig. 8. 

 

Fig. 10. The Comparison Composition Tree Tc 
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6   Case Study 

The previous section uses two abstract trees to explain the tree merging algorithm. 
This section will apply this algorithm on a case study based on real processes.  

Section 4 has used a CT to model the Configuration Management process defined 
in ISO/IEC 12207 [8] (see Fig. 7). A similar Configuration Management process has 
also been defined in ISO/IEC 15288: 2002 [7] for system engineering. The next step 
is to model the Configuration Management process from 15288 and compare it with 
that from 12207. 

The purpose and outcomes of the Configuration Management process in 15288 are 
quoted below: 

Purpose (P): The purpose of the Configuration Management Process is to 
establish and maintain the integrity of all identified outputs of a project or process 
and make them available to concerned parties. 

Outcomes: 
a) A configuration management strategy is defined.  
b) Items requiring configuration management are defined.  
c) Configuration baselines are established.  
d) Changes to items under configuration management are controlled.  
e) The configuration of released items is controlled.  
f) The status of items under configuration management is made available throughout 

the life cycle. 

Based on the purpose and outcome, following components are identified: 
CMP: Configuration Management Process 
ITM: identified output / item 
CPT: Concerned Party 
CMS: Configuration Management Strategy 
CFB: Configuration Baseline 

The CT of the Configuration Management process defined in 15228 is drawn in 
Fig. 11. 

 

 

Fig. 11. The CT of the Configuration Management process defined in 15228 
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Considering that the CT in Fig. 11 is the old tree and the CT in Fig. 7 is the new 
tree, the comparing process will merge them together to generate a CCT. The first 
step is to create a list of mapping terms used in the two CTs.  The list is shown in 
Table 1. After the mapping table has been established, the two CTs can be compared 
and merged into one CCT as in Fig. 12. 

Table 1. The mapping terms in the two processes 

# 15228 12207 Comments 

1 ITM WPI Work product is a common term in software process, while 
item is a more general name.  

2 Change Modification They are sub component order ITM/WPI 

 
Fig. 12 shows the similarities and differences of the Configuration Management 

Process defined in both 12207 and 15228.  There are a number of interesting things 
can be found in this CCT: 

• There is component called Configuration Baseline (CFB) in 15228 but no such 
component mentioned in 12207. However, 12207 has mentioned that the WPI 
should be baselined. 

• 12207 requires a configuration management strategy (CMS) to be developed, but 
15228 asks a CMS to be defined. Can we assume that “developed” and “defined” 
mean the same thing regarding to a CMS? 

• Both 12207 and 15228 have some requirements on the release of work product or 
items. However, 12207 asks the releases to be controlled and to be available to the 
concerned parties, while 15228 asks only the configuration of releases to be 
controlled. 

• For the modifications (or changes) of a WPI/ITM, both standards ask them to be 
controlled, but 12207 also ask them to be recorded, reported and available to the 
concerned parties. 

• Both standards ask WPI/ITMs to be available to the CPTs and defined, but 12207  
has mentioned that the WPI/ITMs should also be identified and baselined.  

• Both standards ask the integrity of WPI/ITM* to be established and maintained. 
• 12207 asks the status of WPI/ITMs should be recorded and reported, but 15228 

only ask it to be available (throughout life cycle). 
• 12207 has some requirements regarding to the completeness, consistency, storage, 

handling and delivery of WPIs but there is no corresponding requirements 
explicitly mentioned in 15228. 

Fig. 12 demonstrates how compositions can be used to highlight the similarity and 
difference between two processes. The advantage of a CCT is that it shows the similarity 
and difference between in a clear, complete and unambiguous way. This information can 
be helpful for people who are developing new process models.  It also offers a tool of 
considerable strength to support the harmonization of process models drawn from 
different domains, but where the essential purpose of the process is the same. 
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Fig. 12. The CCT between the Configuration Management Process of 12207 and 15228 

7   Conclusions 

The paper has proposed the formal graphic notation known as a Composition Tree 
(CT) as a viable way to verify processes and process model[5]. The graphic notation 
is intuitive and unambiguous and makes it easier to define semantics.  

The paper extends the use of CTs by applying a tree merging algorithm [14] that 
compares the CTs of two similar processes to generate a Comparison Composition 
Tree (CCT). This displays the difference and similarity of two compared processes in 
a clear and user friendly way.  

The results to date are promising. Even still at a preliminary stage, further 
researches including formal semantics of the process CT, automation tools and large 
case studies are on the way, the proposed method can be useful for people to study 
software processes as well as to design new processes.  At this stage, application of 
the approach has been limited to the comparison of processes described using the 
same basic modeling approach (Process Reference Models).  It has previously been 
demonstrated [13] that the approach can be employed to analyse other types of 
process model; it should therefore, be possible to generate CCT representations to 
compare models of the same process generated using different modeling approaches – 
for example, to compare a Process Reference Model with an Implementation Model 
and a Process Assessment Model addressing the same process, thus enabling 
validation across multiple models.  This capability offers considerable benefits for 
developers of process models, whether such models are for intended for 
standardization, instruction or improvement purposes. Future research seems 
definitely warranted, and should focus on exploring the full capabilities of CT in 
relation to these issues. 
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Abstract. As a consequence of Software Process Improvement success there 
are forces that urge for further evolution. One force is the need for eliciting and 
refining underlying SPI principles. This article introduces a modeling view of 
process and process improvement with three types of process models (Process 
Capability Profile, Process Enactment Description and Process Performance 
Indicator) and an example on a process improvement cycle. This modeling view 
improves the integrated understanding of what we want, what is the current 
status, what we can do and what we are doing for improvement during a cycle. 
This modeling view is then used as a basis for introducing Modeling driven 
(Knowledge Working) Process Improvement as an evolution of current Model-
based (Software, Systems and Services) Process Improvement. 

Keywords: SPI, Process Modeling, PRO2PI Methodology, SPICE, CMMI. 

1   Introduction 

Software Process Improvement (SPI) has been a successful methodology for the 
necessary improvement of software development. SPI started about twenty five years ago 
with the development and usage of SW-CMM (Capability Maturity Model for Software) 
[1] and SPICE (Software Process Assessment and Capability dEtermination) [2] models. 
There have been evolutions on SPI, including its generalization from software to 
software, system and services, and the movement from models to framework of models. 
Now a days, CMMI (Capability Maturity Model Integration) [3] and ISO/IEC 15504 
(SPICE) [4] (and its ongoing revision towards ISO/IEC 33000 Series [5]) are the most 
dominants frameworks for models and SPI. SPI methodology has been based in pre-
defined models of best practices. Hence, it can be identified as “Model-based process 
improvement”. 

As a consequence of SPI success, there are forces that urge for further SPI 
evolution. A previous article identified seven groups of these forces [6]. One of these 
forces is the need for eliciting and refining underlying principles of SPI. Card states 
that “different approaches [for current SPI] are considered competitors, even though 
they are all based on very similar concepts and techniques. The current packaging 
obscures the underlying principles” [16]. ISO/IEC 15504 (SPICE) and the recent SPI 
Manifesto [7] advanced these underlying principles. SPICE provides requirements for 
process assessments models and documented process assessments processes. The SPI 
Manifest elicits the true values and principles of SPI, showing the need to emphasize 
improvements over conformance to pre-defined models.  
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A challenge is how to evolve SPI in order to balance these forces. This article 
proposes modeling as the main reference to conduct this evolution. It proposes 
“Modeling driven Process Improvement” as an evolution of “Model-based Process 
Improvement”. This article is organized as follows. This first section provides an 
introduction to the article. The second section provides an overview of model, 
metamodel, modeling and chain of models concepts. The third and fourth sections 
introduce a modeling view of process and process improvement with three types of 
process models and an example on theirs usage in a process improvement cycle. The 
fifth section analyses how two well established SPI frameworks (CMMI and ISO/IEC 
15504) cover these three types of process models. The sixth section uses this 
modeling view as a basis for introducing Modeling driven (Knowledge Working) 
Process Improvement as an evolution of current Model-based (Software, Systems and 
Services) Process Improvement. Finally, the seventh section concludes the article. 

The content of this article is part of an ongoing Research, Development and 
Innovation (R&D&I) effort on process improvement by CTI Renato Archer and its 
partners since 1999. CTI is a Brazilian Information Technology R&D&I Center 
(www.cti.gov.br). This R&D&I effort has been conducted with many cycles of 
industry demand, exploration, application and consolidation following the industry-
as-laboratory research approach proposed by Potts [8] as the R&D&I methodology. 

2   Model, Metamodel, Modeling and Chain of Models 

This section presents basic concepts related with model, modeling and chain of 
models as references for the next sections. Bézivin, Favre and other authors [9] [10] 
[11] define model as “a simplification of a system built with an intended goal in 
mind” and complete this definition with “a model represents certain specific aspects 
of a system and only these aspects”. Therefore there are three elements in a model: 
the system, the intended goal and the aspects. An intended goal of a model is to be 
able to answer questions in place of the actual system [9].  In a more precise statement 
a model follows the Limited Substitutability Principle: “The purpose of a model is 
always to be able to answer some specific sets of questions in place of the system, 
exactly in the same way the system itself would have answered similar questions” [9]. 

The correspondence between a system and a model is precisely defined by a 
metamodel. Each metamodel is used to specify which particular "aspect" of a system 
should be considered to constitute the model. A metamodel defines a consensual 
agreement on how elements of a system should be selected to produce a given model 
[9]. A metamodel is not a model of a model. Rather, a metamodel is a model of a 
language of models [10]. 

A model can be used as a specification model, that represents a system to be built, 
or as a descriptive model that describes an existing system. New systems are 
produced from specification models. Descriptive models are produced from existing 
systems [10]. There is also the notion of co-evolution of model and system [10], 
where both model and system are in constant evolution and each version of the model 
is either a specification or a descriptive model. 
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Rothenberg indicates the meaning of modeling in the broadest sense as “the cost-
effective [development and] use of something [, a model,] in place of something else 
for some cognitive purpose” [11]. Bézivin complements this definition stating that 
“modeling is essential to human activity because every action is preceded by the 
construct (implicit or explicit) of a model [or a set of models]” [9]. 

Be a model is not an intrinsic characteristic of an artifact. Rather it is a relationship 
between two artifacts. The same artifact can be a model of a system in one relationship 
and a system being modeled in another. Actually there is a chain of models, where a 
model in one relationship became a system in another, and so on. Peirce explored this 
concept of chain of models in his semiotics. Peirce´s semiotics provides a scientific 
basis for modeling [12]. So, Bézivin´s statement can be rephrased as “modeling is 
essential to knowledge working process improvement, because every human action is 
preceded by the construct (implicit or explicit) of chains of specification and descriptive 
models”. 

3   Process as a Model and Types of Process Models 

In SPI there are two popular definitions of (software) process. One is “process is what 
people do” [1] and the other is “a set of interrelated (or interacting) activities, which 
transform inputs into outputs, to achieve a given purpose” [3] [4]. From a modeling 
perspective, they complement each other. The first one defines process by the 
modeled system and the second one defines process by a model of that system. A 
proposed definition is process is a model of what people as a set of interrelated or 
interacting activities which transform inputs into outputs, to achieve a given purpose. 

There is a trend to generalize SPI from software process to software, systems, 
services and other domains processes. A proposal is to use knowledge worker for this 
generalization. Knowledge worker is used in the sense defined first by Drucker [13] 
as “anyone who works for a living at the tasks of developing or using knowledge. 
Knowledge working is the activity of the knowledge worker. Knowledge workers 
have high degrees of expertise, education, or experience, and the primary purpose of 
their jobs involves the creation, distribution, or application of knowledge” [13]. 

Process however stills not enough. So, process became a system and modeling is 
used again to produce process models. From our experience, three types of process 
models are more important for SPI. Each one represents a process under a different 
perspective. Each one, based on that perspective, uses a set of elements and allows 
answers for some specific set of questions in a close and useful enough “way the 
system [in this case, the process] itself would have answered similar questions”. 
Figure 1 illustrates process as a model and types of process models. 

The twelve people icons in the bottom part of Figure 1 illustrate knowledge 
workers working. (Knowledge working) Process is a model of “what knowledge 
workers do and think” “for an objective, transforming inputs into outputs” built with 
an intention to “improve” the work. The work is the system in the model-system 
relationship. The cloud with selected and organized view of people icons, including 
input and outputs, illustrate process as a model.  

The three pairs of graphic icons in the upper part of Figure 1 illustrate three types 
of process models that are more important during a process improvement cycle. Each 
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one represents a process under a different perspective (or dimension). Each one, based 
on that perspective, uses a set of elements. Process is a model in the model/system 
relationship in the bottom part of Figure 1 and the same process is a system in each 
one of the three model-system relationship in the upper part.  

The three icons in the very upper part of Figure 1 illustrate three more models in 
these chains of model-system relationship. Each icon is a model of a type of process 
model. Therefore there are seven models in Figure 1. All of them are models of what 
knowledge workers do and think for a living. 

 

 

Fig. 1. Process as a model and types of process models for SPI 

The three icons in the very upper part of Figure 1 illustrate three more models in 
these chains of model-system relationship. Each icon is a model of a type of process 
model. Therefore there are seven models in Figure 1. All of them are models of what 
knowledge workers do and think for a living. 

A Process Capability Profile model is structured with process (or process areas) 
and capability levels, as defined, for example, by ISO/IEC 15504-5 Process 
Assessment Model [4]. A Process Enactment Description model is structured with life 
cycle, roles, activities and artifacts, as defined, for example, by Software Process 
Engineering Metamodel (SPEM). A Process Performance Indicator model is 
structured with information needs, information product, indicator and measures, as 
defined, for example, by Practical Software and System Measurement (PSM) and 
ISO/IEC 15939 Software Measurement Process. 

Suppose we don´t know the process of a given organization. We know, however, that 
Maturity Level 3 of the Exemplar Organizational Maturity Model defined in ISO/IEC 
15504-7 (15504-ML3) (or Maturity Level 3 of CMMI-DEV model – CMMI-ML3) is a 
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Process Capability Profile model of this process. What questions can we answer for this 
process? For example, the question “Can we have a good confidence that this 
organization will deliver functional software, on time?” can be answered with “Yes” 
because 15504-ML3 (or CMMI-ML3) allows this answer. What questions we cannot 
answer for this process? For example, the question “Will this organization deliver 
incremental versions during the development or everything at the end?” cannot be 
answered because 15504-ML3 does not allow answer for this question. The answer 
depends on the life cycle model. 

Suppose we also know, however, a Process Enactment Description model of this 
process and it says that the process uses an incremental life cycle. We then can 
answer “Incremental versions” for this question. What questions we still cannot 
answer for this process? For example, a question about which level of quality (in 
terms of percentage of serious faults) should we expect for each delivery, cannot be 
answered because neither one of the two previous models allow an answer for this 
question. Suppose we also know, however, a Process Performance Indicator model of 
this process and it says that “98% of all delivery software systems have less than 2 
shipped defects per thousand of source lines of code”. Then we can answer this 
question because this model allows this answer. 

4   A Process Modeling View of Process Improvement 

This section presents examples of a process modeling view of a process improvement 
cycle. Figure 2 provides a simplified and high density illustration with process 
modeling view´s snapshots of a SPI cycle with the three types of process models. 

In Figure 2 the bigger gray arrow shows the flow of a SPI cycle. The smaller gray 
arrows show sub cycles of the implementation phase of the SPI cycle. The three small 
icons and the four clouds in the middle represent versions of the current or future 
process. Each question and its correspondent geometric form represent either a 
descriptive model (D Model) of the current process or a specification model (S Model) 
of a future process. The position of each model and the index of the modeled process 
indicate roughly where the correspondent modeling is performed in the SPI cycle. 

In the beginning of what is going to be a SPI cycle, a manager wants to know what 
is going on in a software development department. As answer, she got the impression 
that “most projects seem to be very late” and concludes that this is not good for 
business. From process modeling point of view, she got “most projects seem to be 
very late” as a vague Process Performance Indicator descriptive model of the current 
process. As a second step, she wants to know what performance indication could be 
feasible and good for them. After some inquiries, she concludes that “90% of projects, 
+/- 10% on time” (at least 90% of all relevant software development projects on time 
with an accepted interval up to 10% delay or anticipating) is a satisfying and feasible 
indicator. If, in the future, an improved process results in that indicator, the business 
will be better. From process modeling point of view, this indicator is a (more precise) 
Process Performance Indicator specification model for a future process. 
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Fig. 2. Snapshots of process modeling view of a SPI cycle 

As a third step, she wants to know how they are developing software projects. She 
got the impression that there is no standard process to develop software projects. The 
process is improvised for each project and there is no planning for it. She concludes 
that the current process is something as “take a breath and try to implement 
something”. From process modeling point of view, she got a Process Enacting 
Description descriptive model of the current process. 

As a fourth step, she wants to know which best practices can help. After some 
inquiries, she concludes that ISO/IEC 15504-5 or CMMI-DEV model of best 
practices could help. More precisely, the Maturity Level 2 of the Exemplar 
Organizational Maturity Model in ISO/IEC 15504-7 (15504 ML2) (or Maturity Level 
2 of CMMI-DEV model) could be used as reference for feasible and useful best 
practices. If, in the future, an improved process implements the set of best practices of 
15504 ML2, the business will be better. From process modeling point of view, the 
15504 ML2 is a Process Capability Profile specification model for a future process. 

As a fifth step, she wants to know how they are using the best practices from 
15504 ML2. To answer that question, she contracts a process assessment. This 
process assessment results that they implement just few of these 15504 ML2 best 
practices. The process assessment also identifies some other few best practices that 
have been performed without be part of the 15504 ML2. The profile composed of few 
elements of 15504 ML2 and the other few best practices is, from process modeling 
point of view, a Process Capability Profile descriptive model of the current process. 
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As a sixth step, she wants to know requirements for process enactment 
descriptions. She concludes that these descriptions should be “short and useful” and 
its first version is “incremental O-O development”. From process modeling point of 
view, the “short and useful” are requirements for and “incremental O-O development” 
is a Process Enactment Description specification model for a future process. 

At that point, from process modeling point of view, the organization has three 
descriptive models of its current process and three specification models for a future 
process. These models are established to provide a basis for improving the process. 

Then, sub-cycles of process analysis and process change proposal, analyses, 
implementation and revision are performed. At same point a Process Engineering 
Group analyzes the current process and together with a Process Steering group decide 
to improve the current process description to incorporate an orientation to perform bi-
weekly status review of the software development project. An action group then 
produces new process description with elements that can be synthesized as “estimate; 
develop with increments; bi-weekly status review;”. From process modeling point of 
view, this is a Process Enactment Description specification model. 

After the implementation of this improved process in some pilot projects, three 
process descriptive modeling are performed. Each one produces a descriptive model 
of the new current process: (a) a Process Enacting Description model represented as 
“…, estimate; develop with increments; bi-weekly status review; …”, that answer the 
question “How we are doing”; (b) a Process Performance Indicator model represented 
as “About 80% projects are on time in a 20% range” that answer the question “What 
is going on”; and (c) a Process Capability Profile model represented as “most 
elements of extended 15504 ML2”, that answer the question “Which best practices we 
are using”. Then further sub-cycles are performed with more process modeling. 

Finally, at the end of Institutionalize improvement phase another three process 
descriptive modeling are performed on the institutionalized improved process. Each 
one produces a descriptive model of this process: (a) a descriptive Process Enacting 
Description model represented as “…, estimate using Use Case Points; develop with 
increments; weekly status review; …”; (b) a descriptive Process Performance 
Indicator model represented as “92% projects are on time in a 8% range”; and (c) a 
Process Capability Profile model represented as “extended 15504 ML2”. 

5   CMMI, SPICE and Modeling View of Process Improvement 

ISO/IEC 15504 (SPICE) and CMMI are well established, relevant and representative 
of the current state of the art of SPI. From CMMI Framework, the SPI state of the art 
can be represented by IDEAL cycle for process improvement, SCAMPI method for 
process assessment [8] and CMMI-DEV model for development [3]. From ISO/IEC 
15504 (SPICE) the SPI state of the art can be represented by the measurement 
framework for process capability, the measurement framework for organizational 
maturity, the requirements for performing an assessment (ISO/IEC 15504-2), the 
requirements for a Process Reference Model (PRM), the requirements for a Process 
Assessment Model (PAM), the steps of process improvement (ISO/IEC 15504-4), the 
exemplar PAM for software engineering (ISO/IEC 15504-5) and the exemplar 
organizational maturity model for software engineering (ISO/IEC 15504-7) [4]. 
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As an evaluation of the claim that the modeling view of process and process 
improvement presented in the previous section, is an integrated view of current SPI, 
Table 1 and the next paragraphs provides an analyses on how CMMI and SPICE 
already cover these three types of process models and modeling. In Table 1, the 
column Elements indicates which CMMI and SPICE elements deals with each type of 
process model as specification and descriptive modeling. The column # indicates a 
degree of achievement of the full modeling with the set of elements. This degree is in 
the same four points scale defined by SPICE with similar meaning: N (Not achieved), 
P (Partially achieved), L (Largely achieved) and F (Fully achieved). 

Table 1. Types of models/modeling and CMMI/SPICE models 

Types of models and 
modeling 

CMMI-DEV, IDEAL 
and SCAMPI 

ISO/IEC 15504 
(SPICE) 

Model Modeling Elements # Elements # 
Specification 

modeling 
IDEAL cycle; 

CMMI-DEV model 
L 15504-4 cycle; 15504-

5;7 models 
F Process 

Capability 
Profile model Descriptive 

modeling 
SCAMPI method; 

CMMI-DEV model 
P 15504-2 reqs. asses.; 

15504-5;7 models 
L 

Specification 
modeling 

OPD SP 1-4; IPM SP 
1.1 

F MAN.1.BP2; 
PIM.1.BP1,BP3 

F Process 
Enactment 
Description 

model 
Descriptive 
modeling 

PPQA SG 1 L SUP.1.BP3; SUP.5.BP3 L 

Specification 
modeling 

MA SG1 F MAN.6.BP3,BP4 F Process 
Performance 

Indicator 
model 

Descriptive 
modeling 

MA SG2 L MAN.6.BP5,BP6 L 

 
Each CMMI-DEV profile, including maturity levels 2 to 5, is a Process Capability 

Profile type of model. During the first phases of a process improvement cycle, 
following, for example, the IDEAL model, a CMMI-DEV profile is used as a Process 
Capability Profile specification model for the future process. This profile however 
uses only a predefined set of the 22 process areas defined in CMMI-DEV. Only a 
process that is an implementation of these process areas can be specified. Any other 
relevant process cannot be specified. Therefore a CMMI-DEV profile cannot always 
be a model of the whole future process. So CMMI Largely (L) achieves Process 
Capability Profile specification modeling. An assessment using SCAMPI method uses 
a CMMI-DEV profile as reference. During the first phases of SCAMPI, a specific 
CMMI profile is defined. A SCAMPI assessment produces a Process Capability 
Profile descriptive model only for the process that implements that profile. Any 
relevant process that is not an implementation of that profile is not considered. So 
CMMI Partially (P) achieves Process Capability Profile descriptive modeling. 

Each 15504-5 profile, and each 15504-7 organizational maturity levels from 1 to 5, 
is a Process Capability Profile type of model. Similar with CMMI, with a difference: 
It is possible to define any new process for 15504-5 and included it in a 15504-7 
organizational maturity model. Therefore SPICE Fully (F) achieves Process 
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Capability Profile specification modeling. For assessment, however, the profile must 
be specified during the first phases of an assessment. The descriptive model is 
constrained by this profile. Therefore SPICE Largely (L) achieves Process Capability 
Profile descriptive modeling. 

CMMI-DEV´s Organizational Process Definition (OPD) and Process and Product 
Quality Assurance (PPQA) process areas include modeling with Process Enactment 
Description type of model. CMMI defines “process description” as “a documented 
expression of a set of activities performed to achieve a given purpose”. The term 
“Process Enactment Description model” is used in this article to mean CMMI process 
description. The word “enactment” is necessary because all types of process models 
are process descriptions. This specific description is to guide the enactment of a 
process. CMMI defines “process definition” as “the act of defining and describing a 
process” and its result as “process description”. The term “Process Enactment 
Description modeling” is used in this article to mean CMMI process definition. 

The purpose of OPD is “to establish and maintain a usable set of organizational 
process assets, work environment standards, and rules and guidelines for teams”. 
OPD SG (Specific Goal) 1 states “a set of organizational process assets is established 
and maintained”. OPD SP (Specific Practice) 1.1 states “establish and maintain the 
organization’s set of standard processes”. OPD SP 1.2 states “establish and maintain 
descriptions of lifecycle models approved for use in the organization”. OPD SP 1.3 
states “establish and maintain tailoring criteria and guidelines for the organization’s 
set of standard processes”. The purpose of IPM is “to establish and manage the 
project and the involvement of relevant stakeholders according to an integrated and 
defined process that is tailored from the organization’s set of standard processes”. 
IPM SG1 states “the project is conducted using a defined process tailored from the 
organization’s set of standard processes”. IPM SP 1.1 states “establish and maintain 
the project’s defined process from project startup through the life of the project”. So 
CMMI Fully (F) achieves Process Enactment Description specification modeling 

The purpose of PPQA is “to provide staff and management with objective insight 
into processes and associated work products”. PPQA SG 1 states “Adherence of the 
performed process and associated work products to applicable process descriptions, 
standards, and procedures is objectively evaluated”. This evaluation is constrained by 
to applicable process descriptions, standards, and procedures, so the result can be a 
descriptive partial model of the process. Therefore CMMI Largely (L) achieves 
Process Enactment Description descriptive modeling. 

ISO/IEC 15504-5´s Organizational alignment process (MAN.1), Process 
establishment process (PIM.1), Quality assurance process (SUP.1) and Audit process 
(SUP.5) include modeling with Process Enactment Description type of model. The 
purpose of the Organizational alignment process (MAN.1) is to enable the software 
processes needed by the organization to provided software products and services, to 
be consistent with its business goals”. MAN.1.BP2 states “Define the process 
framework - Identify the processes that need to be performed in order to achieve the 
business goals”. The purpose of the Process establishment process (PIM.1) is to 
“establish a suite of organizational processes for all life cycle processes as they apply 
to its business activities”. PIM.1.BP1 states “Define process architecture - Define a 
standard set of processes, purpose of each process and interactions between them” and 
PIM.1.BP3 states “Define standard processes - Define and maintain a description of 
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each standard process according to the needs to establish processes in the organization 
(NOTE: Effective, organization-wide establishment of standard processes may require 
that they are documented)”. Therefore SPICE Fully (F) achieves Process Enactment 
Description specification modeling. 

The purpose of Quality assurance process (SUP.1) is to provide assurance that work 
products and processes comply with predefined provisions and plans. SUP.1.BP3 states 
“assure the quality of project process activities and project work products”. The purpose 
of Audit process (SUP.5) is to independently determine compliance of selected products 
and processes with the requirements, plans and agreement, as appropriate. SUP.5.BP3 
states “audit for conformance against the requirements. Selected work products, services 
or processes are audited to determine their conformance with their requirements and 
planned arrangements. Non-conformances are recorded”. This assurance and this audit 
are constrained by predefined provisions and plans, so the result can be a descriptive 
partial model of the process. Therefore SPICE Largely (L) achieves Process Enactment 
Description descriptive modeling. 

CMMI-DEV´s Measurement and Analysis (MA) process area and SPICE´s 
Measurement process (MAN.6) include modeling with Process Performance Indicator 
type of model. MA SG 1 states “Analysis Activities Measurement objectives and 
activities are [establish, maintain and] aligned with identified information needs and 
objectives”. Therefore CMMI Fully (F) achieves Process Performance Indicator 
specification modeling. MAN.6.BP3 states “Identify measurement information needs 
- Identify the measurement information needs of organizational and management 
processes” and MAN.6.BP4 states “Specify measures - Identify and develop an 
appropriate set of measures based on measurement information needs”. Therefore 
SPICE Fully (F) achieves Process Performance Indicator specification modeling. 

MA SG 2 SG 2 states “Measurement results, which address identified information 
needs and objectives, are provided”. These measurements results are constrained by 
predefined measures, so the result can be a descriptive partial model of the process. 
Therefore CMMI Largely (L) achieves Process Performance Indicator description 
modeling. MAN.6.BP5 states “Collect and store measurement data - Identify, collect 
and store measurement data, including context information necessary to verify, 
understand, or evaluate the data” and MAN.6.BP6 states “Analyze measurement data 
- Analyze and interpret measurement data, and develop information products”. These 
measurements results are constrained by predefined measures, so the result can be a 
descriptive partial model of the process. Therefore SPICE Largely (L) achieves 
Process Performance Indicator description modeling. 

6   Towards a Modeling Driven Process Improvement 

The analyses described in the previous section indicates that CMMI and SPICE 
already cover these three types of process models and modeling, with three 
limitations: a) CMMI allows the usage of only a predefine set of process areas for 
Process Capability Profile models; b) CMMI and SPICE constrain descriptive 
modeling by previously specified specification models; and c) CMMI and SPICE did 
not fully explore the integration of all three types of process models.   
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Current SPI usually considers Process Capability Profile models as reference for 
process improvement, but neither Process Enactment Description models nor Process 
Performance Indicator models. Current SPI usually considers Process Enactment 
Description models as models of the processes, but neither Process Capability Profile 
models nor Process Performance Indicator models. Best practices models from CMMI 
and SPICE, as, for example, CMMI and ISO/IEC 15504-5, include a process area for 
Process Performance Indicator modeling (measurement process area), but neither for 
Process Capability Profile modeling nor Process Enactment Description modeling. 
All three types of models as references for process improvement and as process 
models could be considered to improve process improvement. Process areas for all 
three types of modeling could be considered as well. 

The example in Section 4 indicates that using this modeling view during a process 
improvement cycle improves the integrated understanding of what we want (using 
specification modeling), what is the current status (using descriptive modeling), what 
we can do (using a balance between specification and descriptive models) and what 
we are doing (using specification and descriptive modeling) for improvement during a 
cycle. However, in order to use the whole potential of this modeling view, an 
improved worldview is proposed: Modeling driven Process Improvement. The term 
driven is used in the sense of Model Driven Engineering (MDE). 

Modeling driven Process Improvement is the worldview of PRO2PI Methodology. 
PRO2PI Methodology has been evolved from Process Capability Profile to drive 
Process Improvement [6] [14] towards Process Modeling Profile to drive Process 
Improvement, in order to explore the whole potentiality of Modeling driven Process 
Improvement. This evolution emerged when a method for tridimensional process 
assessment using modeling theory was developed and used following Potts´s 
industry-as-laboratory approach [15]. Modeling driven Process Improvement is a 
worldview in which process improvement is driven by process modeling. There is a 
co-evolution of process models and process, where dynamic specification or 
descriptive process models (Process Capability Profile models, Process Enactment 
Description models and Process Performance Indicator models) represent a 
(specified) future process or the actual current process. In a previous article [6] the 
expression “model driven” was used. The expression “modeling driven” emphasizes 
the process of modeling instead of the model itself. The SPI Manifesto states three 
values and principles. The proposed Modeling driven Process Improvement is 
consistent with the SPI Manifesto´s values and principles, especially with the 
principle “Use dynamic and adaptable models as needed” using modeling as the 
underlying integration theory. 

7   Conclusion 

This article introduces a modeling view of process and process improvement with 
three types of process models (Process Capability Profile, Process Enactment 
Description and Process Performance Indicator) and (knowledge working) process as 
a model of what knowledge workers do and think for a living, where the model is a 
set of interrelated (or interacting) activities which transform inputs into outputs, to 
achieve a given purpose”. Drucker´s knowledge working process is proposed as a 
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generalization of software, systems, services and other domains processes. This 
modeling view is corroborated by an example of its usage in a process improvement 
cycle and by an analysis on how two representative SPI frameworks (CMMI and 
ISO/IEC 15504) partially support this view. Using this modeling view as a basis, 
Modeling driven Process Improvement is proposed as an evolution of current Model-
based Process Improvement. 
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Abstract. Process maturity reference frameworks such as ISO/IEC 15504 and the 
Capability Maturity Model Integrated (CMMI) seek to assist software process 
improvement (SPI) efforts by prescribing a roadmap for improving the capability 
of the development process. However, such frameworks are not widely adopted in 
the practice [1], [2], especially in smaller software development organisations 
where the development process is often modified based on business events [3]. 
Such modification of the development process represents an attempt to harmonise 
the process with the changing needs of the business, which is a dynamic 
capability. Dynamic capabilities refer to the ability of businesses to adapt to 
changing circumstances and according to the evolutionary theory of the firm [4], 
organisations that possess greater dynamic capability are more successful. This 
paper introduces dynamic SPI capability - the ability to adapt the software process 
relative to changing situational circumstances – as a method for evaluating 
software process adaptation. 

Keywords: SPI, Process Adaptation, Situational Factors, Dynamic SPI 
Capability. 

1   Introduction 

The past two decades have witnessed significant growth in the software development 
business and in parallel there has been a sustained investment in research into the 
process of software development. One of the principal developments in the software 
process domain has been the emergence of process maturity frameworks, with 
ISO/IEC 15504 [5] and CMMI [6] considered the most dominant [7-9]. Although 
process maturity reference frameworks are sometimes criticised for being 
cumbersome and costly [10], ISO/IEC 15504 [5] and CMMI [6] have been shown to 
deliver significant benefits for software development [11-16].  

While the benefits of process maturity frameworks and other software development 
models have been demonstrated, they are not widely adopted in practice [1-3], [17], 
[18]. Furthermore, some research suggests that temporal contextual factors are critical 
in identifying the most appropriate process [10], [19], [20], especially in small to 
medium sized enterprises (SMEs) [21]. It is therefore not surprising to discover that 
the software development process has been reported as being volatile and that process 
improvements are often initiated in response to business events [3]. The ability of a 
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business to learn from business events and to improve business processes to address 
changing needs is what economists describe as a dynamic capability – and according 
to the evolutionary theory of the firm [4], organisations that have greater dynamic 
capability are more likely to be successful. Therefore, a dynamic capability to 
improve the software development process with respect to changing circumstances, a 
characteristic which we have defined as dynamic SPI capability, is beneficial for 
business success in software development organisations. 

Given that the dynamic SPI capability of an organisation is important for business 
success, it would be advantageous for organisations to be able to observe their 
dynamic SPI capability. However, to date SPI research efforts have been concerned 
largely with process capability rather than with dynamic process capability and as a 
result there is no existing mechanism for observing the dynamic SPI capability of a 
software development setting. Therefore, this paper identifies the key considerations 
when attempting to determine the dynamic SPI capability in a software development 
setting and proposes an approach to unifying these considerations so as to bring 
visibility to this important capability.  

This paper is structured as follows: Section two provides additional background 
information on the relevance of dynamic capability to software development 
organisations. Sections three and four outline approaches to making determinations in 
relation to the two components of dynamic SPI capability: extent of SPI activity and 
extent of situational change.  Section five identifies related future work that the 
authors intend to carry out and finally, section six presents a discussion and 
conclusion. 

2   Dynamic Capability 

In the field of economics, the evolutionary theory of the firm [4] is concerned with the 
concept of dynamic capability. Dynamic capability relates to the ability of an 
organisation to continually transform the business routines in response to changing 
environments and new understandings, and the evolutionary theory of the firm 
suggests that this ability gives rise to the dynamism that will ultimately propel the 
organisation to success [22]. The firm, therefore, is promoted as “a locus where 
competencies are continually built, managed, combined, transformed, tested and 
selected”, where the vital consideration relates to how “new knowledge [is] 
materialised in new competencies”, and where “a lock-in to inefficient routines” is 
perceived as a major threat to a company’s prospects [23]. Consequently, a dynamic 
capability to transform routines is considered to provide a basis for competitive 
advantage [23], a point that has already been observed in relation to the software 
development routines by Poulin [24], who suggests that with respect to software 
process capability, establishing an organisation’s ability to optimise the development 
process may provide a better approach than traditional audits. Therefore, rather than 
examining process capability and prescribing an improvement path, an alternative 
view suggests that one should focus on maximizing the capability to transform the 
process, and that this transformational capability will automatically render an 
improved process. 
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The initial stage on a process maturity roadmap generally represents a state of low 
process capability, with subsequent stages gradually enhancing the process 
implementation, finally culminating with the process optimisation stage, wherein the 
software development process is continually being optimised in order to best address 
the software development needs of the organisation. Therefore, in a sense, existing 
process maturity frameworks do consider dynamic SPI capability – but only at the 
highest level of maturity.  However, where process maturity reference frameworks are 
adopted, the highest maturity level (optimising) is not often achieved [25]. 
Furthermore, the evolutionary theory of the firm establishes that it is dynamic 
capability, rather than process maturity, that is of paramount importance for optimum 
process adaptation. Perhaps this raises the case for process optimisation to be brought 
forward as a consideration in process maturity frameworks, into a position where 
process optimisation is an inherent consideration for every process decision at every 
level in a process maturity framework. This consideration is, however, one for the 
committees responsible for maintaining the various process maturity frameworks – 
the focal point of this paper is to outline the components of dynamic SPI capability 
along with some mechanisms for determining the dynamic SPI capability of a 
software development setting. 

In order to determine the dynamic SPI capability of a software development 
setting, two principal components must be established: (1) the extent of SPI activity 
and (2) the degree of situational change. The following sections discuss these two key 
components. 

3   Extent of SPI Activity 

In order to examine the dynamic capability with respect to the software development 
process, it is first necessary to determine the extent of SPI activity in an organisation. 
For the purpose of this paper, SPI activity is defined as “the set of SPI actions 
implemented by an organisation, which is manifested as a series of modifications to 
the software development process”. A review of the literature in the process 
assessment and auditing domain reveals that there is no dedicated approach to 
expressly examining the amount of software development process change that has 
occurred over a period of time.  By expressly, we mean (1) in a single engagement 
and (2) collecting only data that is related to the extent of process change (not process 
capability).  Since no express method for determining the amount of SPI activity pre-
existed, it was necessary to develop a dedicated SPI activity survey instrument. Such 
a survey instrument would need to be systematically derived from a comprehensive 
and recognized software development process reference framework. ISO/IEC 12207 
[26], which has been developed and maintained by international consensus, offers an 
ideal reference framework for the construction of an SPI activity survey instrument. 

The ISO/IEC 12207 [26] based SPI activity survey instrument developed and 
presented below can be used to examine the extent of SPI activity. This instrument is 
different from traditional process assessments in that it directly and explicitly 
examines the extent of SPI actions and is not concerned with making process 
capability determinations. With the software development process constituting an  
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important and complex component of the overall business process for software 
developing organisations, and acknowledging the importance of dynamic process 
capability as encapsulated in the evolutionary theory of the firm [4], software 
development and quality management practitioners, as well as auditing agents, can 
apply the SPI activity survey instrument in order to directly determine the extent to 
which the software development process is being evolved. Researchers can also use 
the SPI activity survey instrument, and the authors of this paper are presently 
applying the approach as part of a broader research project that is examining the 
influence of SPI on the evolution of small to medium sized (SME) software 
development companies.  

It is possible to utilise the process assessment vehicles associated with process 
maturity reference frameworks in order to determine the amount of SPI activity. This 
would involve conducting two process assessments on two different dates, and 
thereafter performing a finite difference analysis on the assessment results. However, 
this twin assessment approach has a number of drawbacks. Firstly, it requires two 
engagements with the software development organisation, which is time consuming 
and which can be difficult to orchestrate from a practical researching perspective. 
Secondly, process assessments, such as those in ISO/IEC 15504 [5] and CMMI [6] 
collect data and generate a maturity ratings rather than just investigating the amount 
of SPI activity, and therefore represent a somewhat inefficient tool for evaluating SPI 
activity. Thirdly, adopting an ISO/IEC 15504 [5] or CMMI [6] process assessment 
vehicle to determine SPI activity might diminish the capacity to secure candidate 
participants in the SME sector, since prescribed process maturity reference 
frameworks have themselves already met with resistance to implementation in SMEs. 
For these three reasons, traditional process assessments would represent an inefficient 
use of resources for the purpose of making express SPI activity determinations. 

Taking these drawbacks into account, and owing to the apparent absence of any 
established dedicated resource for determining the amount of SPI activity, we 
developed a new method for evaluating SPI activity, a method based around the 
application of a dedicated SPI activity survey instrument.  

3.1   Evaluating SPI Activity Using a Dedicated Survey Instrument 

In the case of ISO/IEC 15504 [5], the ISO/IEC 12207 [26] process listing is used as 
the underlying process reference list. ISO/IEC 12207 [26] is an internationally 
developed and maintained listing for software processes and therefore represents a 
useful reference point when examining software processes in any setting. 

It is the premise of this paper that in order to evaluate the amount of SPI activity in 
an organisation, ISO/IEC 12207 [26] can be used as a comprehensive point of 
reference. However, the creation of a survey instrument based on ISO/IEC 12207 [26] 
needs to be structured and systematic, and this paper presents an approach suited to 
converting an international standard into a survey instrument, followed by an 
explanation of how the method was applied in the case of transforming ISO/IEC 
12207 [26] into an appropriate survey instrument for evaluating the extent of SPI 
activity in an organisation. 
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3.1.1   Method for Converting an International Standard to a Survey Instrument 
Many international standards consist of verbose text that seeks to accurately and 
completely describe an item of technical matter. However, such comprehensive text-
based descriptions are not easily fashioned into survey instruments, especially when 
practical considerations, such as the time required to conduct the survey, are taken 
into consideration. Therefore, this paper outlines a technique for resolving verbose 
text-based international standards back to comprehensive, yet practical, survey 
instruments. An overview of this technique is presented in figure 1. 
 

 

Fig. 1. Survey Instrument Development Technique 

The initial phase, the Review and Tag phase, involves reviewing the international 
standard, so as to develop a thorough understanding of all the material comprising the  
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standard. Thereafter, the various components of the international standard are tagged – in 
order to identify the key activities. This requires that close attention is paid to all actions 
in the international standard, ensuring that no important detail is overlooked. 

Following the tagging exercise, the Question Development phase is undertaken. 
This is a four-step activity that involves transforming the tagged details, as output 
from the initial phase, into a representative, accurate, comprehensive and readable 
survey instrument. Notes that explain any modifications, along with rationale for 
changes, must be maintained at each step in the question development phase – this 
allows for later examination of the survey construction exercise, including the 
possibility of auditing the artefacts so as to verify that appropriate decisions have been 
taken throughout the survey construction activity. Such artefacts can thereafter be 
published along with the survey findings if required. 

The first step of the question development phase involves using the tagged details 
in order to derive a baseline set of questions. This results in a baseline suite of 
questions that preserve all of the essential details that are present in the international 
standard itself. In the second step of the question development phase, the baseline 
suite of questions is desk-checked so that any duplications or areas of overlap are 
resolved. This is necessary in order to efface cross-references that can exist in 
international standards. 

The third step of the question development phase consolidates the list of questions 
with respect to practical considerations. The target survey duration is among the 
practical considerations, and the survey constructor must judge the appropriate type 
and number of questions for the survey. The consolidation of questions also requires a 
considerable deal of judgement, coupled with expertise, on the part of the survey 
constructor, but should nonetheless seek to preserve the original makeup and structure 
of the international standard, retaining all major components such that the resulting 
survey is clearly identifiable as a derivative of the original standard. Having 
consolidated the questions in an appropriate fashion, the fourth and final step of the 
question development phase involves reviewing the survey so as to enhance the 
clarity of individual questions and to optimise the flow of the survey so as to best 
achieve the survey objectives. 

Having completed the question development phase, the survey constructor presents 
a draft version of the survey instrument to software process and process standards 
domain experts so as to elicit independent feedback on the content, accuracy, and 
likely effectiveness of the interview in obtaining the required information. Following 
completion of the independent review, the survey instrument should be revised so as 
incorporate the feedback from the expert reviewer. Once again, a copy of the changes 
applied should be maintained so as to allow for later examination of the technique. 

3.1.2   Application of Conversion Method to ISO/IEC 12207 
The technique identified in figure 1 was applied to ISO/IEC 12207 [26] and a 
systematically-derived draft SPI activity survey instrument was produced. This draft 
survey instrument was submitted to key ISO/IEC 12207 [26] editorial committee 
members for review, after which a final rendering of the SPI activity survey 
instrument was produced. Further details of the survey instrument creation can be  
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found in [27]. In producing the SPI activity survey instrument, a detailed review of 
ISO/IEC 12207 [26] was carried out. Following this review, a diagrammatical 
overview of the activities contained in ISO/IEC 12207 [26] was produced – this 
overview is reproduced here in figure 2. 

 

Fig. 2. ISO/IEC 12207 Topology 

This section has outlined the approach adopted in constructing an express SPI 
activity survey instrument from ISO/ISE-12207 [26]. However, in order to determine 
the dynamic SPI capability of a software development setting, it is also necessary to 
determine the extent of situational change that has occurred.  



 An Approach to Evaluating Software Process Adaptation 35 

4   Extent of Situational Change 

In order to examine the extent of situational change in a software development 
setting, it is necessary to utilise a comprehensive reference framework of the factors 
that affect the software development process – rather than being concerned with 
changes to the general environment, in examining dynamic SPI capability, we are 
only interested in changes to the environment that are potential triggers for SPI. 
However, a literature review of the domain confirms that no single general and 
comprehensive reference framework of the situational factors that affect the software 
development process presently exists. Therefore, the authors have systematically 
developed such a reference framework of the factors that affect the software 
development process [28]. As with the development of the express SPI activity survey 
instrument outlined earlier, a systematic approach was adopted in the development of 
the reference framework of the situational factors that affect the software 
development process. This involved a synthesis of twenty-two of the most influential 
works from seven distinct domains: software development models and standards, risk 
factors for software development, software development cost estimation, software 
development environmental factors, software process tailoring, degree of required 
software process agility, and the software engineering book of knowledge [29]. The 
approach to developing the reference framework of the factors affecting the software 
process is outlined in the figure 3. 

The framework construction exercise utilised numerous data sources, including 
Boehm’s Cost Constructive Model (CoCoMo) [30], Putnam’s SLIM model [31], 
Albrecht’s Function Point Analysis (FPA) [32], CMMI [6], and ISO/IEC 12207 [26]. 
Following the Review and Tag phase, a baseline of three hundred and ninety-seven 
factors affecting the software development process was identified. Since the data 
sources are thematically related, this initial baseline contained some duplication – 
both literal and conceptual – and therefore it was necessary to distil a consolidated 
reference framework. This distillation exercise required a concentrated data analysis 
effort and therefore, data analysis techniques from Grounded Theory [33] were 
applied so as to ensure that a rigorous and systematic approach was adopted. 
Borrowing the constant comparison [34] and memoing [35] data analysis techniques 
from Grounded Theory, the baseline set of factors was systematically consolidated 
into a comprehensive set of forty-four individual situational factors that affect the 
software development process. These factors are classified under eight categories and 
have a total of one hundred and fifty-seven sub-factors, as outlined in figure 4. 

4.1   Evaluating Situational Change Using a Dedicated Survey Instrument 

The situational factors affecting the software development process indicated in figure 4 
are used as a reference framework for the development of a comprehensive survey 
instrument that will determine the extent of situational change that has occurred over a 
period of time. In keeping with the approach adopted in the earlier SPI activity survey  
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instrument, again a systematic technique is adopted. The Question Development, 
Independent Review and Pilot phases identified in figure 1 are re-used – this time to  
develop a survey instrument from the reference framework of the factors affecting the 
software development process. The resulting survey instrument will facilitate a 
determination of the amount of situational change that has occurred by examining 
changes to the factors affecting the software development process over a period of time.  

In section 3, we introduced an express approach to determining the amount of SPI 
activity in a software development setting over a period of time. This section has 
identified an approach to determining the extent of situational change in a software 
development setting. In order to determine the dynamic SPI capability in a software 
development setting, we must unify these two components. 

5   Future Work - Dynamic SPI Capability 

As outlined earlier, dynamic SPI capability relates to the ability to adapt the software 
development process in tune with changing situational circumstances. Furthermore, 
two key components are required in order to determine the dynamic SPI capability in 
a software development setting: (1) the extent of SPI activity, and (2) the extent of 
situational change. Earlier sections have identified approaches to determining both of 
these components. The next stage in our research involves the identification of an 
appropriate method for integrating these two components into a form that enables the 
visualisation of the dynamic SPI capability – this is a work in progress but at present 
there are two candidate approaches. 

Firstly, the two distinct components could be unified into a single key performance 
indicator (KPI). This would involve expressing the one component in a ratio form 
relative to the other component. There are a number of benefits to having the dynamic 
SPI capability accessible in a single KPI numeric form; for example, it would be 
possible to easily compare the dynamic SPI capability over time in different settings 
and it would be permissible to offer a guidance scale of performance in relation to 
SPI. However, there are some challenges to integrating these two components into a 
single KPI: for example, the two components are quite different in nature and 
therefore, it may not be useful to attempt to integrate them into a single numeric form. 

Secondly, the two distinct components could be visualized in a four-quadrant type 
graph, where the first dimension would depict the extent of the SPI activity and the 
second dimension would capture the extent of situational change. This particular 
approach would overcome the noted challenge in relation to unifying the two 
components into a single numeric form – however, it also has some drawbacks; for 
instance, it would be more difficult to compare the dynamic SPI capability in two 
different settings. 

Over the coming months, the authors will be actively examining the options for 
unifying the two components of dynamic SPI capability that have been outlined in 
this section. 
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Fig. 3. Situational Factors Reference Framework Development Technique 
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Fig. 4. Situational Factors Affecting the Software Development Process 

6   Discussion and Conclusion 

The quality of the software development process directly affects the quality of the 
software product, and since the technology, business environment and company 
circumstances are subject to continual change, there is an ongoing requirement for 
SPI. Existing approaches to SPI, such as ISO/IEC 15504 [5] and CMMI [6] assess the 
capability of processes in an organisation. These process maturity reference 
frameworks prescribe a phased process maturity roadmap, with the earlier stages 
characterised by minimum process implementation and the later stages gradually 
improving the process maturity, with the final stage being dedicated to continuous 
process optimisation.  
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The concept of process optimisation is related to the evolutionary theory of the 
firm [4], which suggests that the dynamic capability of an organisation to modify its 
business processes is an important driver for business success. If it is the case that 
dynamic capability is central to the formula for business success, then software 
development organisations would benefit from being dynamically capable with 
respect to the software development process. Process maturity frameworks such as 
ISO/IEC 15504 [5] and CMMI [6] do acknowledge process optimisation as an 
important attribute, but it is only evident at the most mature stage. Therefore, 
organisations that adopt such process maturity references frameworks, and who do 
not progress to the most mature stage, may fail to realise the benefits of dynamic 
capability as described by the evolutionary theory of the firm [4]. 

If dynamic capability is important, and we suggest that it is, then there should be a 
method for examining the dynamic process capability in an organisation. For software 
development organisations, this includes the ability to examine dynamic capability 
with respect to the software development process, or to use the term introduced in this 
paper: dynamic SPI capability. In order to observe dynamic SPI capability, it is 
necessary to determine the amount of SPI that has taken place in a software 
development environment setting over a period of time, and to concurrently examine 
the changes in the situational context that are important considerations for the 
software development process. This paper outlines two mechanisms: one for making 
express determinations in relation to the amount of SPI activity that has occurred and 
a second mechanism that enables the determination of the amount of change that has 
occurred in the situational context. Together, these two mechanisms can be combined 
to make an overall determination in relation to the dynamic SPI capability of a 
software development setting over a period of time. 

It is not the intention of the approach outlined in this paper to devalue the very 
significant benefits and contributions that are already available in capability maturity 
frameworks such as ISO/IEC 15504 [5] and CMMI [6]. However, as a research 
community we must accept that despite being in existence for a long number of years, 
these approaches are not widely adopted across the broader spectrum of the software 
development industry. Equally, where process maturity frameworks are implemented, 
they are often tailored to individual settings and software development settings 
themselves are subject to changing circumstances on a regular basis. Consequently, an 
important characteristic of a software development process is its ability to continually 
adapt to meet the needs of the changing  environment – and one could argue that the 
amount of process adaptation required in a setting is a function of the degree of 
situational change in that setting. By developing an approach to examining situational 
change, and through the application of the dynamic capability concept to the software 
development process, this paper has presented a systematically-derived and novel 
approach to evaluating software process adaptation in a software development setting. 
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Abstract. Evaluation of competing software process assessment (SPA) methods 
is an important issue for software process improvement initiatives. Although 
SPA methods designers may claim successful design and implementations of 
their SPA methods, no evaluation of these claims, based on a set of evaluation 
criteria, has yet been documented. In addition, independent evaluation of the 
SPA methods currently available would also help the designers of these 
methods.  This paper presents as a case study the results of applying the 
proposed evaluation criteria to the MARES SPA method. 

Keywords: Software, Process, Assessment, Improvement, Evaluation. 

1   Introduction 

The technical literature documents a number of case studies discussing the 
implementation of software process assessment (SPA) methods, including lessons 
learned, success factors, requirements and observations. Although designers and users 
(assessors) of these SPA methods claim successful designs and implementations of 
these methods, there is a scarcity of documented independent verification and 
validation of these claims.  

In the software engineering field, evaluations are often developed and performed 
without taking into account lessons learned from other software and non-software 
disciplines [1]. A well designed evaluation should be based on some theoretical basis, 
such asthe evaluation theory [2, 3]. The study of evaluation theories and methods  
[2-4] can help elaborating more complete and systematic evaluation methods for their 
application in the diverse software engineering areas [1].  
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Evaluation criteria have been proposed in [5] to help in evaluating software process 
assessment (SPA) methods, as well as in designing such SPA methods; [5] also 
presents a number of  practices  to develop a successful SPA method. The evaluation 
criteria can be used to evaluate any assessment method, and in particular those for 
Small Medium Enterprises (SME) as well as Very Small Entities (VSE) (those 
entities with less than 25 employees). This is illustrated in this paper with a case study 
of the evaluation of the MARES SPA method. The paper is organized as follows: 
Section 2 presents the main concepts of the MARES assessment method; Section 3 
presents the evaluation procedure; Section 4 presents the evaluation results and 
Section 5 presents theconclusion and future work. 

2   The MARES Assessment Method 

The MARES (Methodology for Software Process Assessment in Small Software 
Companies)methodology has been built by researchers from UNIVALI University and 
the CenPRA research center in Brazil[6, 7].MARES is designed to support process 
improvement in the context of small software organizations considering their specific 
characteristics and limitations; this MARES model is built in conformity to ISO 15504 
[8]. MARES method integrates a context-process model in order to support the selection 
of relevant processes and a process-risk model to support the identification of potential 
risks and improvement suggestions. The MARES method is discussed in detail in [6, 7, 
9-13]. The MARES assessment method is divided into five main parts: 

1. Planning: 
 In this phase, the assessment is organized and planned. At the end of this phase, 

the resulting assessment plan is revised and documented. 
2. Contextualization: 
 In this phase, the organization is characterized in order to understand its goals, 

products and its software process. Questionnaires and interviews are used as a 
means to collect data. 

3. Execution: 
 The selected processes are assessed in detail.  
4. Monitoring and control: 
 All activities during the assessment are monitored and controlled. Corrective 

actions are initiated, if necessary, and the plan is updated accordingly. 
5. Post-mortem: 
 Once the assessment is finished, a brief post-mortem session is held among the 

assessors to discuss the performance of the assessment. 

3   Evaluation Procedure 

The evaluation of the MARES SPA method has been conducted in five main phases: 

1. The evaluation criteria, see Appendix-A, have been used to construct a 
questionnaire as an evaluation tool, where each criterion is represented by a 
question having one of three possible answers: fully adequate, partially adequate 
and non adequate. 
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2. Answering the MARES questionnaire. One of the authors and main researchers 
in the design and deployment of the MARES assessment method was contacted 
and asked to answer the questionnaire, producing an PAM assessment report.  

3. Documents analysis: various documents, presenting and discussing the MARES 
assessment method,were reviewed- see [6, 7, 9-13]. 

4. Analysis of the strengths and weaknesses of the assessed method and preparation 
of the assessment report. 

5. Collection of feedback from the MARES’ author about the findings presented in 
step 4 in order to validate the assessment. 

6. Evaluation report submission: The final results of the assessment are 
documented. 

4   Evaluation Results  

The summary of the evaluation conducted based on the evaluation procedure 
presented in Section 3is shown in Table 1.  

The evaluation results have been translated into percentages. For each question, a 
weight is assigned: 1 for fully adequate rating, 0.5 for partially adequate and 0 for 
non-adequate. The strengths points are achieved by summing up the number of fully 
adequate practices and the sum of the partially adequate practices. Similarly, the 
weakness points are achieved by summing up the number of non-adequate practices 
and the sum of the partially adequate practices. The percentages are then calculated 
for the strength points and weakness points.  

As observed from Table 1, the MARES method fulfilled totally the best practices 
related to the ‘procedure’ class and fulfils mostly the best practices  related to the 
‘users’ class with around 83% of the practices for this class, while it did not fulfill any 
of the practices related to the ‘supportive tool’ since such a tool is not yet provided . 

4.1   Strengths 

The evaluation results based on the evaluation criteria in [5], see Appendix-A, show 
that the MARES method has several strengths which can be summarised as follows: 

1.   SPA method: 
a. Data gathering technique: MARES method collects the data through 

scheduled interviews with the organization participants. 
b. Flexible and customizable method that allows adding new processes to be 

assessed based on the organization’s needs 
c. Coverage to a process reference model. The MARES process dimension has 

been developed based on ISO 15504-5 processes which are based on the ISO 
12207. Due to the characteristics of small organizations, some processes 
have been disregarded as being irrelevant in most cases. If any of these 
disregarded processes turn out to be important, they are re-integrated based 
on the ISO 15504-5 as discussed in [7]. 

d. Identification of strengths, weaknesses, risks and improvement opportunities. 
e. Suggest improvement action plan to start an improvement process. 
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Table 1. MARES Method Evaluation Results 

SPA Best 
Practices 

Categories 

Total 
practices 

Strengths 
Points 

Strengths 
% 

Weaknesses 
Points 

Weaknesses 
% 

% strengths 
contribution 

Method 
(MBP) 

13 10.0 76.9% 3 23.1% 26.3%

Supportive 
tool (SBP) 

6 0.0 0.0% 6 100.0% 0.0%

Procedure 
(PBP) 

5 5.0 100.0
% 

0 0.0% 13.2%

Document.
(DBP) 

8 6.5 81.3% 1.5 18.8% 17.1%

User 
(UBP) 

6 5 83.3% 1 16.7% 13.2%

Total 38 26.5 69.7% 11.5 30.3% 69.7%

Total  practices As shown in appendix A for each category

Strengths points The count of practices scored as fully (1 point) or partially (0.5 point) in the 
evaluation 

Strength % Strengths points / total practices of the category
Weaknesses
points 

The count of practices scored as inadequate (0 points) in the evaluation

Weakness % Weakness points / total practices of the category
% Strength 
contribution 

Strengths points of each category / total number of  practices(38 practices)

 
 

f. The method is publicly available including the process description and 
artefacts’ templates. The method can be used in on-site/self assessment, yet 
requires an experienced assessor, who must be available on-site. 

g. Comply with a comprehensive assessment method: MARES is compliant 
with the assessment requirements as stated in ISO 15504. The MARES 
method assesses subsets of the processes that are relevant to the 
organization’s needs.  

h. Simple and well-structured method having no more than 150 questions in its 
questionnaire. 

2.   SPA Supportive Tools: 
The MARES method did not fulfill any of the practices related to the supportive 
tool since no tool is available yet. 

3.   SPA procedure: 
a. Prepare the participant in the assessment. The MARES method, ISO 15504, 

the developed assessment plan and schedule are presented briefly to all 
assessment participants at the beginning of the assessment. 

b. The method includes building trust and confidence relationships between 
assessors and organization participants through the assessment briefing at the 
beginning as well as a confidentiality form to be signed by all assessors and 
the sponsor(s). 

c. Produce an assessment report to be delivered to the organization 
representative. 
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d. The assessment procedure ensures the confidentiality of the participants by 
signing a confidentiality agreement. The confidentiality of any data provided 
is guaranteed to all participants of the assessment. 

e. Feedback sessions are held after the assessment feedback is provided through 
a satisfaction questionnaire to be filled out by the sponsor. A post-mortem 
meeting is held between the assessors to discuss the performance of the 
assessment. Although this practice is evaluated to be fully adequate in  
the MARES method, at the end of the assessment, feedback session with the 
assessment participants like sponsors and organization representatives should 
be held to discuss not only the assessment results, but also to discuss, face to 
face, the assessment method and all issues addressed in the satisfaction 
questionnaire to get feedback directly, one should not rely only on the 
satisfaction questionnaire only. 

4.   SPA documentation: 
a. The assessment purpose, objectives and needed resources are all 

documented. 
b. Identification of the assessed organization unit. 
c. The confidentiality of the assessment is documented. 
d. The method documents all necessary templates and documents. 
e. Document the assessment process as a whole. 
f. Document of the assessment data and ratings. 

5.   SPA users: 
a. The responsibilities of the assessment participants are defined. 
b. The responsibilities of the assessment team members are defined. 
c. Senior management is involved in the assessment process. 
d. The participant commitment is ensured through the assessment briefing in 

the preparation phase. 
e. The method ensures the credibility of both sponsors and staff to believe that 

the assessment would give results. 

4.2   Weaknesses 

The evaluation criteria that are not fully met in the assessment method are considered 
as weaknesses. Therefore, based on the evaluation results, the following points are 
found to be weaknesses and need to be handled by the designers of the MARES 
method.  

1.   SPA method:  
a. Acquiring data through document review: 

MARES method optionally reviews documents to get data or to understand 
issues that are unclear in the interview. Although it has been indicated in [14] 
that for simple assessment, interviews or documents review is sufficient, we 
still believe that for accurate understanding both of them should be used.  

b. Studying the accuracy of findings. 
 The collected data should be consolidated into accurate findings according to 

defined criteria. For the MARES method, no study has been found to define 
and test such accuracy of findings. 
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c. Conducting the assessment in 2-8 hours: 
The assessment tool indicated that the MARES method takes 2 days of 
assessment, analysis and presenting results: 2 days is justifiable for all these 
activities. The mentioned duration of 2-8 hours actually specifies the 
assessment time only, not the time for analysis and presenting results. Hence 
MARES method should bind itself to a specific assessment duration which 
should not exceed 8 hours. 

d. Ensure the reliability of the assessment results. 
 Although the interview mentioned that reliability is ensured through 

numerous case studies, no study has been found to measure to what degree 
the assessment results produced by these case studies are repeatable. 
Ensuring repeatability will give confidence to the organization to rely on the 
assessment results and make further decisions for improvements. 

e. Ensure completeness. 
 No study was found to discuss the completeness of the MARES method 

showing that the assessment method has taken into account the essential 
elements to assess each process in the assessment scope and give all needed 
results. 

2.   SPA supportive tools:  
So far, there is no tool support for the MARES method. A supportive tool that 
provides the following features is needed to achieve a successful assessment 
method: 
a. A tool that is usable and cover the different phases of the assessment. 
b. Create and use a database of historical assessment data. 
c. Build a database after the assessment process which contains the process 

profiles and other necessary data would be useful for new assessment trials 
and also for comparing assessment results with previous assessment trials 
results.  

d. Generating a semi-automatic assessment report. 
 A supportive tool which produces parts of the final assessment report will 

produce a more efficient assessment process. 
e. Adaptable and flexible assessment tool. 

 The supportive tool should allow adding or removing new processes to be 
assessedto fit the needs and goals of the assessed organization.  

3.   SPA procedure: 
The MARES method fulfills all the practices for the procedure class including: 
a. Prepare the assessment process by training participants, developing 

assessment plan and other related activities. 
b. Ensure formally the confidentiality of participants (even before conducting 

the assessment). 
c. Work to build confidence and trust relationships with participants 
d. Produce an assessment report to be delivered to the sponsors and 

organization. 
e. Hold a feedback session after each assessment to present results and get 

comments. 
 



48 M. Zarour, A. Abran, and J.-M. Desharnais 

4.   SPA documentation: 
a. Providing guidance for the assessment team. 

 MARES should define the assessment team members’ backgrounds, 
experience and their levels of knowledge in the assessment method and 
underlying model. This part of documentation also defines the team leader’s 
management and technical skills related to the assessment process.  

b. Provide the guidance for follow-up meetings. 
 The MARES method should provide guidance for assessors who will 

conduct the follow-up meetings after conducting the improvement phase.  

5.   SPA user:  
a. Ensuring that the sponsor and staff believe the assessment will give results. 

Another important aspect that would foster effective involvement in the 
assessment process is the belief that the assessment will give results and will 
lead to the improvement of the organization’s behaviour and performance. 
The MARES method should work to build this belief before and during the 
assessment. 

b. Ensure that the benefits of the assessment method are felt by the participants. 
The assessment team of MARES method works on building such assurance 
during the preparation phase of the assessment. Being confident of the 
benefits would promote better involvement and cooperation on the part of 
the organization’s participants in the assessment process. 

By collecting statistics from the evaluation tool, as shown in Table 1 and 
summarized in Figure 1, the following can be noted: 

1. The strengths related to the ‘method’ class gained the most contribution of the 
total strengths of the MARES method with a total contribution of about 26%, 
having about 77% of the practices in this class achieved. 

2. The strengths related to the ‘supportive tool’ class gained the minimum 
contribution of the total strengths of the MARES method with a total 
contribution of 0%.  

3. The strengths related to the ‘documentation’ class gained about 17% of the total 
strength contribution, achieving about 81% of the practices for this class. 

4. The strengths related to the ‘procedure’ class gained about 13% of the total 
strength contribution, achieving 100% of the practices for this class. 

5. The strengths related to the ‘user’ class gained about 13% of the total strength 
contribution, achieving 83% of the practices for this class. 

For each category, the assessment method should satisfy at least 60% of the total 
practices for that class to be said that it has an acceptable level of success in that 
category. As shown by the data in Table 1, the ‘supportive tool’ class needs more 
work to achieve the minimum acceptable level of satisfaction. 

 



 Evaluation of Software Process Assessment Methods – Case Study 49 

 

Fig. 1. MARES Assessment Method Evaluation Results 

5   Conclusions and Future Works  

The recent dissemination ofnumber of process models and of their related assessment 
methods raises concerns related to their verification & validation (V&V), often not 
done, because it was supposed they were yet properly validated. Since the results 
from a process assessment provide the foundation and main input for writing an 
improvement plan, it is very critical for an organization to have confidencein its 
effectiveness for properly achieving the planned business results. In particular, a 
different scope must be designed when dealing with a SME or a VSE, because of their 
reduced organizational size and, consequently, some differences about the way to run 
and manage the business.  

The evaluation criteria presented in [5]can provide useful information about 
strengths and weaknesses of  software process assessment methods. In particular, five 
areas are covered, see Appendix A: Methods, Supportive Tools, Procedure, 
Documentation and Users.  The information is sufficiently detailed to correctly guide 
an SPA designer on what to do and where – eventually – to correct the SPA method 
itself.  

In order to start proving the relevance of our proposal, a first case study applying 
such evaluation criteria was done taking into account the MARES method, one of the 
well-knownassessment methods for SME/VSE. The analysis revealed a number of 
candidate improvements to MARES.   

This case study has illustrated how the proposed evaluation is useful in shedding 
light on the weaknesses of the evaluated assessment methods and providing guidance 
for the designers and users (assessors) of these methods.  In the near future, the case 
study will be repeated evaluating further SPA methods: such case studies will help to 
refine more and more the above presented evaluation criteria. A step in this direction 
has been accomplished through an online survey, representing the evaluation tool 
used in this paper. The online survey has been published on line at 
http://www.kwiksurveys.com/online-survey.php?survey_ID=HLOJJO_9d452719. 
Until now, more that 30 responses have been collected.  
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Appendix A:  The best practices grouped in five main classes 
 

Method related practices
1 Does the method provide flexible and customizable method focusing on principal high-priority 

processes 
2 Is the assessment method make use of simple, well-structured questionnaire with no more than 150 

questions
3 Does the assessment method ensure, based on studies, the reliability of the assessment result
4 Does the method identify strengths, weaknesses, improvement opportunities and threats
5 Does the method suggest a feasible improvement action plan which addresses the special needs of 

the company
6 Does the collect data from interviews
7 Does the method check the accuracy of the assessment’s findings (data collected)
8 Does the method comply with formal assessment method
9 Does the assessment take a reasonable time period
10 Does the method collect data from documents
11 Is the assessment method usable for on-site assessment and self-assessment
12 Does the method identify the process reference model used to select processes
13 Does the method ensure completeness

Supportive-tool related practices
1 Does the assessment tool cover different assessment phases including collect, analyze and visualize 

data
2 Does the tool build and use a database of historical SPA data
3 Is the tool flexible/adaptable (i.e. adding new axes to the tool
4 Does the tool work to maintain assessment confidentiality (through security features for example)
5 Does the tool generate automatically assessment reports
6 Does the method work to ensure repeatability of the results

Procedure related practices
1 Does the method prepare the assessment process by training participants, developing assessment 

plan and any related activities
2 Does the method hold a feedback session after each assessment to present results and get comments 
3 Does the method ensure formally the confidentiality of participants (even before conducting the 

assessment)  
4 Does the method work to build confidence and trust relationships with participants
5 Does the method produce an assessment report to be delivered to the sponsors and organization

Documentation related practices

1 Does the method provide guidance that documents the assessment method and its implementation 
in practice

2 Does the method provide guidance in how to identify the assessment team needed skills
3 Does the method provide guidance that documents data collection and rating results
4 Does the method provide templates for the produced documents
5 Are the assessment objectives, purpose and needed resources documented?
6 Does the method provide guidance that ensures and highlights confidentiality terms
7 Does the method provide guidance that identifies the organizational unit
8 Does the method provide guidance for the follow-up assessors who will make reassessment later on  

Users related practices
1 Does the method ensure sponsors’ commitment
2 Does the method ensure the involvement of senior management and other staff members in 

assessment
3 Are the assessment participants (interviewee) responsibilities defined?
4 Does the method define assessment team credentials and responsibilities

5 Does the method ensure that the benefits of the assessment are felt by participants
6 Does the method improve the credibility of both sponsor and staff who should believe that the 

assessment will yield a result 
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Abstract. The automotive industry is currently focused on feature development 
to deliver green, safe and connected vehicles. Implementations of these features 
increase both complexity and function integration in software as well as in 
electronic hardware. In order to maintain safety in vehicles due to this more 
complex and integrated environment, the upcoming ISO 26262 functional 
safety standard will give support. The automotive manufacturers who develop 
safety related functionality could benefit from using this new ISO standard to 
address functional safety. One requirement of ISO 26262 is to assess the 
capability of the development process used to comply with the standard. This 
paper describes an approach to extend ISO/IEC 15504 and Automotive SPICE 
to fulfill this ISO 26262 requirement for both software and hardware 
development. The functional safety extensions can be used together with 
Automotive SPICE for process assessments of functional safety in the 
automotive industry. 

Keywords: Automotive SPICE, DFEA2020, Functional Safety, ISO/IEC 15504, 
ISO 26262, Safety Assessment. 

1   Introduction 

Today, the automotive industry is undergoing significant changes due to many 
different external factors, such as increased focus on environmental care, awareness 
of safety, and integration of consumer electronics in vehicles. At Volvo Cars, this is 
visible in feature development in the three key areas; green, safe and connected. This 
leads to an exponential growth of electronics and software in our vehicles. Together 
with an increasing focus on functional safety and dependability, there is a need to 
further develop both electrical architectures and development methods. To address 
these challenges in the automotive industry, the DFEA2020 national research project 
is conducted at Volvo Cars in collaboration with several partners. DFEA2020 is 
funded by VINNOVA, a Swedish government agency for innovation, and the 
DFEA2020 project partners. 

Due to a new functional safety standard, ISO 26262 [1], one part of DFEA2020 is 
dedicated to functional safety and this standard. ISO 26262 is in its final stage before 
publication in 2011. Even if the standard has been used in its draft versions, the impact 
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on the automotive industry for passenger cars will be significant. ISO 26262 is 
applicable for safety related functions, systems, and components that are implemented 
in electronics or software. ISO 26262 will address both safety related implementations 
and the development process used. For the development process, there is a need and 
also an ISO 26262 requirement to determine whether it is compliant with the process 
prescribed by ISO 26262. 

A specific goal for DFEA2020 is to develop a framework for process assessment 
meeting the ISO 26262 standard. An interim result is described in this paper. 

The paper starts with a brief overview of standards related to the proposed 
functional safety extensions and a summary of current state of functional safety 
assessments in the automotive industry. This is followed by a presentation of the 
selection of assessment framework and the proposed extensions. Further, two 
examples of the extensions as proposed to Automotive SPICE and ISO 15504 are 
included to give the reader a better understanding. Next, a guide to implementation is 
presented. Finally, the paper provides some conclusions and discusses ideas for 
further work. 

2   Related Work 

There are several standards and efforts to address functional safety in product 
development. Some of these are related to the proposed functional safety extensions 
to Automotive SPICE. The related standards are briefly introduced here. 

2.1   ISO 26262 

ISO 26262 [1] is the upcoming automotive standard for functional safety applicable 
for safety related Items that are implemented in electronics or software. An Item in [1] 
is defined as "system or array of systems to implement a function at the vehicle level, 
to which ISO 26262 is applied". 

In the version to be released, the standard is limited to passenger cars up to 3.5 
metric tonnes. Possibly, the standard could become applicable for heavy vehicles in 
its first revision. 

The standard is currently available as Final Draft International Standard (FDIS), 
which is the last step before being a public international standard. ISO 26262 has been 
in development within ISO since 2005. From this time, it has increasingly been 
introduced for product development in the automotive industry. 

The standard includes ten different parts and its lifecycle spans from concept 
development, through product development, to service, operation and decommissioning. 
With that scope, the impact from this standard on the automotive industry will be 
significant. 

One key concept of ISO 26262 is the Automotive Safety Integrity Level (ASIL) 
which is determined during the concept phase of product development. ASIL is both a 
measure of risk for hazards and a measure of necessary risk reduction that should be 
addressed during product development. There are four levels, attributed ASIL A, 
ASIL B, ASIL C, and ASIL D where ASIL D implies the highest level of rigor during 
development. In case the Item has no hazard with an associated ASIL, a QM attribute 
is used. QM denotes Quality Management for which ISO 26262 has no requirements. 
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Many driveline and chassis systems need to manage ASIL C or ASIL D safety 
requirements while body systems often only have to manage ASIL A, ASIL B, or 
QM. In general, ASIL A and ASIL B systems do not typically require redundancy in 
electronic hardware which ASIL C and ASIL D typically do. Further, ISO 26262 has 
different rigor in requirements on the development process depending on the ASIL. 

A Functional Safety Assessment shall ensure that Item under development has an 
appropriate level of functional safety according to ISO 26262, i.e. a functional safety 
product assessment. For an Item under development, this is done by checking that the 
Item has both the required documentation and the required safety measures implemented 
according to ISO 26262. Examples of required documentation are Hazard Analysis and 
Risk Assessment reports and Safety Cases. Typical safety measures are safety monitors 
and redundant sensors. The Functional Safety Assessment shall also consider the results 
of a Functional Safety Audit.  

A Functional Safety Audit is required by ISO 262626 to ensure that the 
development process used for the Item is compliant with ISO 26262, i.e. a functional 
safety process assessment. 

Both the Functional Safety Audit and the Functional Safety Assessment are 
depending on the ASIL of the Item under development. The higher the ASIL, the 
more processes are needed and the assessor should be more independent. 

Even if ISO 26262 has requirements for Functional Safety Audits, there is no 
guidance in the standard on how to carry it out. However, the standard provides notes 
that the Safety Audit is related to SPICE assessments. 

2.2   Automotive SPICE 

The automotive industry in general has during the last decade focused on implementation 
of Automotive SPICE [2, 3], which is an adopted subset of ISO/IEC 15504 [4]. The 
vehicle manufacturers have strived to achieve process fulfillment at maturity level 3 for a 
subset of the processes required for their suppliers. During the last two years, the focus 
on Automotive SPICE has decreased and instead the focus has moved from quality to 
safety. Even if Automotive SPICE assessments are valuable for development of safety 
related software, there are several gaps to ISO 26262 that need to be addressed, e.g. 
system and hardware development. 

2.3   +SAFE 

+SAFE [5] is an extension to Capability Maturity Model Integration (CMMI) for 
Development (CMMI-DEV) that covers safety management and safety engineering. It 
was developed by the Defence Materiel Organisation within the Australian 
Department of Defence and the latest version, version 1.2, was released in 2007. The 
+SAFE extension supplements CMMI-DEV with two additional process areas that 
provide a basis for appraising or improving an organization’s processes for providing 
safety-critical products. 

+SAFE was developed for standalone use. It is not intended to be embedded in a 
CMMI model, but can be modified to support different safety standards. 
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This extension is a good starting point for ISO 26262 process capability 
determination. However, +SAFE is not sufficient by itself to be used in the automotive 
industry due to gaps to ISO 26262, e.g. electronic hardware processes are missing in 
+SAFE. 

2.4   ISO/IEC 15504-10 - Safety Extension 

This part 10 of ISO/IEC 15504 [6] defines processes and guidance to support the 
development of safety related systems. It is currently under development and is 
expected to be released during 2011. The process assessment model for this part 10 
complements the process assessment model for system and software as defined in 
ISO/IEC 15504 Parts 5 and 6. 

ISO/IEC 15504-10 defines three processes to support safety. The processes are: 

• Safety Management process 
• Safety Engineering process 
• Safety Qualification process 

ISO/IEC 15504-10 claims that the defined processes are consistent with the five 
different safety standards: 

• IEC 61508 
• +SAFE, A Safety Extension to CMMI-DEV, V.1.2. 
• IEC 60880 
• UK MoD Def Stan 00-56 
• ISO 26262 

These five standards use different safety lifecycles with different processes and it is 
challenging to write a standard such as ISO/IEC 15504-10 to cover all of these processes. 
In the case of ISO 26262, there are gaps between the three additional processes defined in 
ISO/IEC 15504-10 and the processes needed to be assessed according to ISO 26262, e.g. 
electronic hardware processes are missing in ISO/IEC 15504-10.  In this paper, we 
suggest additional processes to close this gap. 

2.5   Functional Safety Assessments in the Automotive Industry 

Currently in the automotive industry, there is no commonly used functional safety 
assessment framework. To a large degree, functional safety assessments are done by 
expert judgment. Some companies, offering functional safety assessment, use 
company internal instructions and checklist when doing these assessments for 
customers. However, from our perspective, there is currently a large degree of ad-hoc 
functional safety assessments performed in the automotive industry. This is particular 
true when it comes to functional safety processes assessments, for processes not 
covered by Automotive SPICE. Further, most functional safety assessments seem to 
focus more on technology rather than development processes used. As ISO 26262 
soon will be released as an international standard, there is a need in the industry to 
standardize functional safety process assessments. 
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2.6   Swedish Standardization for Functional Safety Process Extensions 

In the Swedish working group for ISO 26262, a task has been initiated to develop a 
Swedish standard based on the functional safety process extensions described in this 
paper. Sweden has four major automotive manufacturers with a strong tradition on 
safety, all participating in this standardization effort. 

The goal is to have an international standard instead of a Swedish national 
standard. The main reasons for developing a Swedish standard is that it will be a good 
basis to propose as an international standard and it could be developed in less than six 
months. With the current plan for this standard, it would be available approximately at 
the same time as ISO 26262 is released as an international standard. Hence, this 
Swedish standard could be used by any early adopter and be a proposal for a new 
international standard.  

3   Functional Safety Process Assessment Strategy 

In order to ensure that the development of safety related systems will result in safe 
systems, an assessment strategy is needed. Two parts have been identified as 
necessary for functional safety process assessment: 

•  Performing a functional safety process assessment on a reference project 
before development, i.e. a process capability determination. 

•  Performing a tailored functional safety process assessment during 
development as a part of the functional safety product assessment. 

The strategy, as can be seen in Fig 1, implies a wider context than ISO 26262 
suggests where functional safety process assessment is only required to be performed 
on projects during development. The possibility to assess a reference project adds 
significant value, e.g. at procurement, and supports long term relations with suppliers. 
During development the effort will be reduced accordingly.  

 During development (”joint reviews”)Before development

Assessment report

Tailored functional safety 
process assessment

Functional safety 
process assessment

Functional safety product assessment

 

Fig. 1. Overall strategy for functional safety process assessment 

The ability to tailor the assessments for different ASIL becomes essential since  
the ISO 26262 requirements depend on the ASIL. The selected approach is to base the 
assessment framework on ASIL D requirements and allow for further tailoring by the 
assessors. Adapting this assessment framework to each ASIL would be impracticable. 
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4   Assessment Framework 

Implementation of the functional safety process assessment strategy will benefit from 
a supporting assessment framework. An assessment framework requires a process 
reference model to scope the ISO 26262 objectives, requirements, and work products, 
as well as a process assessment model. 

4.1   Selection of Assessment Framework 

Three different approaches for developing the assessment framework were 
considered: 

• Use the Automotive SPICE framework 
• Develop custom framework based on ISO 26262 
• Use framework from other domains 

The first approach, reusing the Automotive SPICE framework, was found to be 
quite attractive due to the organizational knowledge, established methods for SPICE 
assessment, and global knowledge of SPICE assessment in the industry. However, an 
extended framework for functional safety assessment would need to be developed. 

The second approach, to develop a custom framework based upon ISO 26262, was 
attractive due to the lightweight approach, to just use what was required, and easy to 
tailor for its needs. However, this approach would be informal and hard to establish 
especially for suppliers since it would not relate to established assessment practices. 
To compare the results from different assessments would also be hard with a custom 
framework. This approach is similar to the ad-hoc approach taken by assessment 
companies today as discussed earlier in this paper. 

To use a framework from other domains would give the benefit of an established 
framework and certification scheme. One such framework is CASS (Conformity 
Assessment of Safety-related Systems) [7] which is based on the standard IEC 61508 
[8]. However, major adoption to automotive industry and ISO 26262 would be 
required. 

The decision was to reuse the Automotive SPICE assessment framework, extended 
by ISO 26262 compatible processes for functional safety process assessment. This 
gave most organizational and domain benefits.  

4.2   Assessment Model 

Four categories of processes have been identified with respect to Automotive SPICE, 
as shown in Fig. 2, in order to incorporate the ISO 26262 requirements: 

• Additions for functional safety to Automotive SPICE 
• Additions for functional safety to ISO/IEC 15504 
• New processes, also called extensions according to SPICE, to Automotive 

SPICE and ISO/IEC 15504 for unique functional safety processes 
• Reused processes, which are processes in Automotive SPICE that need to 

be assessed to show full compliance with ISO 26262  
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New 
processes for 

functional 
safety

(e.g. FS.HW.1)

ISO/IEC 15504
(e.g. SUP.3)

Automotive SPICE 
(e.g. ACQ.3FS)

Additions for 
functional safety 
(e.g. ACQ.3FS)

Reused processes 
(e.g. SUP.1)

Additions for 
functional safety 
(e.g. SUP.3FS)

 

Fig. 2. Process extensions for functional safety process assessment 

The functional safety process assessment framework extends the Automotive 
SPICE model by adding new processes or making additions to existing processes. 
Existing process outcomes were not altered and none were removed. 

4.3   Identification of Extensions 

A process ID is used for identification of the functional safety extensions, but in order 
to separate those from the Automotive SPICE processes, the processes and practices 
have been uniquely defined by adding FS, representing Functional Safety. 

Additions are identified through a postfix, ".FS" to the process ID. As an example, 
the functional safety addition to the Automotive SPICE process ACQ.3, Contract 
Agreement, is identified as ACQ.3FS. As a second example, Software Validation 
which is only defined according to ISO/IEC 15504 has to be extended with safety 
validation, which is identified as the addition SUP.3FS.   

The new processes, i.e. extensions, are identified through a prefix, "FS" to the 
process ID. As an example, Automotive SPICE does not cover hardware development 
and a new process needs to be developed. The new process is identified as FS.HW.1. 

Note that reused processes have been included but without the FS prefix/postfix. 
The process definitions for these processes are not modified, but are essential to meet 
the assessment scope of ISO 26262. 

In order to get a complete process assessment model, each safety related process 
has been extended with so-called safety practices (SP) to cover the wider scope of 
ISO 26262. The safety practices correspond to base practices in Automotive SPICE. 

Safety practices are identified through the process extensions ID and by adding a 
postfix ".SP#", e.g. SUP.3FS.SP1 

4.4   Functional Safety Extensions to Automotive SPICE and ISO/IEC 15504 

The required functional safety extensions, and their associated work products, have 
been established and traced to ISO 26262. The four tables below show the resulting 
functional safety extensions, including the reused processes, needed to cover 
ISO 26262 requirements.  
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Table 1. Overview of functional safety additions to existing Automotive SPICE processes 

Automotive SPICE additions Process name ISO/DIS 26262 references 
MAN.3FS Project Management 2-5, 8-5, 4-5 
SPL.2FS Product release 4-11 
SUP.10FS Change request management 3-6, 8-8 
ENG.2FS System requirements analysis 3-5, 4-6, 8-6 
ENG.3FS System architectural design 4-7 
ENG.4FS Software requirements analysis 6-6 
ENG.5FS Software design 6-7 
ENG.6FS Software construction 6-8, 6-9 
ENG.7FS Software integration test 6-10 
ENG.8FS Software testing 6-10, 8-9 
ENG.9FS System integration test 4-8 
ENG.10FS System testing 4-8, 6-11, 8-9 
ACQ.3FS Contract Agreement 8-5 

Table 2. Overview of functional safety additions to existing ISO/IEC 15504 processes 

ISO/IEC 15504 additions Process name ISO/DIS 26262 references 
SUP.3FS Validation 4-5, 4-6, 4-9 

Table 3. Overview of new functional safety processes, i.e. extensions, to Automotive SPICE 
and ISO/IEC 15504 

Extension Process name ISO/DIS 26262 references 
FS.MAN.1 Safety Culture Management 2-5 
FS.MAN.2 Safety Life Cycle Management 2-5, 2-6, 2-7, 3-6 
FS.AN.1 Hazard Analysis 3-7 
FS.AN.2 Safety Analysis on System Level 4-7, 9-7, 9-8 
FS.AN.3 Hardware Safety Analysis 5-7, 5-8, 5-9, 9-7, 9-8 
FS.AN.4 Software Safety Analysis 6-7, 9-7, 9-8 
FS.SUP.1 Safety Case Development 2-6, 8-10 
FS.SUP.2 SW Component Qualification 8-12 
FS.SUP.3 HW Component Qualification 8-13 
FS.SUP.4 Calibration and Configuration 

Data Management 
6-Annex C 

FS.HW.1 Hardware Safety Engineering 5 
FS.TOOL.1 Qualification of Tools 8-11 
FS.PROD.1 Production, Operation, Service 

and Decommissioning 
7 

Table 4. Overview of reused processes from existing Automotive SPICE processes 

Automotive SPICE Process name ISO/DIS 26262 references 
MAN.5 Risk management - 
SUP.1 Quality assurance 2-5 
SUP.2 Verification 4-5, 4-8, 4-9, 5-10, 6-9, 6-

10, 6-11, 8-9 
SUP.4 Joint review 8-5 
SUP.8 Configuration management 8-7 
SUP.9 Problem resolution management 2-4 
REU.2 Reuse program management - 
ACQ.4 Supplier monitoring 8-5 
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4.5   Examples of Extensions and Safety Practices 

As described there are different types of extensions needed. For these, it was decided 
to use the same structure as in Automotive SPICE.  

In Table 5, there is an example of an extension to an Automotive SPICE process. 
This extension is an addition that is needed for change management since the SUP.10 
process does not include safety analysis, safety lifecycle, and safety manager 
approval. Therefore, these three aspects have to be added to SUP.10 as shown in 
Table 5. 

Table 5. The Change Request Management addition to SUP.10 in Automotive SPICE 

Process ID SUP.10FS Applicable ASIL A-D 

Process Name Change request management  

Process 
Purpose 

The purpose of the FS addition to the change request management process 
is to ensure that safety related work products are analyzed and managed 
during the entire safety lifecycle. 

Process 
Outcomes 

As a result of successful implementation of this process: 

1) the change request is analyzed for impact on functional safety of the 
product; 

2) the change request is analyzed for impact of the safety lifecycle and what 
safety activities that needs to be carried out again; 

3) if there are changes related to safety, the decision to accept, reject or 
delay the change is agreed with the safety manager. 

Safety Practices SUP.10FS.SP1: Perform an impact analysis with respect to safety of the 
product. This analysis should also include new or changed hazards. 

SUP.10FS.SP2: Perform an impact analysis with respect to the functional 
safety activities that need to be conducted. If the ASIL level is increased 
because of the change, a gap analysis shall be performed to find out what 
needs to be done to achieve the higher ASIL.  

SUP.10FS.SP3: The safety manager is included in the decision process. 

There are five different work products in ISO 26262 impacted by SUP10.FS, these 
are shown in Table 6 together with their reference to ISO 26262. 

Table 6. The work products from the Change Request Management extension SUP.10FS with 
the corresponding ISO 26262 references 

Output Safety Work Products ISO/DIS 26262 reference 

Change management plan 8-8.5.1 

Change request 8-8.5.2 

Impact analysis 8-8.5.3 

Change request plan 8-8.5.3 

Change report 8-8.5.4 
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Another type of extensions to Automotive SPICE and ISO/IEC 15504 is for new 
processes. An example of this extension is shown in Table 7, which is for hazard 
analysis. The hazard analysis process is one key process needed for functional safety 
as the whole safety lifecycle is impacted by the outcome of this process. 

Table 7. The Hazard Analysis extension as proposed 

Process ID FS.AN.1 Applicable ASIL QM, A-D 

Process Name Hazard Analysis  

Process 
Purpose 

The purpose of the hazard analysis is to identify and classify hazards related 
to the item.  

Process 
Outcomes 

As a result of successful implementation of this process: 

1) the target for the analysis is clearly defined; 

2) the failure modes of actuators and functions (use cases) are identified; 

3) the relevant situations are identified; 

4) the hazards are clearly expressed; 

5) the hazards are classified according to an international standard; 

6) the top level safety requirements (safety goals) are clearly defined; 

7) the analysis is revised during the development to seek for new or changed 
hazards.  

Safety 
Practices 

FS.AN.1.SP1: Define the item. This includes external interfaces, functional 
requirements, non-functional requirements, assumptions and foreseeable 
misuse. 

FS.AN.1.SP2: Define the failure modes of 1) actuators and 2) functions (e.g. 
based on use cases). Define the system effect (technical) and the effect on 
the vehicle level as a result of the failure modes. 
NOTE: Omission (no effect) and commission (full effect when not wanted) 
shall always be considered. Other failure modes (late, early, more, less and 
stuck effect) may be considered depending on the function. 

FS.AN.1.SP3: Define the relevant situations for the failure modes. This 
includes all common operating situations (e.g. driving on straight road, city 
driving, and situation when function is used) and may also include 
production, service and other special situations. The situation coverage 
should be determined. 

FS.AN.1.SP4: Define the hazards based on the failure modes and situations. 

FS.AN.1.SP5: Perform classification according to an international standard 
relevant for the automotive industry. Justify the classifications with 
descriptions of the assumptions made. Involve a group of people in the 
hazard analysis effort. 

FS.AN.1.SP6: Define the top level safety requirements (safety goals) 
together with their safety integrity levels and safe states. 

FS.AN.1.SP7: Revise the analysis during development. 

There are three different work products in ISO 26262 impacted by FS.AN.1, these 
are shown in Table 8 together with their reference to ISO 26262. 
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Table 8. The work products from the Hazard Analysis extension FS.AN.1 with the 
corresponding ISO 26262 references 

Output Safety Work Products ISO/DIS 26262 reference 

Hazard analysis and risk assessment 3-7.5.1 

Safety goals 3-7.5.2 

Verification review of hazard analysis and risk 
assessment and safety goals 

3-7.5.3 

5   Implementation 

When doing functional safety assessments on Items according to ISO 26262 and the 
proposed work in this paper, there are four steps recommended: 

• Request an Automotive SPICE Assessment from the supplier 
• Carry out a functional safety process assessment on a reference project, 

decided jointly with the supplier, based on the assessment framework 
presented in this paper 

• Perform a functional safety product assessment on the Item during the 
product development, from project start to start of series production 

• Follow up the action plan from the functional safety process assessment 
and the functional safety product assessment during the project. 

For functional safety process assessment, maturity level 0-3 should be assessed 
where level 3 is required. Level 3 should be sufficient since ISO 26262 does not 
require organizational process implementation and level 3 is commonly accepted as a 
minimum level for Automotive SPICE compliance. Level 3 has the advantage that the 
outcome should have minimum dependency on specific development projects. 
Further, it is also possible to tailor the process assessment depending on the ASIL. 
The ASIL to be used could for instance depend on the types of systems developed by 
the assessed organization. 

For functional safety product assessment, maturity level 0-1 is assessed for work 
products, where level 1 is required. The reason for choosing level 1 is that this type of 
assessment is focused on the achievement of the process purpose, i.e. safety practices, 
and the characteristics of the work products. To ensure that the development process 
used for the Item is compliant with ISO 26262, it is sufficient to check that the 
development process has satisfactorily been assessed and, by simple checks, confirm 
that the previously assessed process is being used in the development. Inspection of 
the work products refers to the same processes as used for the tailored functional 
safety process assessment. 

6   Conclusion and Further Work 

The work to implement safety extensions to ISO/IEC 15504 and Automotive SPICE 
was quite straight forward once the methodology for the extensions was set. Further, 
since the ISO 26262 requirements on safety organizations are similar to Automotive 
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SPICE requirements, the smoothest approach was to reuse the software quality 
organization setup and the software process assessment methods for the ISO 26262 
safety organization and functional safety assessments. 

The challenge has been to verify the extensions through product and process 
assessments. This work is ongoing within the DFEA2020 project and also in vehicle 
programs within Volvo Cars. 

Since quality and safety go hand in hand, the people working with safety assessment 
and those working with quality assessment may well be in the same organization. If 
similar work methods can be used, higher efficiency will be achieved at an organizational 
level. Tools already in use for SPICE assessment can be expanded to also support the 
extensions required for functional safety assessment. 

For organizations which base their processes on ISO/IEC 15504 and not Automotive 
SPICE, the safety extensions presented in this paper should be easy to adopt. 

Once the Swedish working group for ISO 26262 has developed a Swedish standard 
for the process extensions described in this paper, the next step, apart from its use in 
product development, will be to target international standardization. 
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Abstract. Software companies which have been involved in a process 
improvement programme according to ISO/IEC 15504 have already performed 
some steps in order to implement ISO/IEC 27000 as an information security 
management framework. After analysing in depth the existing relations between 
ISO/IEC 15504-5 base practices and ISO/IEC 27002 security controls, in this 
paper the security controls covered by the ISO/IEC 15504-5 processes are 
described, the changes over these processes which would be necessary for the 
implementation of the controls are detailed and an ISO/IEC 15504 Security 
Extension that facilitates the implementation of both standards is presented. 

Keywords: ISO/IEC 15504 (SPICE), ISO/IEC 27000, Information security, 
Software Process Improvement (SPI). 

1   Introduction 

For software development companies the implementation of information security 
controls is fundamental to assure their continuity, minimise possible injuries and 
maximize the return of investment and business opportunities. 

Within our environment, several software companies that have been involved in a 
process improvement programme according to ISO/IEC 15504 [1][2] demand the 
implementation of ISO/IEC 27000 as a security standard. In fact, some of these 
software organizations have been certificated against the ISO/IEC 27001 standard [3]. 
In order to obtain this certification, an organization must adequately select and 
implement the appropriate security controls between all the controls provided by the 
ISO/IEC 27002 standard [4]. 

Heads of quality departments in these organizations observed that some of the 
actions previously performed to implement the ISO/IEC 15504 standard were very 
useful when time came to implement the ISO/IEC 27001 standard. Therefore they 
could take advantage of their experience in the implementation of ISO/IEC 15504 
base practices in order to implement the selected ISO/IEC 27002 security controls. 

MiProSoft, our research group, is experienced in implementing ISO/IEC 15504 in 
software companies [5][6][7][8]. Moreover we have also analysed the relationship 
between this standard with other ISO standards, such as ISO 9001 [9][10] and 
ISO/IEC 20000 [11]. In this article we focus in the relationship between the security 
aspects of ISO/IEC 27000 series to the base practices of ISO/IEC 15504-5 [12] with a 
double objective: 
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• Facilitating the implementation of ISO/IEC 27001 in organizations which have 
already reached a particular maturity level according to ISO/IEC 15504-7 [13]. 

• Defining a method for the implementation of ISO/IEC 15504 which already 
considers the ISO/IEC 27001 security aspects. 

After a complete analysis of all the existing relations between ISO/IEC 15504-5 
processes and ISO/IEC 27002 security controls, it can be stated that ISO/IEC 15504-5 
considers an important number of the security aspects and controls which are 
necessary for the implementation of an Information Security Management System 
[14]. Consequently, software companies which have been involved in a process 
improvement programme according to this standard have already performed some 
steps in order to implement ISO/IEC 27000. 

Delving into this result, from the existing relations between the ISO/IEC 27002 
security controls and the ISO/IEC 15504-5 base practices, and after analysing in depth 
the purpose and requirements of each security control and the related base practices, 
in this paper the adaptations and modifications that should be done in ISO/IEC 15504-
5 processes in order to include the security aspects of the ISO/IEC 27002 related 
controls are presented.  

The title of the paper “An ISO/IEC 15504 Security Extension” must be understood 
as an adaptation or amplification of ISO/IEC 15504-5 processes. In this work, an 
expansion of the ISO/IEC 15504-5 process map, like the one in ISO/IEC PDTR 
15504-10 Safety Extensions [15], is not proposed. 

The paper is structured as follows: Section 2 presents a summary of the ISO/IEC 
27002 security controls addressed by the ISO/IEC 15504-5 processes. Section 3 
describes the different kind of actions that could be performed over an ISO/IEC 
15504-5 process to adapt it in order to satisfy all the security requirements of the 
related controls. Section 4 presents the Security Extension. Finally, Section 5 
concludes this paper and opens discussions regarding the results. 

2   ISO/IEC 27002 Security Controls Covered by ISO/IEC 15504 

The controls covered by ISO/IEC 15504-5 processes are next presented using the 
Organizational Maturity Model defined in ISO/IEC 15504-7 which describes a 
framework for determining organizational maturity. Table 1 shows the 17 ISO/IEC 
27002 security controls covered by the ISO/IEC 15504-7 Maturity Level (ML) 1 
processes whereas Table 2 shows the 29 security controls covered by the ML 2 
processes. 

Table 1. ISO/IEC 27002 controls covered by the ISO/IEC 15504-7 ML 1 processes 

ISO/IEC 15504-7 ML 1 processes ISO/IEC 27002 controls covered by the ML1 processes 
ENG.1 Requirements elicitation 
ENG.2 System requirements 
analysis 
ENG.3 System architectural design 
ENG.4 Software requirements 
analysis 

10.1.4 Separation of development, test and operational 
facilities 
10.8.3 Physical media in transit 
10.9.1 Electronic commerce 
10.9.2 On-line transactions 
10.9.3 Publicly available information 
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Table 1. (continued) 

ISO/IEC 15504-7 ML 1 processes ISO/IEC 27002 controls covered by the ML1 processes 
ENG.5 Software design 
ENG.6 Software construction 
ENG.7 Software integration 
ENG.8 Software testing 
ENG.9 System integration 
ENG.10 System integration 
ENG.11 Software installation 
ENG.12 Software and system 
maintenance 
SPL.2 Product release 

12.1.1 Security requirements analysis and specification 
12.2.1 Input data validation 
12.2.2 Control of internal processing 
12.2.3 Message integrity 
12.2.4 Output data validation 
12.4.1 Control of operational software 
12.4.2 Protection of system test data 
12.5.2 Technical review of applications after operating 
system changes 
15.1.1 Identification of applicable legislation 
15.1.2 Intellectual property rights (IPR) 
15.1.4 Data protection and privacy of personal 
information 
15.1.6 Regulation of cryptographic controls 

 

Table 2. ISO/IEC 27002 controls covered by the ISO/IEC 15504-7 ML 2 processes 

ISO/IEC 15504-7 ML2 processes ISO/IEC 27002 controls covered by the ML2 processes 
SUP.1 Quality Assurance 
SUP.2 Verification 
SUP.3 Validation 
SUP.4 Joint review 
SUP.7 Documentation 
SUP.8 Configuration 
Management 
SUP.9 Problem Resolution 
Management 
SUP.10 Change Request 
Management 
MAN.3 Project Management 
MAN.5 Risk Management 
ACQ.3 Contract Agreement 
ACQ.4 Supplier Monitoring 
ACQ.5 Customer Acceptance 
SPL.3 Product Acceptance 
Support 

6.2.1 Identification of risks related to external parties 
6.2.3 Addressing security in third party agreements 
10.1.1 Documented operating procedures 
10.1.2 Change management 
10.2.1 Service delivery 
10.2.2 Monitoring and review of third party services 
10.2.3 Managing changes to third party services 
10.3.2 System acceptance 
10.5.1 Information back-up 
10.6.2 Security of network services 
10.7.3 Information handling procedures 
10.7.4 Security of system documentation 
10.8.2 Exchange agreements 
12.4.3 Access control to program source code 
12.5.1 Change control procedures 
12.5.3 Restrictions on changes to software packages 
12.5.5 Outsourced software development 
12.6.1 Control of technical vulnerabilities 
13.1.1 Reporting information security events 
13.1.2 Reporting security weaknesses 
13.2.1 Responsibilities and procedures 
13.2.2 Learning from information security incidents 
13.2.3 Collection of evidence 
15.1.2 Intellectual property rights (IPR)* 
15.1.3 Protection of organizational records 
15.1.4 Data protection and privacy of personal 
information* 
15.1.6 Regulation of cryptographic controls* 
15.2.1 Compliance with security policies and standards 
15.2.2 Technical compliance checking 
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In Table 2 the controls marked with an asterisk have also been considered by the 
ML 1 processes. However, these controls are also listed in Table 2 because some 
processes of ML 2 cover new security requirements not considered before. 

Finally, the ML 3 processes cover 57 new security controls. Furthermore, and like 
before, they also cover other security requirements of 11 controls already considered 
by processes of maturity levels 1 and 2. The controls covered by the ML 3 processes 
are not listed in this paper due to space requirements. 

Given the above, the processes of ISO/IEC 15504-7 maturity levels 1, 2 and 3 
could be used to get to satisfy 100 of the 133 ISO/IEC 27002 security controls.  

3   ISO/IEC 15504-5 Adaptation to Satisfy ISO/IEC 27002 Controls 

After analysing in depth the relations presented in the former section, in this section 
the modifications and amplifications that should be done in ISO/IEC 15504-5 
processes in order to make them compliant with the security requirements of the 
related ISO/IEC 27002 controls are detailed. These changes could affect to different 
process components: process purpose, base practices or/and work products. 

It is possible to establish four different kinds of actions to be performed on an 
ISO/IEC 15504-5 process in order that it covers a specific security control: 

• Use the process purpose or its base practices to manage the security 
requirements of the related control, without any kind of process modification. 

• Modify or extend one or more base practices. 
• Add a new base practice from the related control objective, closely linked to 

the already existent base practices. 
• Modify or extend the process purpose. 

Subsections 3.1 to 3.4 show some examples of these four possible kinds of actions. 

3.1   Using ISO/IEC 15504-5 Base Practices to Satisfy Security Controls 

In this first case, ISO/IEC 15504-5 base practices can be directly used to satisfy the 
security aspects of the related control. No process modification or amplification needs 
to be done to completely cover the security control. 

One example of this case can be observed in the connection between the 10.1.2 
Change Management control ("Changes to information processing facilities and 
systems should be controlled") and the SUP.10 Change request management process 
whose purpose is "to ensure that changes to products in development are managed and 
controlled". The SUP.10 base practices BP1 to BP9 can be performed in order to 
manage changes to information processing facilities in the manner indicated by the 
related control. 

Another example of this case is the relation between the 10.1.1 Documented 
operating procedures control ("Operating procedures should be documented, 
maintained, and made available to all users who need them") and the SUP.7 
Documentation process whose purpose is "to develop and maintain the recorded 
information produced by a process". The SUP.7 base practices BP1 to BP8 can be 
performed in order to develop, maintain and make available the operating procedures. 
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3.2   Extending ISO/IEC 15504-5 Base Practices 

In this case, the related ISO/IEC 15504-5 base practices could be widened to cover all 
the security aspects of the control. 

One example of this case can be observed in the relation between the 13.1.1 
Reporting information security events control ("Information security events should be 
reported through appropriate management channels as quickly as possible") and the 
RIN.3.BP4 Capture knowledge ("Identify and record each knowledge item according 
to the classification schema and asset criteria"). In order to cover all the security 
aspects of the control, the description of RIN.3.BP4 could be widened with the 
underlined sentence: "Identify and record each knowledge item according to the 
classification schema and asset criteria, including information security events through 
appropriate management channels as quickly as possible". 

Another example of this case is in the connection between the 8.2.2 Information 
security awareness, education, and training control ("All employees of the 
organization and, where relevant, contractors and third party users should receive 
appropriate awareness training and regular updates in organizational policies and 
procedures, as relevant for their job function. Ongoing training should include 
security requirements, legal responsibilities and business controls, as well as training 
in the correct use of information processing facilities e.g. log-on procedure, use of 
software packages and information on the disciplinary process") and the RIN.2.BP2 
Identify needs for training ("Identify and evaluate skills and competencies to be 
provided or improved through training"). As the previous example, the description of 
this base practice could be widened to state: "Identify and evaluate skills and 
competencies to be provided or improved through training, including security 
requirements, legal responsibilities and business controls, as well as training in the 
correct use of information processing facilities". 

3.3   Adding a New Base Practice 

In this case, the related ISO/IEC 15504-5 process does not have any specific base 
practice that covers the security control and, therefore, it is necessary to create a new one. 

One example can be observed in the 10.7.4 Security of system documentation control 
("System documentation should be protected against unauthorized access"), which is 
related to the SUP.7 Documentation process purpose: "To develop and maintain the 
recorded information produced by a process". In order to cover the security aspects of the 
control, the description of the new base practice, called SUP.7.BP9 Protect documents, 
should be: "Protect system documentation against unauthorized access". 

A second example is the case of the 12.4.2 Protection of system test data control 
("Test data should be selected carefully, and protected and controlled. If personal or 
otherwise sensitive information is used for testing purposes, all sensitive details and 
content should be removed or modified beyond recognition before use"). This control 
is related to the ENG.8 Software testing process whose purpose is "to confirm that the 
integrated software product meets its defined requirements". In this case, a new base 
practice has been created: ENG.8.BP0 Protect test data ("Remove or modify beyond 
recognition before use, protect and control all personal or sensitive information used 
for testing purposes"). 
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3.4   Adapting the Purpose of an ISO/IEC 15504 Process 

In this case, there is a correspondence between a control and a process without an 
explicit connection with a particular base practice of the process. The relation has 
been identified by comparing the control description with the process purpose. 
Consequently, the action to be performed should consist on modifying or expanding 
the process purpose in order to cover the security requirements of the control. 

This is the case of the 10.7.4 Security of system documentation control ("System 
documentation should be protected against unauthorized access") with the SUP.7 
Documentation process: "To develop and maintain the recorded information produced 
by a process". To cover the security aspects the process purpose has been changed to: 
"To develop, maintain and protect against unauthorized access the recorded 
information produced by a process". 

Another example of this case can be observed in ACQ.3 Contract agreement 
process. ACQ.3 is related to nine different ISO/IEC 27002 security controls, which 
are shown in Table 3. 

Table 3. ISO/IEC 27002 controls covered by the ACQ.3 Contract agreement process 

ISO/IEC 27002 controls covered by the ACQ.3 process 
6.2.1 Identification of risks related to external parties 
6.2.3 Addressing security in third party agreements 
10.2.1 Service delivery 
10.6.2 Security of network services 
10.8.2 Exchange agreements 
12.5.5 Outsourced software development 
15.1.2 Intellectual property rights (IPR) 
15.1.4 Data protection and privacy of personal information 
15.1.6 Regulation of cryptographic controls 

In order to satisfy these controls, contracts or agreements negotiated and approved 
according to ACQ.3 should be widened, including specific clauses: 

• involving accessing, processing, communicating or managing the 
organization’s information or information process facilities (to satisfy 
controls 6.2.1 and 6.2.3) 

• obliging third parties to implement, operate and maintain the security 
controls, service definitions and delivery levels agreed (to satisfy control 
10.2.1) 

• including all the security features, service levels, and management 
requirements of all network services (to satisfy control 10.6.2) 

• treating the exchange of information and software between the organization 
and external parties (to satisfy control 10.8.2) 

• including relevant aspects related to licensing arrangements, code ownership, 
intellectual property rights, rights of access for audit of the quality and 
accuracy of work done and contractual requirements for quality and security 
functionality of code, when software development is outsourced (to satisfy 
control 12.5.5) 
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• ensuring the compliance with legislative, regulatory, and contractual 
requirements on the use of material in respect of which there may be 
intellectual property rights and on the use of proprietary software products (to 
satisfy control 15.1.2) 

• ensuring data protection and privacy as required in legislation and regulation 
agreed (to satisfy control 15.1.4) 

• referring to the cryptographic controls that should be used in compliance with 
all relevant agreements, laws, and regulations agreed (to satisfy control 
15.1.6) 

In this way, if an organization which has implemented the ACQ.3 base practices 
adds to the standard contract the former clauses, it would have also implemented the 
nine ISO/IEC 27002 security controls related to this process.  

4   ISO/IEC 15504 Security Extension 

The ISO/IEC 15504 Security Extension has a double application. More concretely, it 
could be used to: 

• Facilitate the implementation of the ISO/IEC 27001 standard in software 
organizations which are or have been involved in SPI programmes according 
to ISO/IEC 15504. 

• Facilitate the simultaneous implementation of both ISO/IEC 27001 and 
ISO/IEC 15504 standards, avoiding the repetition of similar tasks included in 
both standards, and therefore, reducing the amount of effort required by the 
organization. 

The utilization of the Security Extension is next detailed. In both cases, the 
organization must firstly select the ISO/IEC 27002 applicable controls, depending on 
the kind of organization and its main activities. As an example, we consider the 
implementation of the control 13.2.2 Learning from information security incidents: 
"There should be mechanisms in place to enable the types, volumes, and costs of 
information security incidents to be quantified and monitored. The information gained 
from the evaluation of information security incidents should be used to identify 
recurring or high impact incidents. The evaluation of information security incidents 
may indicate the need for enhanced or additional controls to limit the frequency, 
damage, and cost of future occurrences or to be taken into account in the security 
policy review process". 

In order to satisfy the security requirements related to this control, the Security 
Extension proposes to perform different actions in three ISO/IEC 15504-5 processes: 
SUP.9 Problem resolution management process, MAN.5 Risk management process 
and RIN.3 Knowledge management process. 

 Regarding the two first processes, SUP.9 and MAN.5, their purposes should be 
modified or expanded as shown in section 3.4: 

• SUP.9 Problem resolution management process must ensure that information 
security incidents are identified, analyzed, managed and controlled to 
resolution in the manner indicated by the security policy. 
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• MAN.5 5 Risk Management process must ensure that information security 
incidents are continuously identified, analysed, quantified, treated and 
monitored. 

Regarding the RIN.3 Knowledge Management process, RIN.3.BP4 Capture 
knowledge should also be extended, as shown in section 3.2, to include the capture of 
information gained from the evaluation of information security incidents. 

5   Conclusion and Further Work 

In this paper, an ISO/IEC 15504 Security Extension has been presented. This Guide 
can be used to facilitate the implementation of ISO/IEC 27001 in software companies 
which are currently, or will be in the near future, involved in SPI programmes 
according to ISO/IEC 15504. 

When a company decides to implement a particular ISO/IEC 27002 security 
control, the ISO/IEC Security Extension could be used to observe if the control under 
consideration is related to any ISO/IEC 15504-5 process. In this case, the 
modifications that the related process should suffer in order to cover all the security 
requirements proposed by the control are proposed in the Guide. 

It has to be noted that, although some ISO/IEC 15504-5 processes can be easily 
adapted to cover some requirements of the ISO/IEC 27002 security controls, there is 
still a significant number of security controls that do not have any relation to ISO/IEC 
15504-5 processes, and therefore, they must be implemented as indicated in the 
ISO/IEC 27002 standard. 

Although some software companies in our environment have obtained the ISO/IEC 
27001 certification after being previously involved in SPI programmes according 
ISO/IEC 15504, we haven’t had the chance to apply the results of this research yet. 
However, we have initiated a new project, which includes the request for public funds 
to financially support this initiative. 

Moreover, we are also developing a method with the guidelines for the 
implementation of both ISO/IEC 15504 and ISO/IEC 27001 standards reducing the 
amount of effort. In the case of obtaining the necessary funds to incorporate software 
companies as projects participants, we expect to improve our method by considering 
the lessons learned from its application in these software companies. 
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Abstract. Effective verification and validation are central to medical device 
software development and are essential for regulatory approval. Although 
guidance is available in multiple standards in the medical device software 
domain, it is difficult for the manufacturer to implement as there is no 
consolidated view of this information. Likewise, the standards and guidance 
documents do not consider process improvement initiatives. This paper assists 
in relation to both these aspects and introduces the development of processes 
for verification and validation in the medical device domain. 

Keywords: Medical device standards, Medical device software verification and 
validation, Medical device software process assessment and improvement. 

1   Introduction 

Verification and Validation (V&V) activities are important activities in the software 
development lifecycle and consume up to 50% of project development time [1], [2] 
and up to 50% of the total cost [3]. While both V&V play a key role in software 
development, there is a level of ambiguity in the use of these terms.  This is evident 
from the difference in definition of these terms in the literatures [4], [5] and [6].  

When developing safety-critical software it is imperative to have software 
development practices which incorporate effective V&V activities. In this context 
V&V are addressed by numerous standards for both generic and safety-critical 
software development which include specific medical device standards.  

The National Institute of Standards and Technology performed a study, indicating 
that software defects cost the U.S. economy in the region of $59.5 billion a year [7]. 
The study also indicates that better testing could detect and remove defects early in 
the development process and reduce the cost by more than a third [7]. However, there 
are challenges in the implementation of V&V in the context of general software 
development and these challenges are even greater in safety-critical domains. The 
requirements put forth by the regulatory bodies stress the need for supporting 
documentation and it can be challenging to satisfy these regulatory requirements and 
meet the pressures of the market at the same time.  

2   V&V in Generic Software Development 

Two important reference models which are widely used in the context of software 
process improvement are the Capability Maturity Model® Integrated (CMMI®) [8] 
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and ISO/IEC 15504-5:2006 [9]. When considering software V&V it is of value to 
consider both. 

CMMI® recommends a lifecycle approach for V&V activities. It defines 
verification as “Confirmation that work products properly reflect the requirements 
specified for them”.  In other words, verification ensures that “you built it right” and 
validation is “Confirmation that the product, as provided (or as it will be provided), 
will fulfill its intended use”. In this context, validation ensures that ‘you built the right 
thing’. The V&V processes are part of the engineering processes category and both 
are level 3 process areas in the staged model. The model also provides guidance in 
terms of examples of methods such as peer reviews; statement coverage testing and 
branch coverage testing that could be performed. The validation process area 
incrementally validates products against the customer’s needs. Validation may be 
performed in the operational environment or simulated operational environment. 
Coordination with the customer in relation to validation requirements is an important 
element of this process area. The scope of the validation process area includes 
validation of products, product components, selected intermediate work products, and 
processes. These validated elements may often require re-verification and re-
validation. 

In ISO/IEC 15504-5:2006 V&V are two distinct processes and are part of the 
supporting lifecycle process group. Both of these processes are based on the 
respective lifecycle processes in ISO/IEC 12207 AMD1 [10]. In ISO/IEC 15504-5, 
the purpose of the verification process is to confirm that each software work product 
and/or service of a process or project properly reflects the specified requirements. The 
tasks pertaining to verification include: development of a verification strategy, 
development of criteria for verification, performing the activity of verification, 
determination of actions based on verification results and making the results available 
to the stakeholders. 

Industry experience indicates that V&V activities typically consume about 30-50% 
of development budgets [11]. CMMI® and ISO/IEC15504-5 are not prescriptive when 
it comes to methods and tools to be used for V&V. Rather it is left to the discretion of 
the user to select and apply methods. Though CMMI®, considers validation and 
verification, it is still rather modest in its focus on these areas compared to other 
elements of the development processes [12].  

3   V&V for Safety-Critical Software Development 

Software can be a critical element of complex, potentially dangerous products such as 
weapons systems, aerospace systems and medical devices. These are critical because 
failure can result in loss of life, significant environmental damage, and major 
financial loss [13]. It has also been found that there is a relationship between the 
increasing occurrence of system accidents and the increasing usage of software [14]. 
In these circumstances these products are required to meet a very high-level of 
reliability, security, and performance. Therefore, ensuring that such systems meet 
their predefined requirements and that they perform as expected is an essential and 
often challenging issue [15].  
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Within the safety-critical software arena, different standards/certifications are 
available for different industries. These include the MIL-STD-498 [16] for military 
applications, DO-178B [23] for Aerospace, and Automotive SPICE and ISO 26262 [17] 
in the Automotive industry.  IEC 60880 [18] describes the European standards for the 
certification of nuclear power generating software.  IEC 61508 [19] describes a general-
purpose hierarchy of safety-critical development methodologies that has been applied to 
a variety of domains ranging from medical instrumentation to electronic switching of 
passenger railways. Though these standards address V&V in sufficient detail, their role is 
not to address process improvement. In addition, there are some [20] who consider that a 
CMMI® V&V assessment inadequate when dealing with safety-critical software, and 
they propose a new framework for V&V assessment, focused on safety-criticality. This 
framework is defined through integrating safety standards with the V&V process areas of 
the CMMI® and the ISO 9001 standard [21]. 

The following are some of the attributes of safety standards: (1) Product versus 
process (2) Safety management agents (3) Risk assessment (4) Integrity levels (5) 
Design safety and (6) Assurance techniques [22]. Based on these criteria, we decided 
to use DO-178B and the Automotive SPICE as part of our research for developing 
V&V processes for the medical device software domain. Automotive SPICE has been 
derived from ISO/IEC 15504-5.  This was of particular relevance as it was developed 
for a safety-critical domain to facilitate process assessment and improvement.  

Therefore, existing software process reference models need to be adapted and 
extended to meet the specific requirements of medical device software development 
which is safety-critical in nature.  

4   Research Approach and Outcomes 

The research involved a number of stages:  
 

1. The V&V processes were reviewed in detail and consideration was given to 
how they were addressed by generic software development standards and 
process improvement reference models, which included ISO/IEC 12207, 
ISO/IEC 15504-5 and CMMI®.  

2.  A literature review of V&V was performed in terms of safety-critical 
software development. This included a review of the V&V processes 
addressed by safety-critical software development standards such as DO-
178B and Automotive SPICE [24]. 

3. A literature review and analysis was also performed in relation to medical 
device software V&V. This incorporated the Food and Drug Administration 
(FDA) guidelines for Software Validation (FDA GPSV) [25], the Medical 
Device Directive (MDD) 1993/42/EEC [26] and amendment 2007/47/EC 
[27], ISO/IEC 62304 [28],  ISO/IEC 13485 [29] and  ISO/IEC 14971 [30].  

4.  Based on this analysis we defined a set of processes for V&V for medical 
device software development. The processes were assigned a Process ID, 
Process Name, Process Purpose, Process Outcomes and a set of Specific 
Practices.  Guidance in the implementation of these specific practices is 
provided through a set of sub-practices and notes.  These processes were 
developed as part of the Medi SPICE [41].  
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4.1   Regulatory Nature of the Medical Device Domain    

Studies in the medical device industry [31], [32], point to the fact that software is one 
of the most critical factors for cutting edge products and the role software plays is 
predicted to continue to increase [32]. It is also expected that, by 2015, the research 
and development investment in software in this area will increase from 25% of the 
overall budget in 2002, to 33% [32]. 

However, as the role of software in the medical device domain increases, so do the 
number of failures which arise due to software defects. An analysis of medical device 
recalls by the FDA in 1996 [33] found that software was increasingly responsible for 
product recalls. This continues to be the case and in the period the 1st January 2010 to 
1st January 2011 the FDA recorded 80 medical device recalls and state software as the 
cause [46].  A German survey on medical device recalls indicated that software was 
the top cause for risks related to construction and design defects of medical device 
products. This analysis, from June 2006, showed that 21% of the medical device 
design failures were caused by software defects. This was an increasing trend, as the 
figures from November 2005 showed software was responsible for 17% of 
construction and design defects [34]. 

Due to the safety-critical nature of medical devices, medical device companies who 
wish to sell their products must comply with the regulatory requirements of the 
respective countries where they plan to market them. Medical devices can only be 
sold in the US if they comply with the FDA regulations [35], whereby a quality 
system needs to be in place that complies with the FDA Regulations 21 CFR Part 820, 
Quality System Regulation (QSR) [36]. In order to sell devices the manufacturer not 
only has to prove safety and effectiveness, but also has to demonstrate that the design 
and development of the device including the software complies with the FDA 
regulations. The “Guidance for the Content of Premarket Submissions for Software 
Contained in Medical Devices” document [37] details these requirements.  Though 
the regulatory bodies, such as the FDA provide guidance documents, they do not 
dictate that a particular method must be used [38]. The quality system process itself is 
designed by the medical device manufactures and the quality system process needs to 
ensure that the manufacturer is designing and building a quality product. The difficult 
part is that the manufacturer has to provide evidence to the FDA inspectors that  
the correct processes have been followed [35]. 

In order to achieve standardization of expectations and for better guidance for 
implementation by manufacturers, the FDA Center for Devices and Radiological 
Health (CDRH) has published guidance documents which include risk-based 
activities to be performed during software validation [25], pre-market submission [37] 
and when using off-the-shelf software in a medical device [39].  Although the CDRH 
guidance documents provide information on which software activities should be 
performed, they do not enforce any specific method for performing these activities. 
The result is that the medical device manufacturers could fail to comply with the 
expected requirements.  

Within the medical device industry a decision was initially made to recognize 
ISO/IEC 12207:1995 (a general software engineering lifecycle process standard) as 
being suitable for general medical device software development [10].  However, upon 
careful examination of ISO/IEC 12207, the Association for the Advancement of 
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Medical Instrumentation (AAMI) software committee decided it was necessary to 
create a new standard specifically for medical device software development. The 
AAMI used ISO/IEC 12207:1995 as the foundation for their new standard “AAMI 
SW68, Medical device software – Software lifecycle processes” [38]. In 2006, a new 
standard AAMI/IEC 62304 [28] was released that was based on the AAMI SW68 
standard.  

In order to sell medical devices within the Europe Union (EU) the CE mark is 
required. To achieve the CE mark compliance is required with the Medical Device 
Directive (MDD) (1993/42/EEC) and amendment MDD (2007/47/EC), In-Vitro 
Diagnostic Directive (IVDD) [44] and the Active Implantable Medical Device 
Directive (AIMDD) [45] depending on the type of medical device being submitted. 
As stated in the latest amendment to the MDD, Section 1 (g) of MDD (2007/47/EC) 
“For devices which incorporate software or which are medical software in 
themselves, the software must be validated according to the state of the art taking into 
account the principles of development lifecycle, risk management, validation and 
verification”. “State of the Art” is used here to mean what is generally accepted as 
good practice. Since this requirement was introduced, developers must now validate 
the software be it integrated or standalone, regardless of device class.  IEC 62304 and 
its aligned standards are often seen as a good place to start when validating software.   
Whilst these standards are generally accepted and are harmonised under the MDD 
they do contain omissions which make them difficult to apply to standalone software 
as an active medical device.  As we had observed from our research this is 
exemplified by IEC 62304 where there is no provision within the standard to validate 
the system elements of standalone software. 

While there are numerous standards in the medical device domain they are oriented 
towards achieving regulatory compliance.  As a result the focus of medical device 
software development is compliance rather than process improvement.   To address 
this Medi SPICE is being developed. The objective of Medi SPICE is to provide a 
process assessment and improvement model which is domain specific to medical 
device software development and incorporates regulatory compliance. Medi SPICE 
will also enable the harmonization of different standards in the medical device 
software development domain, thus bringing best practices available in multiple 
standards into a single framework which will aid manufacturers in the implementation 
of their requirements as well as in their process improvement exercise.  The results of 
a Medi SPICE assessment may be used to indicate the state of a medical device 
suppliers software practices in relation to the regulatory requirements of the industry, 
and identify areas for process improvement. The results of these assessments may also 
be used as a criterion for supplier selection. The authors believe that, with the 
publication of the Medi SPICE more specific guidance will be available for the basis 
of process design and assessment in the medical device industry [41].  

4.2   V&V in Medi SPICE  

Based on our research which comprised of an extensive literature review and 
comparative analysis of standards in the medical device and other safety-critical 
domains, we arrived at the following findings, which were incorporated into the 
definition of the processes related to V&V in Medi SPICE: 
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a. From the literature review and comparison across other standards and 
models, it became clear that the terms V&V are frequently used 
interchangeably. The FDA guidelines distinguish between verification and 
validation. Though the FDA is clear on the definition part, sections 4, 5 and 
6 of the FDA GPSV, which deals with operational activities, still use the 
term validation only and no reference is made to verification. Guidance on 
differentiating between V&V activities with respect to the different 
engineering activities/work products should be in place.  The amendment 
2007/47/EC to the MDD stresses the importance validation plays and the 
need for state of the art validation and verification  

b. Verification is not addressed as a separate process in IEC 62304 and 
verification practices are integrated into other engineering processes. 
Validation is considered a systems level process and outside the scope of 
IEC 62304 even when the system consists entirely of software.  

c. Automotive SPICE has V&V criteria and V&V records as outputs in its 
processes. The ISO/IEC 15504-5 does not go to this level of detail.  

d. The IEEE Standards for Software V&V state that classical Independent 
Verification & Validation (IV&V) is generally required for the development 
of software systems deemed “critical”, i.e., those which can result in loss of 
life, mission or significant social or financial loss [42]. Independence is an 
important factor addressed by DO-178B. The degree of independence is also 
addressed in ISO/IEC 15504-5 and Automotive SPICE. The FDA GPSV Sec 
4.9 does address independence and leaves it to the discretion of device 
manufacturers as to how this is to be achieved. Independence is not 
addressed as part of IEC 62304 and it assumes that it is taken care of 
by/through ISO 13485. Therefore, in Medi SPICE we placed a particular 
focus on the clarity of independence in the verification and validation 
processes.   

e. Software developed for medical devices concerns itself with obtaining 
regulatory approval as opposed to improving processes to achieve more 
efficient software development [40]. Models like CMMI® and ISO/IEC 
15504-5 have separate process areas for verification and validation. A 
separate process area for critical processes like V&V enable organizations to 
understand their strengths and weaknesses in a detailed manner and can 
provide help when embarking on process improvement initiatives.  

From our analysis of the relevant literature regarding V&V and through the 
comparative analysis of process improvement models and standards, our goal was to 
determine best practice in this area and to facilitate process improvement.  Our 
objective was also to satisfy the requirements of the relevant medical device standards 
which include the FDA GPSV, MDD, ISO/IEC 13485, IEC 62304, IEC TR 80002-1 
[43] and ISO14971. Having established these elements, it was imperative we 
incorporate them into Medi SPICE. To achieve this we developed the following Medi 
SPICE processes with a particular emphasis on verification and validation:  
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1. Software Construction  
2. Software Integration 
3. Software Testing  
4. Verification  
5. Validation 

As discussed in Section 4, our objective was to incorporate the relevant standards 
and the most effective elements of process improvement models into a common 
framework specifically designed for the medical device software domain, Medi 
SPICE. 

Unlike ISO/IEC 15504-5, where there is no requirement for the classification of 
outcomes and processes based on safety, this was an important element which had to 
be included in Medi SPICE. We therefore utilized the classification schema provided 
by IEC 62304, which is used to associate the outcomes and specific practices with the 
safety level of the software for which the practices are applicable.  While we based 
the practices on the ISO/IEC15504-5, our analysis of standards in similar safety-
critical domains highlighted that it would be beneficial to use Automotive SPICE as 
our reference, as it is has been developed to meet the specific requirements of safety-
critical software development. As a result of the findings from our research, we have 
included V&V as separate process areas in Medi SPICE. The validation process 
includes many of the recommendations that were produced as part of this research. 

Risk management is an integral part of medical device software development. In 
this context the relevant standards for medical device development are ISO 14971 and 
IEC 62304. IEC/TR 80002-1 provides specific guidance as to how these two 
standards can be combined to address risk with regard to medical device software 
development. The requirements of V&V as required by these standards have been 
addressed in the five processes listed above.  

4.3   Summary of V&V Related Processes in Medi SPICE  

For the purpose of this paper, we use the Software Testing (ENG.8) process in Medi 
SPICE as an example. This process relates to the IEC 62304 Software System Testing 
activity which has five tasks. As an outcome of our analysis, specific practices (1 to 
10) were defined for the Software Testing Process. The practices and how they map to 
relevant medical device standards are illustrated in the Table 1: 

Against the five tasks that the IEC 62304 provides, the Medi SPICE Software 
Testing Process has nine specific practices and one sub practice. In line with the good 
practice of ensuring traceability at each engineering activity level as observed in 
ISO/IEC 15504-5, Medi SPICE also focuses on using traceability in each engineering 
activity as it is very important from a verification perspective. In addition, to the 
specific practices a single sub-practice, additional implementation guidance is 
provided through 10 notes in the Software Testing Process.  It may be noted from 
Table 1 that a specific practice – Conduct risk control activities has been added as part 
of the model. We are thus providing guidance through Medi SPICE on risk 
management activities in line the ISO 14971, which requires verification of the 
implementation of risk control, as well as verification of the reduction of risk through 
adopting risk control mechanisms.   
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Table 1. Mapping ISO/IEC 62304 Tasks to Medi SPICE practices 

IEC 62304 
Reference 

Sub Task / Clause Medi SPICE 
Reference 

Medi SPICE Reference 

5.7.1 Establish tests for 
software requirements 

ENG.8.SP1 Develop software test 
strategy 

    ENG.8.SP1.1 Establish a set of tests 

    ENG.8.SP2 Develop test specification 
for software test 

    ENG.8.SP4 Test the integrated software 

5.7.2 Use software problem 
resolution process 

ENG.8.SP5 Record the anomalies 

5.7.3 Retest after changes ENG.8.SP9 Develop regression test 
strategy and perform 
regression testing 

5.7.4 Verify software system 
testing 

ENG.8.SP3 Verify test specification for 
software test 

    ENG.8.SP7 Verify software testing 

5.7.5 Software system test 
record contents 

ENG.8.SP6 Record results of software 
test 

    ENG.8 SP8 Ensure consistency and 
bilateral traceability 

    ENG.8.SP10 Conduct risk management 
activities  

Table 2, outlines how we have addressed some of the typical software testing tasks, 
with reference to the FDA GPSV guidance document. 

Table 2. Mapping FDA Typical tasks to Medi SPICE 

FDA Typical Tasks  Medi SPICE Reference 

Test Planning  Software Construction 

Functional test case identification Software Construction 

Traceability analysis Software Construction,  
Software Integration,  
Software Testing  

Unit (module) test execution Software Construction 

Integration test execution Software Integration 

Functional test execution Software Integration 

System test execution Software Testing 
Error evaluation/resolution Software Testing  
Final Test Report  Software Testing 

 
The requirements of FDA GPSV are directly addressed by Medi SPICE as can be 

observed from the mapping. Further, it needs to be noted that the task of Acceptance 
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test execution is not addressed by Medi SPICE as part of software engineering 
processes. This is in line with the Automotive SPICE as well as ISO/IEC 15504-5, 
where acceptance testing is part of the acquisition group of processes. 

5   Conclusions and Future Work  

Further to the definition of a set of process areas and the associated practices related 
to V&V, the processes should be piloted in organizations within the medical device 
software development industry. Based on the results observed, the processes should 
be evaluated and continuously improved based upon feedback from the medical 
device software development industry. 

Additionally, as V&V absorbs a significant amount of project time, further 
research will be performed on practices, which could bring in reduction in cycle time 
for V&V activities but without compromising quality and safety features of the 
products being developed.  

Globalization of software development has led to distributed teams working on the 
same product in different locations. Understanding the challenges in globally 
distributed V&V in the context of medical device software development and what 
additional practices could aid practitioners in such cases. These practices could then 
become notes or sub-practices in further versions of Medi SPICE.  

As medical device manufacturers outsource their medical device software 
development, it would be worthwhile to examine: (a) what could be drivers in 
outsourcing V&V activities to a third party. (b) if outsourcing of medical device 
software development is performed, will V&V still be done internally? (c) What   
risks should be considered and practices should be included in a reference model for 
medical device software development from a V&V perspective for 3rd party software 
(COTS) or where certain activities are outsourced? 
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Abstract. Developing software for the manufacture of medical devices is a 
sensitive operation from many perspectives, such as: safety and regulatory 
compliance. Medical Device companies are required to have a well defined 
development process in place, which includes software development, and be 
able to demonstrate that they have followed it through the complete life-cycle 
of the device. With the increasing complexity of Medical Devices, and more 
detailed software development regulations among some of the influencing 
factors, we take a look at how some of these factors have impacted the software 
development process within a medical device manufacturing plant. We find that 
tying down your process across the board can have unwanted consequences. As 
process flexibility is required, we have investigated the usefulness of Lean 
Software Development. 

Keywords: Software Development Process, Medical Device, Regulated 
Environment, Process Improvement, Lean Software Development. 

1   Introduction 

As would be expected, the concern for human safety takes precedence when it comes 
to the development of a Medical Device (MD). To ensure the lowest level of risk to 
safety, various regulatory controls have been established governing the development 
process. For example within the European Union, the Medical Device Directive [1], 
[2] define a set of harmonised rules relating to the safety and performance of MDs. 
One particular aspect which has gained increased attention from a regulatory 
perspective is the software development life-cycle (SDLC). The software component 
of a MD is playing an increasingly important role in the construction and operation of 
MDs, and is becoming more and more complex. This has been reflected in the 
relatively recent addition to the definition of a MD, for example by the U.S. Food and 
Drugs Administration (FDA) [3], to include software in its own right as a possible MD. 

One thing which is worth noting is that MD software covers embedded-software 
and also software involved in the manufacturing of the device. It is within this context 
that we examine the software development process of an Irish based MD 
manufacturing plant to see how they configure their internal processes, and what the 
influencing factors are in achieving regulatory compliance. 
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1.1   Software for the Medical Device Industry 

Medical devices can be defined as being safety-critical. Other domains which fall  
into this category are the Aviation, Automobile, Railway, and Nuclear among  
others. As mentioned above, the obvious concern is around safety, and the aim is  
to minimise the risk of injury to humans to an acceptable level. Each of these  
safety-critical domains has developed and published standards and guidelines to  
help achieve the safest possible end-product. For example: the DO-178B  
guidelines for airborne systems and equipment [4], and the U.S. code of federal 
regulations title 21 part 820 governing the quality system regulations for medical 
device manufacturers [5].  

Since software is increasingly becoming an integral part of a MD, we have seen  
an increase in the number of injuries caused to patients which have been directly 
attributed to the software component. FDA analysis of 3,140 medical device  
recalls between 1992 and 1998 found that 242 (over 7%) were attributable to  
software [6]. Significantly, of the recalls in 2007 of what the FDA classify as life-
threatening, 23 of them involved faulty software [7]. As a consequence, regulatory 
controls are continuously being reviewed and adapted to this ever advancing 
technological landscape. In 2006 an international standard (ANSI/AAMI/IEC 
62304:2006) was published which governs the MD SDLC processes [8]. Now  
widely adopted, IEC 62304 establishes a common framework for medical device  
life-cycle process by describing a set of processes, activities, and tasks that are 
required within a MD SDLC. 

However, reading the standards can lead to thinking that a waterfall-type  
software development methodology is what will best meet the requirements. This is  
in fact not the case, and Annex B of the IEC 62304 standard specifically  
clarifies that: “This standard does not require a particular SOFTWARE 
DEVELOPMENT LIFE CYCLE MODEL”. This allows companies to employ 
whatever methodology they prefer, for example, Incremental or Evolutionary. 
Typically MD companies employ a traditional SDLC model (waterfall or V), but 
lately, more focus is being given to examining how these companies can improve 
their SDLC processes, for example by employing a more iterative development  
methodology [9], [10]. 

1.2   Lean Software Development 

The concept of Lean Software Development can be thought of as the merging of  
the principles of Lean Manufacturing [11], [12], with software development  
practices. Lean’s primary focus is on the identification and elimination of waste  
from the process. Waste being defined as “any human activity which absorbs 
resources but creates no value” [13]. So lean thinking “is lean because it provides  
a way to do more and more with less and less – less human effort, less equipment,  
less time, and less space – while coming closer and closer to providing customers 
with exactly what they want” [13].  

Eliminating waste, when translated into software engineering terms, can mean the 
elimination of defects (bugs) in the code. This may seem an obvious goal of 
developing software, but the creation of formal mechanisms to achieve this began  
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to show the power of doing this in a systematic fashion. This is one of the 
cornerstones of what Lean Software Development is founded on, finding and fixing 
defects early in the development process. Many of the Agile software development 
practices [14], [15] can be seen as supportive of a lean philosophy (Fig. 1). For 
example, the agile practice of test driven development (TDD) [16] in order to find 
defects early by continuous testing and thus reducing the cost of rework later. Many 
more such practices have been mapped by [17] and [18]. 

 

Fig. 1. Lean Software Development 

Of interest therefore is how such ‘lean practices’ can be utilised in the MD domain, 
something the industry is also looking at [10]. With a focus on an iterative approach 
to software delivery, and favouring less rather than more documentation [19], 
companies can shy away from such practices out of fear of a costly non-compliance 
outcome. Slowly, however, we are seeing more and more reports from companies 
who are trialling lean approaches in this domain [20], [21], [9]. 

2   Research Approach 

Following on from a systematic literature review of software development within 
safety-critical regulated environments [22], we were interested in investigating  
further how the various regulations and other influencing factors affect the  
software development process within the MD domain, and how a lean perspective 
could be beneficial. Our approach to this was to undertake a case study within a MD 
company, using [23], [24] as guides. Taking an interpretative approach, we  
requested one-to-one interviews with a cross section of the organisation involved  
in projects which had a software development component. Eight onsite interviews 
were performed lasting between sixty and ninety minutes each. The interviewees all 
had relevant firsthand experience of the complete product development process  
and the governing policies and procedures. They included senior software  
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developers, a senior quality engineer, a process engineer, and project leaders. Their 
work experience ranged from 7 to 18 years, and from 3 to 9 years within a MD 
context.  

With the permission of the interviewees, the interviews were recorded and later 
transcribed and analysed using qualitative data analysis techniques such as open and 
axial coding as described by [25]. Other artefacts were also gathered while on site, 
such as documents describing internal processes and procedures, organisational 
charts, project metrics, corporate policies, standards, presentations, and email 
correspondence. Together with on site observations, all these artefacts were used 
within the case study to gain a more holistic view of the working environment. 

2.1   The Company 

MedTech (a pseudonym) is a large US medical device company with manufacturing 
facilities located in the United Sates and Ireland. Within the particular plant we 
investigated, the MDs do not have any embedded software, but a large effort is 
required in developing and maintaining the automation software necessary for 
manufacturing the devices. The plant performs a combination of research and 
development as well as commercial MD manufacturing. 

Like most businesses, the current global economic conditions have also taken their 
toll on MedTech. They went through a process of workforce reduction in recent years, 
and during our research we noted how this reduction has affected the way the 
employees work. As a consequence the daily endeavours of how they comply with the 
regulations, has been brought into the spotlight, something we will discuss below. 

As a committed Lean organisation, MedTech maintains quite an impressive visual 
display of their values, lean initiatives and achievements. What was interesting from 
the interviews therefore were the responses to questions probing software 
development process improvement from a lean point of view. 

3   Research Findings 

From our case study analysis, we show the key components which have shaped the 
development process within MedTech (Fig. 2). 

 

Fig. 2. Overview of key influences on the SDLC within MedTech 
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Due to space limitations we expand here on just two of the important factors which 
emerged from the case study, namely: Regulations and Business Focus. These factors 
hugely influenced how the SDLC evolved to what it is today,  
and continue to exert pressure on various processes within the organisation,  
but particularly the product development process, of which the SDLC is a key  
sub-process. 

3.1   Regulations 

Ensuring that the SDLC meets the requirements of the regulations typically means 
that internal processes are defined and documented and have been mapped to a 
relevant standard. For example, an internal risk management process may be mapped 
to the international standard ISO 14971:2007 (international standard for the 
application of risk management to medical devices). However, these standards are 
open to interpretation and even with the aid of guidance documents such as those 
published by the FDA’s CDRH (Centre for Devices and Radiological Health), and 
also due to the different classifications of MDs, it can be difficult to know exactly 
what the auditors expect. As a result there may be a tendency to overdo it in terms of 
the process, in a ‘just to be sure’ approach. 

MedTec’s growth was partly due to the acquisition and amalgamation of smaller 
companies. Each of these had their own internal processes, and little attention was 
given to the actual software development process. As stated during an interview: “The 
development bit in the middle there was a bit of a black art”. However following an 
Audit in 2005, a deficiency was found, in that they were unable to show traceability 
back to a user requirement for a particular controlling software parameter. The serious 
nature of this spurred them into a corporate initiative to revamp their processes. A 
corporate wide SDLC was defined governing all aspects of software development and 
which mapped to the relevant regulations.  

This corporate umbrella-policy was designed to cover all relevant activities: system 
upgrades, new product design, and production issue resolution. It was therefore 
necessarily high level, and consequently another level of granularity was required to 
govern at a site level. The site level SDLC process they implemented mapped to the 
corporate policy and was therefore considered to be in compliance with the 
regulations. The various teams trust that these policies are regulatory compliant. 
When asked specifically about IEC 62304 and how it affects their processes, a 
response was: “We’ve got a regulatory group that assess standards against corporate 
policy...So I assume that activity would have happened up there”. 

But what is evident from the case study is that, three or so years on, there is 
widespread discontent with the process. This has been acknowledged at a  
corporate level, and they have kicked off an initiative to review it. The huge  
amounts of documentation, the number and level of approvals, the time required,  
the cost, were the types of issues the interviewees had with the process. The  
following quote summarises the mood: “You can do all this [the process] and  
deliver [bad quality] to your customer ... which is why it’s seen as a failure in the  
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overall organisation. Project managers and R&D complain about it, engineering 
managers complain about it, nobody understands it, it’s just a noose, it’s just a  
pain really”. 

What we have observed is that, by means of an initiative to improve the  
software development process, some very undesirable side effects have occurred.  
One of the reasons for this is that the process is indiscriminate of the focus of the 
activity being carried out. Within the R&D projects for example, the nature of the 
work is that they do not know up front exactly what it is they want the software to  
do. A rough idea of the requirements is known but many of the intricacies, for 
example, what margin of error is required, will only be known once the software and 
equipment have been prepared and trialled. So while the process calls for full 
requirements disclosure up front, followed by a lengthy change control process for 
any subsequent changes, this does not lend itself well to an iterative-type product 
development process typical of most R&D activities. Of one project, the following 
was said of the software process, “... [it would] add 4 months onto the schedule of 
delivering the equipment to the customer”.  Such considerable overhead can make 
people look for short cuts, and that can’t be seen as a good thing. 

3.2   Business Focus 

Breaking down the components of the business focus category we see the main 
influencers as illustrated in Fig. 3: 

 

Fig. 3. Component elements of the Business Focus factor within MedTech 

Again due to space restrictions, we describe two of these, Cost and Time-To-
Market which were the highest ranked in terms of the coding process, and briefly 
discuss how each one affects the software development process. 

3.2.1   Cost 
Developing Medical devices is an expensive business, both in terms of the 
opportunity cost (time to market, which we present in section 4.2.2) and the cash 
burning from simply running the whole process. In a recent U.S. economic report 
[26], the premium paid to employees in the Medical Technology Industry (MTI) is 
highlighted: “One of the outstanding characteristics of the medical technology 
industry is the strong pay scale ... almost a 40 percent premium for jobs”.  

MedTech also went through a process of headcount reduction to reduce costs.  
As a result some process improvement initiatives have suffered by being either 
cancelled or postponed. Another effect has been that product managers are less 
willing to pay for software development unless it is really necessary. Because  
 



90 O. Cawley, I. Richardson, and X. Wang 

MedTech operate an internal cross-charging process, managers are less likely to 
proceed with software or equipment enhancements once they see the project  
estimate. Thus the effect on the developers is that they spend a significant amount  
of time producing estimates for software development which might never proceed. 
From a lean perspective this type of task-switching introduces waste into the  
process and should be minimised: “Every time software developers switch  
between tasks, a significant switching time is incurred as they get their thoughts 
gathered and get into the flow of the new task” [17].  

MedTech also utilises contract resources on an as-needed basis which can be 
hugely expensive “We pay contract validation resources to do all this work, to the 
scale of millions per year”. However the duration of the software validation cycle  
can be quite difficult to estimate, and so when contract resources are employed,  
costs can very quickly accumulate. To paraphrase from one of the interviewees: if  
one were a sceptic, one might say it is in the interest of the validation contractors  
to find issues, which will add further validation needs. The problem within the  
MD domain is that validation needs to meet the requirements of the regulations, 
which, as the FDA themselves acknowledge, is difficult to define precisely [6].  

3.2.2   Time to Market 
Getting a new product through development as quickly as possible in order to  
move into the clinical trials and then commercialisation phases is becoming ever  
more critical to MD companies. Once a launch date has been set, there is very  
little appetite for delays. As one interviewee put it “time is generally the biggest 
priority. Time out weighs cost a lot of the time here”.  This has a consequence for  
the software development process in that there is little tolerance for changes to 
process that might introduce risk to compliance and therefore affect time to  
market. Following one particular process improvement initiative to automate a 
production line which led to a delay in time-to-market, one interviewee reported 
 “... the tolerance has gone to zero now for equipment upgrade or equipment  
strategy causing a delay in product time to market”.  

The concentration on time to market has also created organisational inertia to 
change within the new product introduction process. This may be typical within a  
MD environment, [27] states:  “In such a world, any significant change to culture  
or process can be difficult. Sometimes it is difficult because of the inertia inherent  
in a large organization”. During one interview it was suggested that they could 
possible improve their manufacturing process if they spent more time researching 
newer technologies and techniques “Time to market is the big deal here ...  It’s  
very rare that we get to develop prototype equipment, [and] test it”. This includes  
the SDLC, because they interact with the development group and would see an 
iterative approach being more effective for them as opposed to the ‘waterfall’ type 
approach which their process requires. What has therefore happened is they have 
found ways to minimise the process overhead, bending the rules of the process  
along the way. 
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4   Discussion 

Our investigations have brought to light some interesting effects that certain  
factors, such as regulations, have on the software development process within a  
MD plant. A possible outcome of having to adhere to regulatory requirements can  
be the corporate enforcement of a process. Speaking from the perspective of a MD 
firm, [27] states: “In our safety-critical world, we strongly believe that a robust 
process is an important element to insuring high quality. The side effect of that  
strong belief can be an over-reliance on prescriptive, mandated process rules that  
take the approach of imposing discipline upon a team”. Although it is good to  
have a well defined process, it seems that it is easy to over shoot the mark. A  
process which is not flexible enough to allow for all aspects of the business, for 
example the R&D section which requires an iterative type of process, will result in 
frustrated employees and possibly short cutting of processes. 

4.1   Leaning the Software Development Process 

It is important to have a work ethic of continuous improvement within an 
organisation. Many process improvement models such as CMMI (level 5) [28], 
ISO/IEC 15504-5 [29] refer to the highest level of process maturity having  
continuous improvement as a core element. This is similar to the lean principle of 
striving for perfection [13]. This ethos is evident within MedTech, which has been 
proactive in tackling the issues by various process improvement initiatives. For 
example, conscious of the issue of task switching when quotes are needed for 
potential projects, a process MedTech introduced that helps reduce this, is the 
availability of an internal web based tool. The tool poses a number of key  
questions and then gives a high level estimate of the project cost, “... the number 
could be out by 20 or 30 % but it’s just to give people an order of magnitude”.  
This allows managers to gauge whether or not to pursue the project further, thus 
reducing the number of non-value-add project estimates the developers get  
involved in. 

The same approach can also work with the software developers. One of the  
theses presented by [30] based on their experience of software process  
improvement initiatives is that “Developers are motivated for change; if possible,  
start bottom-up with concrete initiatives.”  There are various tasks the MedTech 
developers have identified that could lead to process efficiencies, such as better  
code re-use, code reviews, use of testing tools, and skills development. Many such 
tasks are independent of the regulatory environment they operate in, however what  
is needed is some form of organisational support to find time for employees to 
execute on these initiatives. Within the lean manufacturing world, this is achieved  
via policy deployment [13] pg. 95: “The idea is for top management to agree on a  
few simple goals for transitioning [and] to designate the people and resources for 
getting the projects done”. Some software development changes however, could  
be problematic in a MD company, for example the practice of refactoring source  
code [31] may cause unexpected results to previously completed (and possibly 
certified) code [32], [33]. A certain amount of caution is required. 
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Hiring contract staff is not an uncommon approach to manage surges in  
capacity, and with Global Software Development [34] becoming common place in 
many large companies, one could imagine that eventually it will become more 
common within the MD domain also. The case study has shown that cost 
considerations are less important than in other industries, especially when it comes  
to new product R&D. However the long project timelines typical of a new MD 
generate very large costs, something the MD industry is not immune to. In  
tackling the huge expense of hiring contract validation engineers, two lean process 
changes helped to reduce this cost exposure in MedTech. Firstly in relation to the 
sourcing of validation engineers: ”... we’ve reduced the numbers from a contractor 
base and they’re not as pernickety now”. Secondly, taking what can be seen as a  
lean approach to contract management [17], they changed the contract terms from 
time and materials to fixed price, and any additional work would have to be 
renegotiated with the requesting manager who would be far more reluctant to  
incur additional project costs: “Now they’re very effective at managing scope”. 

A big question researchers should be asking is how to apply software process 
improvement within this type of domain while keeping risk to compliance as close  
as possible to zero. Some work has been done within embedded-software domains  
on how to choose the most appropriate methodology [35] and how agile practices 
should be considered [36]. However, the only model we found relating to mission  
or life-critical agile adoption [37] describes a stepped approach to deciding which 
agile practices are suitable depending on the system’s characteristics and qualities. 
While their framework is aimed at any mission or life-critical system, it does not  
go into much detail about the various regulatory requirements. 

Within MedTech there is a great work ethos of process improvement, and  
within the software development group this is no different. There is  
acknowledgement that they could be doing things better “Everyone using this [the 
process] is quite frustrated by how much time we spend having to document and 
 test stuff .... And it costs a lot of money”. They are actively engaged in analysing  
their current process in order to “make [it] more effective, efficient and more lean 
than what we do now”. This is easier said than done, and especially within the  
SDLC.  

Lean, having its origins in a manufacturing setting, has had limited success in 
penetrating areas such as software development. However, using the concept of  
lean software development we can see that MedTech has instigated some practices 
that have made some initial process improvements. Information hiding through 
modularisation and componentisation which remove complexity, parameterisation 
making modules less implementation specific, and code re-use are suggested lean 
practices [17].  MedTech seem to be going in the right direction having begun to  
build a library of software objects and re-usable components. As one interviewee 
attested “From the testing side I find it personally a lot better because I know that 
 that piece of code, I don’t have to check it, it’s been done already and working 
reliably”.  

They have also reduced waste in terms of communication between the software 
group and the more equipment focused group. Following a recent re-organisation  
it was reported that “those two groups have merged under the one manager an  
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there’s been a lot more interaction”. Also, the developers themselves have  
embarked on their own initiative to cross-train each other so as to increase the  
level of expertise within the group “Now we interchange rolls so those guys 
sometimes they do machines and sometimes … or whoever will do databases,  
screens, something like that”. 

Further possibilities will be worth exploring for MedTech, such as establishing  
a TDD approach [20]. With their hardware dependencies, TDD, combined with  
the use of testing techniques which decouple the hardware such as bracketing-out, 
mocks, and stubs [38], and hardware simulators [39] could offer process 
improvements well worth pursuing. 

5   Conclusion and Future Work 

Having examined the SDLC within a MD manufacturing plant, we identified a 
number of key influencing factors (Fig. 2) and expanded on two in this paper,  
namely regulations and business focus. While many MD companies are pre- 
occupied with achieving regulatory compliance, we have seen in this example how  
it can lead to a feeling of over doing it by applying a heavy process to all aspects  
of the software life-cycle. We also identified some of the key business drivers  
(Fig. 3) and again expanded on just two of these: cost and time-to-market. The  
MD industry appears to becoming much more competitive and cost focused, and 
therefore companies are looking at ways to improve their processes but without 
affecting regulatory compliance. Since there does not seem to be a mechanism for 
quantifying just how much process is enough, it would be beneficial for a focused 
assessment of existing processes which could indicate where too much rigour is  
being applied and therefore the possibility to reduce the amount of work required. 

Lean software development, although still not very well defined, offers the 
potential for transferring the principle of lean manufacturing into software 
development and thereby achieving some of the benefits seen by lean initiatives in 
other parts of the organisation. What would be useful is a reference model of lean 
software practices which can be employed while not affecting regulatory  
compliance. 

The MD domain is seen as an area with huge growth potential particularly  
relevant within Ireland [40]. As an Irish based software engineering research  
centre, we therefore find it very relevant to conduct research into this domain.  
Indeed the outlook for this domain, in a global sense, is one of great advancements  
in technology leading to smaller, more complex devices merged with  
physiological, biological, engineered and physical systems. Importantly, it is 
anticipated that the current software development methodologies for such nanoscale 
systems will have to fundamentally change [41]. The challenge for the  
research community, therefore, is to develop architectures and methodologies 
appropriate to supporting these advancements while keeping an open mind as to  
how the regulatory bodies are likely to respond. Consequently, any process 
improvement, assessment, or reference model should be future proofed to allow  
for and support such innovations. 
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Abstract. With the release of the latest European Medical Device Directive 
(MDD) standalone software can now be classified as an active medical device. 
Consequently the methods used to ensure device safety and reliability needs to 
be reviewed. IEC 62304 is the current software development lifecycle 
framework followed by medical device software developers but important 
processes are beyond the scope of IEC 62304. These processes are covered by 
additional standards. However since the MDD became mandatory these 
additional standards are not comprehensive enough to ensure the reliability of 
an active medical device consisting of only software. By employing software 
process improvement techniques this software can be developed and validated 
to ensure it performs the required task in a safe and reliable way. 

Keywords: Medical Device Standards, IEC 62304, MDD (2007/47/EC), 
Software Process Improvement. 

1   Introduction 

The use of technology within healthcare is on the rise particularly [1] with the advent 
of healthcare software applications for use with smartphones such as “Medscape” and 
“Radiology 2.0” for the Apple iPhone. The iTunes App Store has a section containing 
over two hundred and thirty applications for use within healthcare [2]. Failures in 
software used within healthcare can have costly and deadly consequences. This 
occurred in 2000 when twenty one Panamanian teletherapy patients received lethal 
doses of radiation therapy due to faulty software [3]. The Food and Drugs 
Administration (FDA) record all product recalls and in the period from 1st November 
2009 to 1st November 2010 seventy eight devices were recalled due to software 
related problems [4].  

An increasing number of tasks within the medical profession are being transferred 
to automated software driven devices.  This can be seen in USB blood glucose meters, 
where traditionally the measurement was taken by a clinician and the results manually 
recorded either via pen and paper or entered into an electronic health record (EHR), 
whereas now the sample is placed on the USB glucose meter and the device 
automatically records the results and once connected to a computer automatically 
updates the patient’s EHR [5].  

Medical devices intended for use within the European Union must have a CE 
conformance mark [6]. To achieve this conformance mark audits are performed on 
these devices to ensure their safety and reliability by notified bodies within each 
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country. Within the Republic of Ireland the National Standards Authority of Ireland 
(NSAI) is responsible for ensuring conformity before awarding a CE mark. These 
devices typically needed to satisfy standards which include: EN ISO 13485:2003 
(medical device quality management standard) [7], EN ISO 14971:2009(medical 
device risk management standard) [8] and the medical device product level standard 
IEC 60601-1 [9, 10]. The original directive (MDD 93/42/EEC) historically defined a 
medical devices as being hardware with or without a software element [11]. However 
since the enforcement of European Medical Device Directive (MDD 2007/47/EC) in 
March 2010 [12], standalone software can now be classified as an active medical 
device [13] and consequently the standards used to ensure conformance to the CE 
mark need to be reviewed and if necessary amended. As a result of this update to the 
MDD, medical device software is required to be developed through adopting best 
practice software development practices. This essentially means adhering to the 
medical device software lifecycle process standard IEC 62304 [14] and the set of 
aligned medical device standards and technical reports e.g. IEC 62366 [15] and IEC 
TR 80002-1 [16].  

Software process improvement (SPI) is not a new concept but is becoming 
increasingly important in the area of medical device software development. The ISO 
15504-5 [17] standard also known as SPICE (Software Process Improvement 
Capability dEtermination) is recognised as a source of best practices for software 
development projects. SPICE was not developed for any specific sector of the 
software industry so it is general in its approach.  

IEC62304:2006 is a software development lifecycle for use within the medical 
device software development domain and is derived from the generic software 
lifecycle process ISO 12207 [18] [19]. IEC 62304 is a harmonised standard since 
November 2008 with the following European Council medical device standards:  
MDD (1993/42/EEC); AIMD (1990/385/EEC); and IVDD (1998/79/EC) [20]. Within 
this paper we examine IEC 62304:2006 to determine if all the requirements of the 
MDD (2007/47/EC) are satisfied and if not, what framework must be applied in order 
for software development projects to meet the CE conformance requirements.  

The remainder of this paper is structured as follows:  

In section 2, the revision of the MDD (2007/47/EC) is examined to see what affect 
this amendment to the MDD (1993/42/EEC) has on the classification of a medical 
device and how this classification effects the development of medical device 
software. Section 3 discusses the importance of SPI. Additionally the history of 
IEC62304:2006 is analysed and how it is has evolved from the ISO 12207 and SW68 
standards [19] along with what processes are included in IEC 62304:2006. Section 4 
examines the existing medical device software development standard IEC 62304:2006 
to determine if it is comprehensive enough to satisfy the MDD amendment in relation 
to standalone software now being defined as an active medical device. Section 5 
discusses practices beyond the scope of the IEC62304:2006 standard that are required 
to satisfy the definition of software in the MDD (2007/47/EC). Additionally, we 
determine whether missing practices may be resolved by amending or extended, the 
existing processes or if there is a need to develop a new standalone medical device 
software lifecycle standard. Finally section 6 provides the conclusions from this 
research and plans to progress this work further.  
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2   Medical Device Directive (2007/47/EC) 

All medical devices intended for use within the European Union must conform to the 
current MDD. The MDD (2007/47/EC) is the current directive and was released on 
October 11th 2007. However it only became mandatory for CE compliance on March 
21st 2010 [21]. The MDD (2007/47/EC) is harmonised with a number of standards 
relating to the production of medical devices e.g. EN ISO 14971:2009 and IEC EN 
62304:2006. MDD (2007/47/EC) Article I Section 2 defines a medical device as [13]: 

“any instrument, apparatus, appliance, software, material or other article, whether 
used alone or in combination, including the software intended by its manufacturer to 
be used specifically for diagnostic and/or therapeutic purposes and necessary for its 
proper application” 

As highlighted in the above definition as to what constitutes a medical device, 
standalone software can be considered a medical device. Whilst MDD (1993/42/EEC) 
did allow for software to be seen as a medical device [11] it did not extend to 
standalone software being recognised as an active medical device. MDD (2007/47/EC) 
Annex IX Section 1.4 defines an active medical device as [13]: 

“any medical device operation of which depends on a source of electrical energy or 
any source of power other than that directly generated by the human body or gravity 
and which acts by converting this energy. Medical devices intended to transmit 
energy, substances or other elements between an active medical device and the 
patient, without any significant change, are not considered to be active medical 
devices. Stand-alone software is considered to be an active medical device” 

Methods used to ensure device conformity to the MDD (1993/42/EEC) have not 
been modified with the release of MDD (2007/47/EC) even though the definition of a 
medical device has changed with particular reference to standalone software being 
capable of being an active medical device An example of software as an active 
medical device is software used to plan cancer treatment doses and to control the 
setting of oncology treatment devices 

2.1   Classification Rules 

Annex IX section III (Classification) within the MDD (2007/47/EC) categorizes 
medical devices into one of four categories [13]: 

 Class I devices  are non-invasive devices unless they are used for the purpose of 
channelling blood or tissue or unless they are intended for use on wounds which 
have the dermis breached and can only heal by secondary intent, e.g. wheelchairs, 
bandages, incontinence pads. Also invasive devices that are not connected to an 
active medical device are classified as Class I e.g. tongue depressor. 

 Class IIa devices are surgically invasive devices for transient use unless they 
control, diagnose, monitor or correct a defect of the heart of central circulatory 
system e.g. transfusion equipment, storage and transport of donor organs. 
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 Class IIb devices are surgically invasive devices which are implantable or 
intended for long term use unless they come into contact with the heart e.g. 
haemodialysis, dressings for chronic extensive ulcerated wounds. 

 Class III devices are used for supporting or sustaining life and devices which 
potentially pose an unreasonable risk of illness or injury e.g. pacemakers and 
heart valves. 

This classification is based on the risk to the patient’s safety, ranging from low risk 
to high risk. The higher the risk to the patient’s safety, the greater the level of 
assessment required to achieve the CE conformance mark. If software is part of a 
medical device it assumes the classification of the overall device. If standalone 
software is an active medical device then the device is classified based on the risk the 
device places on the patient or a third party according to MDD (2007/47/EC) Annex 
IX Section III [13]. 

The MDD (2007/47/EEC) has wider reaching consequences, devices that 
historically were not classified as medical devices and not subject to conformance 
standards are now being classified as medical devices. This occurs when the device is 
connected to an active medical device. An example of this is in the visual display unit 
(VDUs) that display results from a medical device are now classified as being a 
medical device [22]. 

3   Software Process Improvement & IEC 62304:2006  

3.1   Software Process Improvement  

SPI is an important element of any software development project. SPI is a continuous 
cyclic path of improvement by performing assessments, implementing recommendations 
of those assessments and beginning the cycle again [23]. All software development 
projects are a series of processes. The processes need to be understood and improved 
where possible. There are four primary objectives of SPI [24]: 

 To attain an understanding of current software development practices; 
 Select areas to focus on to achieve the greatest long term benefits; 
 Add value to the organisation developing the software rather than solely to a 

specific development project; 
 To grow by combining effective processes with skilled and motivated people. 

Private industry has greatly benefited from SPI. Hughes Aircraft invested $400,000 
to develop software process improvement within their company. This investment 
resulted in an annual saving of $2,000,000 to the company. Similarly safety is 
improved by employing SPI practices. An improvement process was undertaken by 
the group that develops on-board software for the Space Shuttle at IBM Huston. Early 
detection rate of errors rose from 48% to 80% as a result of using SPI [25].  

A recent survey carried out by Embedded Market Surveys analysed software 
development projects in both embedded industry and the medical device industry [26]. 
The survey found that projects within embedded industry on average over run by 47%  
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whilst software development projects within medical device production over run by 
54.4%. The survey also found that 9.7% of medical device projects were cancelled 
with the reasons being cited:  

• Incomplete or vague requirements; 
• Insufficient time; 
• Insufficient resources; 
• Design Complexity. 

These issues can be overcome by employing an effective software development 
process which can then reduce project over runs, cost can be reduced and the number 
of projects cancelled can be decreased. SPI frameworks such as ISO 15504-5, and 
CMMI® [27] and international standards such as ISO\IEC 12207 or IEC 62304 
provide guidance on how to help address all of the above areas either directly or by 
using normative reference to additional standards. 

3.2   IEC 62304:2006 Medical Device Software – Software Lifecycle  

IEC 62304:2006 is derived from ISO/IEC 12207, by the Association of Advancement 
of Medical Instrumentation (AAMI) and from the American National Standards 
ANSI/AMMI SW68:2001 [19].  

Whilst ISO/IEC 12207 is not domain specific it is seen as being very 
comprehensive in its approach and this is reflected from the standards utilising the 
core principle of ISO/IEC 12207 e.g. ISO IEC 15504-5:2006 and ISO/IEC 90003. 
IEC 62304 was developed between 2002 and 2006 by the joint working group 
ISO/TC 210 and IEC Sub-Committee 62A [28]. IEC 62304 was created as a software 
development standard for lifecycle processes for the purpose of safe design and 
maintenance of medical device software. 

Software developed using the IEC 62304:2006 standard is founded upon the 
assumption that the software is developed in accordance with a quality management 
standard (ISO 13485:2006), a risk management standard (ISO/IEC 14971) and a 
product level standard (EN 60601-1) [9].  

IEC 62304:2006 section 3.24 defines a Software Lifecycle Model as [14]: 
A conceptual structure spanning the life of the software from definition of its 

requirements to its release for manufacturing which: 

 Identifies the process, activities and tasks involved in development of a software 
product 

 describes the sequence of and dependency between activities and tasks 
 identifies the milestones at which the completeness of specified deliverables is 

verified 

This definition is based on the definition within ISO/IEC 12207:1995, definition 
3.11 [18]. 

This standard provides a framework of process with activities and tasks. A process 
is divided into activities and the activities are further divided into tasks.  The 
processes within IEC 62304:2006 for the development of software for medical 
devices are [14]: 
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• Quality Management System 
• Software Safety Classification 
• Software Development Process which includes; 

 Software Development Planning 
 Software Requirements Analysis 
 Software Architectural Design 
 Software Detailed Design 
 Software unit implementation and verification 
 Software Integration and testing 
 Software system testing 
 Software  Release 

• Software Maintenance Process 
• Risk Management Process 
• Software Configuration Management Process 
• Software Problem Resolution Process 

These processes are represented graphically in Figure 1 and it can be seen how 
these processes fit into IEC 62304:2006. 

 

Fig. 1. Overview of Software Development Processes and Activities [14] 

Within IEC 62304:2006 Section 4.3 [14], software is classified according to the 
severity of potential harm, into one of three categories similar to that of the medical 
device classification: 
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 Class A: No injury or damage to health is possible 
 Class B: Non-serious injury is possible 
 Class C: Death or Serious Injury is possible 

These classifications are subject to the medical device risk management standard 
ISO 14971:2007. As the risk management process is covered by ISO 14971:2007, 
IEC 62304:2006 makes normative reference to it. While making some additions 
which are required for the identification of software factors related to hazards.  

Safety critical standalone software systems can be divided into items running a 
different software element each with its own safety classification. These items can be 
further sub divided into additional software elements. The overall software system 
assumes the highest classification contained within all of the software elements. For 
example if a software system contains five software elements, four of which may be 
classified as Class A, but one may be classified as Class C and therefore the overall 
device receives a classification of Class C [29]. This can be seen in figure 2. 

 

Fig. 2. Classification of software items within complete software system 

4   Problems with Existing Conformance Standards 

As discussed in section two, the definition of what constitutes a medical device has 
changed under MDD (2007/47/EC), however the methods used to test these devices 
has not changed in response to the latest directive amendment.  

The current standard IEC 62304:2006 operates in conjunction with additional 
standards such as EN ISO 14971:2007 and EN ISO 13485:2003 to ensure overall 
conformance of the device. A number of processes have explicitly been defined as 
being beyond the scope of IEC 62304:2006 

Figure 1 shows that there are processes beyond the scope of IEC 62304:2006 such 
as: 

 Customer needs (Requirements elicitation) 
 System Development Activities including risk management 
 Customer needs satisfied (Validation and Final Release) 

IEC 62304 was developed prior to MDD (2007/47/EC) and relies on additional 
standards to ensure the safety and reliability of the overall system. For this standard to  
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be seen as a comprehensive method of ensuring the safety and reliability of 
standalone software as an active medical device these processes need to be brought 
into the scope. 

Processes beyond the scope of IEC 62304 prior to MDD (2007/47/EC) were 
performed within other standards, but these standards do not address the specific 
aspects relating to developing standalone software as an active medical device. 
Essentially IEC 62304 was designed for medical device software that would always 
be part of a traditional medical device system (i.e. hardware and software) and 
therefore the focus was only on the software component and the system level 
processes and practices are not addressed. However, as the MDD defines standalone 
software as an active medical device the medical device system consists solely of 
software. Therefore to meet the requirements of the revised MDD system level 
processes and practices need to be handled and this is not currently possible using 
IEC 62304 in isolation. 

5   Resolving the Problems 

Research performed by the authors as (part of the Regulated Software Research 
Group (RSRG)) in Dundalk Institute of Technology (DkIT) has identified the 
following list of processes that need to be completed to ensure the development of 
safe and reliable software as an active medical device: 

 Software System Project Management Planning; 
 Software System Requirements Elicitation; 
 Software System Requirements Analysis; 
 Software System Architectural Design; 
 Software System Design; 
 Software System Construction; 
 Software System Integration; 
 Software System Testing; 
 Software System Release; 
 Software System Installation; 
 Software System Maintenance. 

These processes correspond to the key stages required for medical device software 
development.  Each process has been designed to address the requirements of 
developing software as a standalone system. The following supporting processes have 
also been identified: 

 Validation; 
 Configuration Management; 
 Change Request Management; 
 Problem Resolution Management. 

IEC 62304:2006 incorporates the majority of these processes. Processes not 
covered by IEC 62304:2006 include: Software System Requirements Elicitation; 
System Installation; Validation; and System Final Release (Software System Release 
Process only deals with software Release and not final release). The processes not 
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covered by IEC 62304:2006 are however covered by ISO/IEC 15504-5 but as 
discussed ISO/IEC 15504-5 is not domain specific. Consequently, the processes not 
included within IEC 62304:2006 need to be reviewed and tailored to suit the needs of 
software being developed as an active medical device. 

The processes outside of the scope of IEC 62304:2006 prior to the release of MDD 
(2007/47/EC) were covered by standards such as EN ISO 13485:2003, ISO 
14971:2007 and EN 60601-1:1990 etc. Currently within IEC 62304:2006 there is no 
method of validating a complete system that only incorporates software. This results 
in the standard not being capable of ensuring the safety and reliability of software that 
is an active medical device.  

Device manufacturers within other industries have had similar problems and as a 
result they developed standards which meet their needs and strove towards best 
practice rather than simply reaching conformance requirements. These include 
Automotive Spice and Spice for Space, both of which allow for process assessment 
and provide an improved software development path [23]. Similarly within the 
medical device industry Medi SPICE is being developed to provide a basis for 
medical device software process assessment and improvement. Medi SPICE aims to 
provide developers of medical device software with a complete lifecycle to develop 
medical device software. This includes conformance with regulatory requirements 
and the processes beyond the scope of IEC 62304. It is therefore envisaged that it can 
be used to help achieve CE compliance of standalone software as an active medical 
device. The work we present in this paper is being factored into Medi SPICE so that 
both embedded medical device software development and standalone medical device 
software will be covered [30]. 

6   Conclusions 

For a medical device manufacturer to be successful, it must produce a safe, reliable 
device that conforms to the regulatory standards of the market into which they are 
selling their devices i.e. MDD (2007/47/EC) within the European Union. Upon 
achieving conformance medical device manufactures can market and sell their 
products within a particular market. Conformance to these standards ensures that only 
safe and reliable products are used. The MDD (2007/47/EC) has incorporated a 
number of changes in comparison to MDD (1993/42/EEC). In terms of this paper the 
most significant change within MDD (2007/47/EC) is the ability of software to be 
now seen as an active medical device. But since this amendment the question of 
whether or not the existing standards used to regulate this software are sufficient must 
be answered. 

IEC 62304:2006 is the current standard used by software developers developing 
software for medical devices. This standard is part of the harmonised standards within 
MDD (2007/47/EC). IEC 62304:2006 provides a framework of lifecycle processes. 
However there are important system processes that are beyond the scope of IEC 
62304:2006 

The processes outside of the scope of IEC 62304:2006 are primarily system 
processes which reference ISO/IEC 12207. As ISO/IEC 12207 is a generic software 
lifecycle rather than being domain specific it can be considered broad and does not 



106 M. McHugh, F. McCaffery, and V. Casey 

fully cater for the needs of medical device software development. These processes 
need to be tailored to suit the needs of medical device software. This will be achieved 
through the release of Medi SPICE. 
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Abstract. Software engineering management demands the measurement, 
evaluation and improvement of the software processes and products. However, 
the utilization of measurement and analysis in software engineering is not very 
straightforward. It requires knowledge on the concepts of measurement, process 
management, and statistics as well as on their practical applications. We 
developed a systematic approach to evaluate the suitability of a software 
process and its measures for quantitative analysis, and have applied the 
approach in several industrial contexts. This paper explains the experience of 
evaluating a task management process and related measures of a government 
research agency. The agency had not defined the task management and 
measurement processes, and the performance data were gathered from a change 
management tool. We spent six person-days performing the assessment and 
analyzing data from 92 process executions. We observed that as systematic 
approaches have become available, software organizations are able to readily 
apply quantitative techniques.  

Keywords: Software measurement, quantitative analysis, control chart. 

1   Introduction 

We need to understand quantitatively the current status of what we are dealing with 
before attempting to manage it. We can use measures for understanding a product’s 
quality, for controlling a project’s progress, or for improving a process’s performance. 
Without quantitative understanding, neither effective control nor improvement is 
possible. Research on quantitative management in software engineering includes 
distinct applications of various techniques [1,2,3,4,5] as well as high maturity 
applications [6,7,8,9,10] related to process improvement models like CMM/CMMI 
[11] and ISO/IEC 15504 [12]. Nevertheless, the studies are scarce.  

From a general perspective, the utilization of quantitative techniques in software 
engineering requires dealing with a number of challenges including process, 
measurement, and statistics. The process challenge is about understanding the 
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components of a software process that produces data for the quantitative management 
[13]. The measurement challenge is related to the implementing of software 
measurement activities as well as selecting the suitable measures for the quantitative 
analysis [14,15]. The statistics challenge is about applying the correct statistical 
methods to software measurement data [16,17,18]. In addition, the software domain’s 
inherent characteristics such as people-dependency, creativeness, and changeability 
[19,20,21] adversely affect these challenges.  

From the perspective of the process improvement frameworks, the challenges for 
quantitative management differ slightly depending on whether the improvement is 
required at an organizational level or on a per process basis. In either case, dedicated 
effort of several years are required. Achieving quantitative management at the 
organizational level demands the definition and satisfaction of the requirements of a 
number of key practices through maturity levels 4 and 5. Achieving quantitative 
management on a per process basis, on the other hand, requires the definition and 
application of the practices through the process capability levels. The challenges of 
achieving high maturity in CMM/CMMI, for example, have been identified and 
acknowledged by a number of workshops and surveys carried out particularly after 
1999. These include the Survey of High Maturity Organizations in 1999 [22], High 
Maturity Workshops in 1999 [23] and 2001 [24], State of Measurement Practice 
Survey in 2006 [25], and CMMI High Maturity Measurement and Analysis Workshop 
in 2008 [26]. 

The challenges stated previously and the lack of a generic approach to assess the 
suitability of a software process for quantitative analysis encouraged us to develop an 
Assessment Approach for Quantitative Process Management (A2QPM) [27]. The 
A2QPM enables the systematic identification of a process’s inner attributes (e.g. 
inputs, outputs and activities) and outer factors (e.g. people and the environment) as 
well as a number of usability characteristics for process measures. We have applied 
the approach in several industrial contexts [28] where we utilized the control charts as 
the quantitative analysis technique.  

This paper explains the experience of using the approach in evaluating the task 
management practices and related measures of a government research agency for the 
achievement of a quantitative understanding. The agency had been developing 
systems and software for ten years, neither had a defined task management process 
nor a measurement process, but had been storing process data on various engineering 
tools. We spent six person-days performing the assessment, analyzing task 
management data from 92 process executions, and deriving the results. We observed 
that the task management process that did not include the activity of task verification 
demonstrated controlled variation, whereas the task management process that 
included the activity of task verification demonstrated uncontrolled variation, with 
respect to the duration estimation capability measure. These results were in keeping 
with the findings of the assessment approach. More importantly, we observed that as 
systematic approaches have become available, software organizations are able to 
readily apply quantitative techniques. 

The remainder of the paper is organized as follows: Section two provides an 
overview of the assessment method, section three explains details of the assessment 
for the task management process and its measures and presents the results, and finally, 
section four provides the conclusions. 
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2   The Assessment Method 

The Assessment Approach for Quantitative Process Management (A2QPM) includes 
an assessment process that guides the evaluation, an assessment model that defines 
assets to evaluate a process and measures, and an assessment tool that supports this 
evaluation. Description of the assessment process can be reached from [27] and 
features of the assessment tool can be found in [29]. In this section, we briefly explain 
the assessment model as a base to the implementation explained in section three. The 
assessment model addresses two issues: Systematic clustering of process executions 
and data, and evaluating measure and data usability for the quantitative analysis.  

Software process data often represent multiple sources that need to be treated 
separately, and discovering multiple sources requires the careful investigation of 
process executions. We want to cluster process executions as stemming from a single 
and constant system of chance causes. For systematic clustering of process executions 
and data, we developed a method for stratification based on a number of process 
attributes. Stratification is a technique used to analyze or divide a universe of data into 
homogeneous groups [30]. Our clustering method operates according to the changes 
in the values of process attributes such as inputs, outputs, activities, roles, and tools 
and techniques. If the executions of a process show similarity in terms of these 
attributes, then we assume that process executions form a homogeneous subgroup (or 
“cluster” as we call it) which consistently performs among its executions. The process 
cluster, then, is a candidate for the quantitative control.  

Evaluating measure and data usability for the quantitative analysis includes the 
elaboration of basic measurement practices as well as measurement data existence and 
measure characteristics. Even if there is not an established measurement process, we 
can evaluate the practices applied during data collection and analysis. The assessment 
model identifies a number of measure usability attributes such as measure identity, 
data existence, data verifiability, data dependability, data normalize-ability, and data 
integrate-ability. The model defines questionnaires based on these attributes, and 
recommends investigating a measure’s usability for the quantitative analysis prior to 
an implementation. Each usability attribute is rated in the following four values in the 
ordinal scale: Fully usable (F), largely usable (L), partially usable (P), and not usable 
(N). Overall usability of a measure is decided based on the ratings of the attributes. 

The assessment model includes assets to evaluate the suitability of a process and its 
measures for the quantitative analysis. A Process Execution Record is used to capture 
instant values of process attributes for a process execution. Actual values of inputs, 
outputs, activities, roles, and tools and techniques are recorded on this form for each 
process execution. A Process Similarity Matrix is used to verify the values of process 
attributes against process executions. The values of process attributes are shown in the 
rows, and process execution numbers are shown in the columns of the matrix. This 
shows the differences between the process executions in terms of the process attribute 
values and enables to identify the clusters of process executions. A Process Execution 
Questionnaire is used to capture the extraordinary cases for a process execution in 
terms of outer factors such as changes in process performers, process environments, 
and etc. A Measure Usability Questionnaire is used to evaluate the usability of a 
process measure for the quantitative analysis in terms of measure usability attributes.  
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3   The Implementation 

The implementation of the A2QPM included the assessment and analysis of the task 
management process of a project unit. The unit had been developing systems and 
software for ten years within a government research agency. The unit had been 
undertaking projects to develop software for military systems and had 18 staff 
including the project manager. It had ISO 9001 [31] certificate as related to the 
agency and had been pursuing process improvement studies to achieve CMMI 
maturity level 3 for 20 months. The project unit had documented neither a task 
management process nor a measurement process but had been collecting and storing 
data by the engineering tools that had been supporting the projects’ processes. 

The task management process was in use for 16 months via a change management 
tool for a military project of the unit. Although the process was not officially defined, 
its steps had been encoded into the tool by a number of task states (so we called the 
process “undefined”). The states of the task management process are shown in Fig. 1. 
Every task of the project was being entered into the tool by a task assigner (Project 
Manager or Team Leader) together with the values of the fields for task name, task 
implementer, estimated start date, and estimated finish date. The task implementer, 
who noticed the assignment, then was starting to work on the task by recording the 
value for the actual start date on the tool. When the task finished, the task 
implementer was entering the value for the actual finish date into the tool. Finally, the 
task was being closed after being verified by the task assigner.  

 

Fig. 1. Task states in the task management process 

We spent six person-days applying the approach, performing the analyses, and 
interpreting the results. We worked on existing task management data from 92 process 
executions which were carried out during 16 months. We identified the attributes of the 
task management process by inspecting the records entered into the change management 
tool and consulting the process performers. Since the study was retrospective, we 
sampled four task records from the set of 92 and completed a Process Execution Record 
for each. We then gathered a unified set of process attribute values from the sample 
records and entered these values into the rows of a Process Similarity Matrix as the first 
column. The rest of the columns, one for each 92 process executions, were utilized to 
verify the process attributes against the unified set of values in the first column. 
Whenever a new value for an attribute showed up, it was merged into the values by 
adding a corresponding row into the matrix. 
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After verifying process attributes on the Process Similarity Matrix, we analyzed it 
to identify the process clusters. Every column which was unique in terms of attribute 
values was identified as a distinct “process cluster”. Initially we identified 18 process 
clusters, out of 92 process executions, each cluster having different combinations of 
attribute values. Fig. 2 shows the initial clusters.  

The number of process clusters was so high that we decided to merge the clusters 
by considering the purpose of the implementation. The purpose could affect the rules 
of merging. For example, if the project manager wanted to observe specifically how 
the process was applied to produce different types of work products, we would use 
only “outputs” process attribute and merge process clusters having the same types of 
outputs. Alternatively, if the project manager tried to meet specification limits set by 
the project’s customer on the schedule, we would choose not to merge any of the 
clusters. In our case, the purpose of the implementation was to understand 
quantitatively the strong and the weak points in the task management process in order 
to derive findings for the improvement of the process.  

In Fig. 2, we observed that the values of “outputs” attribute were the primary 
source for the variability between the process executions. Although this finding might 
be significant to improve the process of developing the work products, it was not that 
critical to improve the task management process. Therefore, we decided to use 
“outputs” attribute as being the secondary factor in identifying process clusters rather 
than being the primary factor. Therefore, we first excluded the values of “outputs” 
attribute while detecting process clusters, and come up with 4 process clusters labeled 
from A through D as shown in Fig. 2. We then utilized the values of “outputs” 
attribute to categorize each of four process clusters into its sub-clusters that were 
numbered from 1 to 6 with respect to output value type: 1) Document, 2) Software 
code, 3) Analysis Knowledge, 4) Design, 5) Research Knowledge, and 6) 
Unclassified output (admin, test, etc.). A graphical representation of the process 
cluster D in Event Driven Process Chain (EPC) notation is provided in Fig. 3 to 
visualize the attributes of the task management process. 

Process Attributes PE13 PE5 PE31 PE53 PE7 PE28 PE1 PE2 PE16 PE17 PE22 PE12 PE79 PE15 PE20 PE8 PE4 PE60

1 Inputs

1.1 Task request o o o o o o o o o o o o o o o o o o

2 Outputs

2.1 Document o o

2.2 Software code o o o o

2.3 Analysis knowledge o o o o

2.4 Design o o o

2.5 Research knowledge o o

2.6 Unclassified output o o o

3 Activities

3.1 Enter task request o o o o o o o o o o o o o o o o o o

3.2 Implement task request o o o o o o o o o o o o

3.3 Verify task request o o o o o o

4 Roles

4.1 Task assigner o o o o o o o o o o o o o o o o o o

4.2 Task implementer o o o o o o o o o o o o o o o o

5 Tools and Techniques

5.1 Starteam o o o o o o o o o o o o o o o o o o

Process Cluster A A B B B B C C C C C C D D D D D D

Process Sub-cluster 2 3 2 3 4 6 1 2 3 4 5 6 1 2 3 4 5 6  

Fig. 2. Process clusters and sub-clusters identified for the task management process by using 
the Process Similarity Matrix 
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Fig. 3. A graphical representation of the task management process cluster D 

As the next step, we evaluated the suitability of the task management process 
measures for the quantitative analysis. We identified estimated start date, estimated finish 
date, actual start date, and actual finish date as base measures of the process. We 
selected these measures because data were available for them on the change management 
tool. From the base measures, we first identified estimated duration and actual duration, 
as the intermediate derived measures. We then utilized these two measures to derive a 
final measure, namely the duration estimation capability. Fig. 4 shows the measures of 
the task management process. The arrows in the figure show the relationships between 
the base measures at the upper side to the derived measures at the lower side. 

Estimated
Start Date

Estimated
Finish Date

Estimated Duration
(Estimated Finish Date - Estimated Start Date)

Actual
Start Date

Actual
Finish Date

Actual Duration
(Actual Finish Date - Actual Start Date)

Duration Estimation Capability
(Actual Duration / Estimated Duration)

 

Fig. 4. Base and derived measures identified for the task management process 
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We first completed a Measure Usability Questionnaire (MUQ) for each base 
measure. By evaluating the answers in the questionnaires, we decided on the usability 
of the estimated start date, estimated finish date, actual start date, and actual finish 
date measures in the quantitative analysis. None of the base measures were usable in 
the quantitative analysis because their data were of interval scale (e.g. we could not 
take an arithmetic mean on the values such as “21th March, 2008”). In addition, the 
data dependability attributes for the actual start date and actual finish date measures 
were evaluated as “partial”. An example MUQ for the actual start date measure is 
given in Fig. 5. We also completed a MUQ for each intermediate derived measure and 
evaluated its usability in the quantitative analysis. The usability of the estimated 
duration measure was evaluated as “large” whereas the usability of the actual duration 
measure was evaluated as “partial” for the quantitative analysis. Finally, we 
completed a MUQ for the duration estimation capability measure and identified that it 
was “partially usable” in the quantitative analysis. Although this result was below our 
expectations for the usability of a measure, we decided to continue the quantitative 
analysis to validate or invalidate the findings of the assessment approach. 

Attributes Answers Rating Expected Answers
Indicators

Measure Identity N
Q1 Which entity  does the measure measure? Task

Q2 Which attribute of  the entity  does the measure measure? Timing

Q3 What is the scale of  the measurement data? (nominal, ordinal, interv al, ratio, absolute) Interv al Ratio, Absolute

Q4 What is the unit of  the measurement data? Date
Q5 What is the ty pe of  the measurement data? (integer, real, etc.) Date

Q6 What is the range of  the measurement data? [3.Jan.2006, 26.Apr.2007]

Data Existence F
Q7 Is measurement data existent? Yes

Q8 What is the amount of  ov erall observ ations? 67 √ Av ailable > 20
Q9 What is the amount of  missing data points? 27

Q10 Are data points missing in periods? (If  y es, please state observ ation numbers f or missing periods) No

Q11 Is measurement data time sequenced? (If  no, please state how measurement data is sequenced) Yes

Data Verifiability F
Q12 When is measurement data recorded in the process? (at start, middle, end, later, etc.) At middle (while accepting task request)

Q13 Is all measurement data recorded at the same place in the process? (at start, middle, end, later, etc.) Yes √ Yes
Q14 Who is responsible f or recording measurement data? Task implementer

Q15 Is all measurement data recorded by  the responsible body ? Yes √ Yes

Q16 How is measurement data recorded? (on a f orm, report, tool, etc.) On a tool (Starteam)

Q17 Is all measurement data recorded the same way ? (on a f orm, report, tool, etc.) Yes √ Yes

Q18 Where is measurement data stored? (in a f ile, database, etc.) Starteam database
Q19 Is all measurement data stored in the same place? (in a f ile, database, etc.) Yes √ Yes

Data Dependability P
Q20 What is the f requency  of  generating measurement data? (asy nchronously , daily , weekly , monthly , etc.) Asy nchronously  (when a new task request is accepted)

Q21 What is the f requency  of  recording measurement data? (asy nchronously , daily , weekly , monthly , etc.) Asy nchronously  (when a new task request is accepted)

Q22 What is the f requency  of  storing measurement data? (asy nchronously , daily , weekly , monthly , etc.) Asy nchronously  (when a new task request is accepted)
Q23 Are the f requencies f or data generation, recording, and storing dif f erent? No √ No

Q24 Is measurement data recorded precisely ? Yes √ Yes

Q25 Is measurement data collected f or a specif ic purpose? Yes (f or the purpose of  task monitoring) √ Yes

Q26 Is the purpose of  measurement data collection known by  process perf ormers? Yes √ Yes

Q27 Is measurement data analy zed and reported? No Yes

Q28 Is measurement data analy sis results communicated to process perf ormers? No Yes
Q29 Is measurement data analy sis results communicated to management? No Yes

Q30 Is measurement data analy sis results used as a basis f or decision making? No Yes

Data Normalizability
Q31 Can measurement data be normalized by  parameters or measures? (If  y es, please specif y  them) N/A

Data Integrability
Q32 Is measurement data integrable at project lev el? Yes

Q33 Is measurement data integrable at organization lev el? No  

Fig. 5. An example Measure Usability Questionnaire for the “actual start date” base measure 

We utilized control charts for the quantitative analysis of the task management 
process with respect to duration estimation capability measure. Control charting is a 
technique for detecting which type of variation is included in a process. Every process 
is subject to variation; however, while some processes display controlled variation, 
others display uncontrolled variation [30]. Controlled variation means stable and 
consistent variation over time and consists of common causes. Uncontrolled variation, 
on the other hand, indicates a pattern that changes over time in an unpredictable 
manner, and is characterized by special causes. We applied Individuals and Moving 
Range (XmR) charts to measurement data by using the Minitab Statistical Software 
[32]. We included the following tests to detect the out-of-control points [30]: (1) 1  
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point > 3 standard deviations from center line, (2) 9 points in a row on same side of 
center line, (3) 2 out of 3 points > 2 standard deviations from center line (same side), 
and (4) 4 out of 5 points > 1 standard deviation from center line (same side). 

We reviewed process data and used the results from process similarity assessment 
and measure usability evaluation to finalize process clusters and measures prior to 
control charting. Actual start date and actual finish date fields were empty for process 
cluster A and actual finish date field was empty for process cluster B; therefore, we 
excluded process clusters A and B from our study. We first charted combined data of 
process clusters C and D to observe the nature of variation in the task management 
process with respect to the duration estimation capability measure. The corresponding 
control charts are shown in Fig. 6(a). There were four out-of-control points (OCPs) in 
the individuals chart and five OCPs in the moving range chart (marked by squares in 
the figure). The small number next to an OCP indicates the number of the test 
violated by the point (or the process execution). An investigation for the reasons of 
the OCPs appearing in the individuals chart showed that in the executions that 
violated the test number 1, the closure of the tasks had been forgotten and carried out 
long after the tasks were finished. Therefore we excluded the data points regarding 
these executions and re-charted the data. The corresponding control charts are shown 
in Fig. 6(b). This time, however, there appeared nine OCPs in the individuals chart 
and five OCPs in the moving range chart. 

  
(a) initial    (b) after removing data points violating test-1 

Fig. 6. XmR charts for the “duration estimation capability” measure of the task management 
process (combined clusters) 

Considering the results of the process similarity assessment, we decided that these 
OCPs indicated a mixture of multiple-cause systems (data not being from the same 
source). We then charted the original data of process clusters C and D separately with 
respect to the duration estimation capability measure. The corresponding charts are 
shown in Fig. 7. For the process cluster C, there were one OCP in the individuals 
chart and two OCPs in the moving range chart. For the process cluster D, there were 
two OCP in the individuals chart and one OCPs in the moving range chart. An 
investigation for the reason of the OCP appearing in the individuals chart of the 
process cluster C showed again that in the executions that violated the test number 1, 
the closure of the task had been forgotten and carried out long after the tasks were 
finished. This investigation was carried out by completing a Process Execution 
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Questionnaire (PEQ) for the OCP via interviews with the task assigner and the task 
implementer. An example PEQ for the process execution 49 (regarding the OCP in 
the individuals chart in Fig. 7(a)) is given in Fig. 8.  

  
(a) process cluster C   (b) process cluster D 

Fig. 7. XmR charts for the “duration estimation capability” measure of the task management 
process clusters C and D 

After excluding the OCP regarding the process execution 49 from the data set, we 
re-charted the data of the process cluster C. The resulting charts are shown in Fig. 
9(a). There appeared two OCPs in both the individuals and moving range charts. An 
investigation for the reasons of the OCPs appearing in the individuals chart showed 
that in the executions that violated the test number 1, the work plan changed but the 
task assignments were not updated on the change management tool. Therefore we 
removed these two points from the data set, and re-charted the data. The resulting 
control charts demonstrated controlled variation as shown in Fig. 9(b).  

Process Name: Task Management Recorded On: 12.June.2006
Process Execution No: 49 Recorded By:

External Attributes Status
(Yes/No)

Explanation

PROCESS PERFORMERS
Q1 Are process performers trained in their roles in the process? Yes
Q2 Are process performers experienced in their roles in the process? Yes
Q3 Are process performers differed per role basis during execution of the process? No
PROCESS ENVIRONMENT
Q4 Has there been a recent change in location? No
Q5 Has there been a recent change in support systems? (infrastructure, technology, etc.) No
Q6 Has there been a recent change in communication channels and mechanisms? (structure, media, etc.) No
Q7 Has there been a recent change in funding and resources allocated for the process? No
Q8 Has the process been tailored for this specif ic execution? No
OTHER FACTORS (Please list if any)

The task w as forgotten to close.  

Fig. 8. An example PEQ completed for the task management process execution 49 

On the other hand, for the OCPs appearing in the individuals chart of the process 
cluster D shown in Fig. 7(b), no assignable cause could be detected. Therefore, these 
points were considered as parts of the common execution of the processes and not 
removed from the data sets. 
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(a) after removing the process execution 49 (b) after removing the two OCPs in (a) 

Fig. 9. XmR charts for the “duration estimation capability” measure of the task management 
process clusters C 

When we looked at the XmR charts for the duration estimation capability measure 
of the process cluster C in Fig. 7(a) and Fig. 9(b), we observed that the mean values 
and the upper control limits in the charts in Fig. 9(b) decreased significantly. In the 
individuals charts, the mean value decreased to 2.51 from 5.86, and the upper control 
limit decreased to 11.70 from 28.89. Similarly, in the moving range charts, the mean 
value decreased to 3.45 from 8.66, and the upper control limit decreased to 11.29 
from 28.29. These reductions indicated that the predictability of the task management 
process cluster C with respect to the duration estimation capability measure was 
improved due to a discrimination of the multiple cause systems in the task 
management process as a result of the process similarity assessment.  

From the XmR charts for the duration estimation capability measure of the process 
cluster D in Fig. 7(b), we observed that the mean values and the upper control limits 
in the charts (X: mean 73.8, UCL 251.1; mR: mean 66.7, UCL 217.9) were very high 
when compared to those for the process cluster C. When we looked at the Process 
Similarity Matrix given in Fig. 2, we identified that the process cluster C differed 
from the process cluster D in only that its executions did not include the activity of 
the “verification of task implementation”. Although this might be considered as a 
deficiency at the first glance, a review of the data showed that the actual finish date 
for the executions of the process cluster C was recorded at the time of finishing the 
task rather than at the time of its closure. Therefore, the values for the actual finish 
date recorded for the executions of the process cluster C were more dependable than 
those recorded for the executions of the process cluster D in representing the actual 
duration. Here we should remind that the usability of the data dependability attribute 
for the actual finish date measure was evaluated as “partial”. The XmR charts for the 
duration estimation capability measure of the process cluster D validated this 
evaluation. The highness of the mean values and the upper control limits in the XmR 
charts in Fig. 7(b) was due to the late closure of the tasks by the task assigners. 

As a result of the investigations of the assignable causes during the quantitative 
analysis, two primary reasons were detected for the OCPs that appeared in the 
individuals charts regarding the process cluster C: 1) Work plan changed and task 
assignment was not updated on the change management tool, and 2) Task closure was 
forgotten and performed later. We shared these findings with the project team. After 
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the implementation, the project unit included reviews of task management data in 
regular progress monitoring to ensure task closures on time and to perform updates to 
task assignments as consistent with the project plan. In addition, normalizing the 
duration estimation capability measure with task size would provide more insight in 
the quantitative analysis; however, the task size had not been recorded in the process. 
Therefore, this was shared with the project team as another point of improvement. 

4   Conclusions 

Manufacturing disciplines have been applying quantitative techniques for the 
management of their processes for decades. The unique challenges of the software 
engineering discipline require the identification of practical processes, models, and 
guidelines on quality management. We developed a systematic and practical approach 
to evaluate the suitability of a software process and its measures for the quantitative 
analysis. This paper explained an implementation of the assessment approach for 
evaluating an undefined task management process and its duration estimation 
capability measure in a project unit of a government research agency. We utilized 
XmR charts in the quantitative analysis. 

The assessment of process consistency indicated that the process data came from 
two different versions of the task management process in execution: The task 
management that included the activity of “task verification” and that did not. The 
assessment of measure usability indicated that the duration estimation capability 
measure was partially usable in the quantitative analysis. The quantitative analysis 
carried out by using the XmR charts showed that the task management process that 
did not include the activity of task verification demonstrated controlled variation, 
whereas the task management process that included the activity of task verification 
demonstrated uncontrolled variation, with respect to the duration estimation capability 
measure. These results were in keeping with the findings of the assessment approach. 

The implementation facilitated an understanding of the task management process 
within a single project based on quantitative data. As a result of the implementation a 
number of weaknesses, including the lack of updates on the process data as consistent 
with the plan changes and the latency in the closure of the task assignments, were 
identified in the executions of the task management process. We also identified that 
the purpose of the quantitative analysis was important to relevantly cluster 
measurement data.  

During the implementation, we observed that the act of measuring and analyzing 
the task management process was itself a vehicle for the understanding and 
improvement. We also observed that as long as process context and dynamics were 
understood process data could be utilized to serve a purpose. The existence of a well-
defined approach to guide the quantitative analysis was an important motivator for the 
implementation. We hope this implementation motivates the software organizations in 
turn in assessing their processes and applying quantitative techniques to understand 
their potential for improvement. 
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Abstract. That there is a direct correlation between SixSigma, a method for 
process improvement, and SPICE is already cognizable by the name. While the 
norm describes, which optimizations should be implemented, SixSigma offers a 
set of methods therefore. How an adequate support of the continuously 
enhancement of the maturity level could be guaranteed even for lower levels, is 
shown in this contribution. Based on experiences of some Green-Belt projects, 
the key-questions are:  1) How can I use SixSigma methods for process 
improvement in SPICE? 2) What support can these methods offer for the 
maturity levels 1 to 5? 3) What benefits brings SixSigma in this correlation? 
And 4) What risks shall be faced? 

Keywords: SixSigma, Enhancement of Maturity Level, Methods for Process 
Improvement, Experience Report. 

1   At First a Short Mind Game 

Imagine a team of eleven players. All are running across a lawn in an uncoordinated 
way. They do not know anything about their reason of being there or their function. 
They do not even notice the further eleven people, their opponents, beside them. By a 
fluke one of them finds a small round ball made of leather and tries to handle it. As 
the ball jumps off his foot, it spins to the other side of the field and reaches a net.   

Congratulations, your new soccer team “Organisation Level 5” has just won its 
first match of its young carrier, or rather finished the project successfully. 
Unfortunately nobody can explain the success, much less repeat it. Now it is your 
challenge to lead the team to the “Champions-League”, that is to create a “SPICE 
Level 5”-team. But do not panic, your new assistant “SixSigma” will help you. 

2   Problem 

Since a few years SPICE is “state of the art“. But while the standard defines 
requirements for process improvement, it gives no methods. To achieve a sustainable 
enhancement of maturity level, there are still some gaps. We will try to group them 
into three categories (table 1). 
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Table 1. Categories of SPICE gaps 

What should be 
improved? 

For our mind game: Where should I start improvement in my 
team “Organisation Level 5”? It is not helpful to show the 
players complex tactical moves while they still have problems 
with passing. 

How should it 
be improved? 

How can I help my players to learn their lessons? If I yell at 
them for every bad pass but they are passing the next ball to the 
opponent again, perhaps my method is inappropriate. 

How good is the 
improvement? 

Have my actions been successful? The final score of our next 
match is a first indicator. In addition we can for example 
analyse the precision of passing and carry out a video analysis 
of the match together with the team. 

3   Problem Solver 

Now we will see, what our new assistant “SixSigma“ can provide. To keep our 
example: We will not explain the whole CV in this report. SixSigma is a lot more than 
just tools. An important reason for the usage in improvement projects is the fact that 
achieved optimizations can be shown as earned savings. But in this case we will 
concentrate on the “toolbox”, “metrics” and “methods”. 

Toolbox: Including proven tools for the statistical analysis, otherwise mainly used in 
development and design and for visualisation of sequences of actions and processes. 
For our mind game: Our assistant can display the possession of the ball versus the 
course of the match, show the effect of training methods and visualise tactical moves. 

Metrics: These are mainly statistical measurements showing the current status. A 
target status shall be defined for the improvements. For our mind game: Our assistant 
does not only know the result of our game, but also statistics like “won and lost duels” 
during the whole match. 

Methods: These procedures are proven and can be used as a roadmap for the 
execution of SixSigma projects. For our mind game: Our assistant can not only train 
simple units. He can design, plan, adjust and execute whole training programs and 
ensure their sustainability. 

4   Approach 

These key features of our problem solver can be used in several situations for several 
times. We will now just give a few examples. For each maturity level the main 
challenges are listed and a way to solve them by using SixSigma methods is shown. 

By using the support of our approach we will follow our team “Organisation Level 
5” stepwise across the respective maturity levels. As shown in the introduction, our 
initial position will be Level 0 which is characterized by its missing repeatability and 
reproducibility. Our team consists of single heroes, using their time for fire fighting. 
So far, they all do not have enough time for improvements. 
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4.1   Level 1 

Problem: For most of the members, a deeper understanding of processes is missing. 
The employees do not know or are not aware of the sequence of operations. It is not 
even possible, to see the guidelines of SPICE in a simple coherence. 

Example for solution: SIPOC 
In a SIPOC for example all base practices of a process can be displayed. In a next 

step, all work products are allocated as outputs and their receivers as customers. On 
the left side all work products necessary for a base practice are allocated as inputs. 
The responsible persons are shown as suppliers. 

The diagram helps members to understand the coherence of this process. In 
addition, it provides an overview of work products and interfaces. Thereby, it is a 
useful extension for the process description in the PAM.  

 

Fig. 1. Example “SIPOC” 

Problem: Often influences on single activities or work products are not known. 
Therefore, influencing variables are underestimated or even ignored.  

Example for solution: Ishikawa (Fishbone diagram)  
The diagram shows all influences on the activity “test preparation”. These do 

imply materials like the software that is to be tested and the test specification. As 
manpower the necessary resources like the tester himself is mentioned. Test 
equipment like the test configuration and infrastructure belongs to the machinery. The 
management delivers the planning and the strategy for the test. The diagram could be 
completed with all influences. Afterwards, it can be used as a checklist for test 
preparation. In addition, it is possible to analyse, where process coordination is 
necessary and can serve as a basis for the identification of critical influencing 
variables as shown in the next example. 

Problem: Even if effects are known it is often not identified which of them have 
critical influence on the problem, activity or work product. 

Example for solution: Pareto chart 
The usage of a pareto chart can help you getting a quick overview of the main 

impacts. For example the reasons for test failures. 
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Fig. 2. Ishikawa Diagram 

There are even more utilities that help a team member achieving a Level 1. But 
back to our short mind game: We have presented the objectives and main elements of 
the game to our players. They know now the influences whether it will be a win or a 
defeat and why they were beaten in the past. So they understand that they all are 
soccer players and winning means, that they score more goals than the opponent. 
Above all they know the rules of the game and recognised that there are further 
players on the field. 

This was the first step. Our team now consists of eleven individualists. They do a 
good job, but they act still uncoordinated. Like in the youngest junior-league all 
players will try to get the ball and score a goal. It is time to create a team, time to 
manage our players. This leads us to the next level. 

4.2   Level 2 

Problem: Every intention starts with the collection of requirements and hence, in 
terms of project management with the analysis of all relevant stakeholders. The list of 
stakeholders is often missing and requirements are incomplete and not or rarely 
aligned and estimated. 

Example for solution: Stakeholder analysis / VOC, VOB 
One part of SixSigma is a complete stakeholder analysis. The requirements, they 

claim to the intention are collected as “Voice of customer” and “Voice of business” 
like already known from development projects. They shall be aligned, because they 
serve as the basis for every prioritization of actions during the project. Improvements 
which support the VOC create customer satisfaction (e.g. 0-defect quality). The 
provision for VOB helps designing processes more effective and efficient (e.g. 
minimise the time for storage).  

Problem: Actions for improvement are often selected intuitively. But an analysis of 
the necessary effort and the existing dependencies is mandatory. 
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Example for solution: Decision matrix 
The diagram below shows the main work products of the five software processes. 

Considering the dependencies of work products and processes you can see for 
example that an improvement of the requirement specification and test specification 
affects all other processes. This helps a project team, to implement actions not just in 
one process, but crossing the limits of processes to decrease the necessary resources 
und improve the suitability of the solution. You can even identify actions outside of 
the projects. Problems can be solved together. A faster solution can be found, 
experience is shared and a basis for a level 3 is provided. 

 

Fig. 3. Example “Decision matrix” 

Problem: What is not defined can not be measured. Often measurable objectives to 
control the project are missing. 

Example for solution: Metrics (DPMO, σ-level) 
Metrics are already useful for a Level 2. They set measurements for the selected 

processes and allow the controlling by the project management. After defining an 
upper limit, actions are implemented to decrease e.g. the DPMO sustainably and 
measurable. 

Further utilities, to support the project team achieving a Level 2 can be found. With 
help of our assistant “SixSigma” we have formed a team out of our eleven players. 
Everybody is allocated to his functions. We now have a goal keeper, defence, 
midfield and a centre. We recognized that for example even the fans have a strong 
effect on our success and we started to define measureable goals for our next matches. 
By analysing the requirements of our club administration, the experience with 
competitors in the league and additional stakeholders, we identified ideal training 
methods for our team. We now have a managed team that can perform together. 

But we also discover that all these analysing and planning costs a lot of resources. 
Team formations, training schedules etc. will always recur in a similar way. So we 
should try to standardise them. We move towards the next level. 

4.3   Level 3 

Problem: Standard processes shall be visualised the way that the expected readers can 
understand and implement them easily. 
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Example for solution: Process mapping (e.g. Swim lane diagrams) 
The first step is to translate the sequence of operations in the mind of the members 

into a process diagram. One utility, the SIPOC, we already know. As processes should 
be usable in various projects we have to consider that members will need different 
levels of detail. Project members who already know their process very well just need 
a quick overview like a flow chart. If people want to know what activities and work 
products are connected with an activity you will need the chance to zoom in the 
process. This could be done for example by a swim lane diagram shown aside. The 
next level of detail gives the novices to the process examples and concrete utilities for 
the execution of the activities. This could be done by using additional process 
manuals and catalogues of examples.  

 

Fig. 4. Example of a Swim lane diagram 

Problem: Experiences of the deployment of standard processes are rarely used in later 
projects or for the improvement of processes and templates. 

Example for solution: Lessons learnt workshop 
This technique is known from many project management methods as well. It is a 

mandatory element in the last phase of SixSigma projects. Often a special agenda 
(like the example aside) or checklist for performing a lessons learnt workshop already 
exists. 

Problem: Most processes are designed or optimized without considering specific 
basic conditions. An evaluation of changes against the actual project risks is missing. 

Example for solution: Risk analysis (e.g. FMEA) 
An FMEA can be used for various challenges, but the preparation requires a lot of 

resources. You can use it for example to collect all activities (base practices) of the 
process combined with possible failures and their severity. Actions for process 
improvement should start, where a risk with a high RPN (risk priority number) is 
identified. 

To support an organisation in achieving Level 3, some further utilities can be used 
as well. We now have defined standard team formations for our team “Organisation 



 Methodical Enhancement of Maturity Level: “SPICE” and “SixSigma” Intertwine 127 

Level 5” that can be adjusted to the conditions of our next opponent. All functions in 
our team are described. Formations, training units, etc. get improved using the 
feedback of our players. The risks for our operation are identified. For example we 
discovered that the combination of some training units and a tough playing schedule 
increases the risk of injuries of our players. That is why the training schedule was 
adjusted. 

As we eliminated the factor “accident” in our team, “Organisation Level 5” starts 
to perform and improve permanently. What still keep us apart of our big aim are 
external influences on our performance. As we want to control them as well we are 
heading for the next level. 

4.4   Level 4 

Problem: The quality and especially the stability of a process is most of the time 
based on the “gut feeling” of the responsible person, not on data.  

Example for solution: Mean, Deviation and Control limits 
You use diagrams of the chronological sequence of measurements for further 

analysis. An important part is the mean of the over all data that gives you a prediction 
for further measurements. For the DPMO example from Level 2 it will show you the 
expected failures per lines of code. In terms of a normal distribution all results will fit 
in a bell-shaped curve. The percent value shows you the probability, the result will be 
in this area. Using the σ-value, the upper and lower control limits can be calculated. 
As all measurements lie within these limits our process is stable and you can predict 
the number of failures per lines of code for example. Data outside these limits will be 
handled in the next example for solution. 

Problem: SPICE expects for Level 4 actions to reduce “out-of-control”-values. How 
this can be implemented is not mentioned. 

Example for solution: SPC chart (special causes) 
The chart shows the chronological sequence of our process. The example above 

shows the upper and lower control limits (UCL and LCL). Values that are “out-of-
control” and that should be analysed for their cause (for example in a 5-why analysis) 
are all measurement data lying outside the control limits.  
Problem: We already started with the measurement of metrics. But the characteristics 
of measurement systems are still unknown so is the nature of the metrics itself. 

Example for solution: R-charts and Regression analysis 
As we collect data for process control, we use measurement systems which are 

creating failures by themselves. A measurement system analysis (MSA) will help to 
evaluate the repeatability and reproducibility of the collected data.  

We use this data for combinations of measurements according to our assumptions. 
Regression analysis can help to check, whether our assumptions are correct and what 
kind of dependency exists between two ore more inputs. 
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Fig. 5. Example “SPC chart” with special causes 

These are only the most important analysis methods for support of a Level 4. There 
will be many more. Just for the estimation of necessary actions for example a couple 
of methods and metrics of SixSigma will be used. 

To identify further improvements for our soccer team we for example analyse 
whether there is a correlation between the duration of the match and the won and lost 
duels. We can even search for influences of the temperature, date and time or the 
height above sea level on our team performance. For our metrics “pass completion”, 
“won duels” etc. exist predictions with a specific probability. We can identify “special 
causes” and analyse them. These are for example injuries, changes of weather or even 
wrong decisions of the referee. In some cases actions were implemented to decrease 
the influence of these causes, like an optimization of the training units for different 
weather conditions or briefings with the players to prepare them for the referee. 

So our team is successful and can cope with setbacks. If this would be already 
everything every team would be able to reach the top of the league. But some teams 
are still not “good enough”. So we have to increase our performance and reduce the 
variation of our results. We go about the last level. 

4.5   Level 5 

Problem: The compliance with customer requirements is not only up to the 
elimination of “out-of-control”-values. Whether a process itself is suitable to fulfil 
these requirements is still unknown. 

Example for solution: Specification limits 
In the level above we have seen that our process can be illustrated as a normal 

distribution within the control limits. The customer requirements will now define the 
upper and lower specification limits (USL and LSL). If the mean is located outside 
these limits our process will be totally unsuitable to fulfil these requirements. 
Overlaps the variation (within the control limits) one of the specification limits, we 
are producing scrap in the production or rather failures in the development. In both 
cases an optimization of the process is necessary to improve the performance and 
reduce the variation.  
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Problem: Optimization of the process should be done regarding to the requirements of 
all stakeholders. This is for example our management. An orientation to our business 
goals is demanded, but the implementation is not described in SPICE. 

Example for solution: QFD 
The QFD (also known as: house of quality) can help to break down general goals 

of the organisation to concrete requirements for our processes and prioritize them at 
the same time. The example below shows, how the mission of the organisation is 
rated and prioritized against the vision. We can analyse the goals afterwards. If we 
focus on our process improvement intention we will be able to weight the necessary 
requirements against these goals the same way. A deviation of the process inputs 
shows us the parameters that are critical to quality (CTQ). The QFD also gives you 
the chance to rate the dependencies between the factors. 

 

Fig. 6. Example “QFD” 

Problem: In a final step we need assurance, that all optimizations were really able to 
improve our performance and reduce the variation. 

Example for solution: SPC chart (common causes) 
We will use the SPC chart again to control the impact of our changes to the process 

and to check their effectiveness. An improvement of the performance should be 
observable by a shift of the mean in the specific direction for the new measurement 
data. If we were able to reduce common causes furthermore, the σ-value would 
shrink. This is simultaneously an increasing of the σ-level. It is observable by a 
decreasing of the distance of the control limits. Our prediction gets a higher precision.  

We were able to identify further actions for optimization with the help of our 
assistant “SixSigma”. Our club made new investments in innovative equipment. 
Advanced training methods are rolled out and the process-related conditions for our 
aim, the achievement of the “Champions-League”, are accomplished. Our team 
“Organisation Level 5” just arrived. 
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5   Benefits 

Summarizing our approach, we discover the benefits of the combination of the 
requirements of SPICE and the key features of SixSigma. 

The basis for any improvement is acceptance by all members. This is supported by 
SixSigma, as it helps to fix the intuition for quality in the organisation, raises the 
awareness of problems and deepens the understanding for processes. Together this 
creates established process thinking which is the basis for SixSigma’s key features: 

• The across all levels introduced toolbox will help to identify, WHAT should be 
improved. 

• The methods (roadmaps) will give us a clue, HOW an improvement project 
should be planned and controlled. 

• Finally the metrics can be used to determine HOW GOOD our improvements 
really are. 

 

Fig. 7. Benefits of this approach 

The roof of our combination is process transparency, meaning: The tools will show 
all prioritizations and decisions for everybody in a traceable way. The metrics show a 
success story and the methods can guarantee a continuous controlling and cooperation 
between all improvement intentions. That is the way every member can participate in 
results, achievements and experience of all improvement projects. 

6   Risks 

To really deploy the complete benefits some risks have to be faced. Because of the 
complexity and versatility of the SixSigma contents some side effects that can appear 
you have to prevent early. The most important problems SixSigma can come up with 
while achieving the specific maturity levels are shown in the table below: 
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Table 2. Risks 

heroism Because every member will get a tool to face problems 
himself, the heroism of a level 0 can be enforced. That 
is why problem solutions should always progress to the 
real cause, to gain sustainable results. A consistent 
consolidation of all improvements and results is 
mandatory! 

too many loops Every analysis gives us the chance to get deeper into 
the problems, but this can cause too many loops. The 
80/20-rule (Pareto) should be followed. 

L
evel 1 

control of members SixSigma works primarily with metrics. But these can 
leave the impression, they were applied to the 
members, what would be a control mechanism. It must 
be necessarily guaranteed, that metrics are measured 
process-related, not people-related. 

statistics incorrect /  
unsuitable 

Churchill said: „the only statistics you can trust are 
those you falsified yourself”. The suitability of every 
statistic must be checked und their results must be 
analysed critically, before you draw any conclusions. 

duplicated 
solutions 

Even a consistent procedure for process improvements 
cannot guarantee that solutions for identical problems 
are identified in different projects. A comprehensive 
controlling of all intentions can be helpful. 

L
evel 2 

team in team In process improvement teams a certain kind of 
dynamic starts to grow. Its members must be integrated 
in the development team as well so that no new elite, a 
team in the team, is founded and solutions have a 
certain correspondence to the project. 

over-engineering With help of the introduced tools, processes can be 
designed in the minutest details. This can lead to an 
over-engineering of these documentations. Processes 
shall still be lean and easy to implement. Use deeper 
details only where they are necessary e.g. for critical 
activities. 

no time for 
stabilisation 

Especially at the beginning of improvement projects a 
lot of ideas for actions are identified. Every change 
should grow until it is established and experience can 
be gained. Wait for a stabilisation of the new process 
until you start new actions for improvements. 

L
evel 3 

unsuitable process 
selection 

A redesign or an improvement is mostly done for 
processes that are already used and well known. But 
you should always check new processes for their 
suitability as well. Besides you should rate the existing 
processes with a critical view and bear the 
consequences.  
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Table 2. (continued) 

unsuitable metrics Not every correlation is meaningful. At first gain 
sufficient experience in metrics before you rely on their 
validity. 

measuring 
inaccuracy 

Especially in development projects many process 
measurements can only be estimated. For example the 
duration of some processes overlap. You will always 
have to check how precise your data really is. 

L
evel 4 

reaction without 
cause 

A lot of actions are started, because an “out-of-
control”-value is suspected. Analyse, whether this is 
really an “out-of-control”-value (special cause) or just 
the normal variation of your process (common cause). 
Otherwise the problem could get even worse. 

innovations vs. 
requirements 

Try to find a compromise between possible innovations 
(based on business goals) and the requirements of your 
customer. In many cases they will conflict. 

L
evel 5 

improvements 
instead of 
innovation 

Do not spare too many resources for improvement. 
Check, whether a "repairing“ of the process is 
profitable or an innovation should be developed. 

7   Conclusion 

Summing up you should always keep an eye on the following topics: 

• Try to build the basis for SixSigma early. All members will be able to gain 
experience and you will deepen the process thinking. 

• Use the combination of the requirements of SPICE and the key features of 
SixSigma as you establish a consistent controlling of all improvement activities. 

• Celebrate your success. Use results and metrics to present improvements and 
savings to all; the members and the management. 

At last: Take your time. With an effort we lead our soccer team “Organisation 
Level 5” from the initial position at the bottom to the “Champions-League”. Be aware 
of being relegated because you pushed too hard at the instant. Provide enough time 
for the three topics above, and your soccer team may perhaps even become the winner 
of the “Champions-League”. 
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Abstract. Organizational support for process improvement initiatives is vital to 
the success of these improvements. This paper describes and explores the steps 
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ISO/IEC 33014 that is currently being developed.  
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1   Introduction 

A lot of studies have been conducted on process improvement in the last 15-20 years, 
particularly in software engineering domain. There are numerous case studies about 
the success and key success factors of process improvement [1-7]. One of the most 
often mentioned key success factors is the organizational support for process 
improvement initiative i.e., what is the organizational capability for change and for 
taking on an improvement effort [8]. According to Korsaa et al. [9] over 70% of all 
process improvement initiatives fail mainly because of the lack of management 
commitment and the poor understanding of competencies, roles, responsibilities of 
process improvement activities, and tasks. In order to help organizations to better 
support their process improvements, a new international standard ISO/IEC 33014 is 
currently being developed for that purpose.  

ISO/IEC 33014 is a guide for process improvement focusing on how continual 
process improvement can be enhanced based on the necessary support organizations 
could provide to the improvement initiative. According to ISO/IEC 33014 [10], 
process improvement programmes or improvement projects are the work people do to 
realize the change. Continual process improvement is a cycle based upon the premise 
that in order to always meet customer needs, organizations must continuously 
improve [10]. ISO/IEC 33014 is largely based on the ideas described in Improve IT 
[11] where enhancing organizational support for process improvement is called 
improvability i.e., improving the organization’s ability to improve. Statz [8] calls 
similar aspects of support as organizational readiness for process improvement. 

Organizational readiness for process improvement according to Statz is addressed 
by two measurable concepts: alignment and commitment, and process improvement 
capability. The alignment and commitment category seeks to determine whether or 
not the organization is committed to the process improvement project with sufficient 
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involvement of management and availability of resources to enable the process 
improvement project to be successful. The process improvement capability measures 
the overall organizational capability to do process improvement, for making 
organizational changes and for establishing current process capability baselines.  

ISO/IEC 33014 is twofold – it describes how organizations can support process 
improvements, and how they can enhance this support to increase the success rate for 
process improvements.  

In this paper we focus on the availability of the organizational support and we are not 
addressing the improvement of these organizational support steps, the latter being called 
improvability in ISO/IEC 33014. Organizational support for process improvement 
according to ISO/IEC 33014 describes measures on three organizational levels – 
operational, tactical and strategic levels. The improvement on operational level is the 
improvement of processes that is described in greater detail in ISO/IEC 15504-2 [12]. 
The improvement on tactical and strategic levels could be viewed as the organizational 
support for the process improvement on operational level. It is on the tactical and 
strategic levels that most organizations face difficulties that might prevent them from 
succeeding in process improvement.  

The aim of this study is to discover the conditions in which organizations prepare for 
and support process improvements. We will first describe the steps that organizations 
can take to better support process improvement as illustrated in ISO/IEC 33014. We 
will then describe our research questions in greater detail and present the industry 
survey used for data collection and the sample. Finally, we will illustrate the conditions 
in which organizations are preparing themselves and supporting process improvement 
initiatives based on the received data.  

2   Designing the Survey Questionnaire Based on ISO/IEC 33014 

According to ISO/IEC 33014 [10] there are steps organizations can take to better 
support process improvement on both the strategic and tactical levels. The following 
list provides four steps on the strategic and three on the tactical level. 

Steps that provide strategic support for process improvement i.e., support from the 
entire organization to ensure process improvement success: 

1. Identifying and communicating organization’s business goals – business goals are 
the drivers for visions, strategies, decisions, and many fundamental elements that 
support improvements. The objectives for improvement should be set based on an 
analysis of the organization’s business goals and existing stimuli for improvement. 
The more clearly the business goals link to objectives of improvement, the higher 
the probability of success for the improvement programme; 

2. Identify the scope of organizational change – to ensure the best possible setup of a 
process improvement project (or program) it is important to clarify the situation, 
the scope, and the vision for change at organizational level; 
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3. Decide upon the overall change strategy for the organization – changing an 
organization usually means selecting a change strategy from among many 
available change models. To ensure the right understanding of the situation of 
the organization and the most suitable model and strategy, this decision has to be 
done together with the management; 

4. Get management’s support and commitment for the improvement – it is essential to 
build executive awareness of the necessity for a process improvement programme, 
which requires both managerial and financial commitments. According to Statz 
(2005), organizational commitment and management involvement to process 
improvement enable the improvement programme or initiative to be successful;  

Steps that provide tactical support for process improvement i.e., how to identify 
what and how to improve and who is doing what to ensure smooth and successful 
process improvement: 

5. Identify the process improvement goals and scope – it is necessary to analyse 
organization’s business goals against the improvement initiative to ensure the 
foundation of the initiative is in budget, and identify the main process 
improvement priorities and their relation to the organization’s improvement 
strategy; 

6. Allocate the roles and responsibilities for the improvement in the organization – 
successful change is highly dependent on the way improvement work is 
organized in an organization. Improvement work should aim to enhance 
communication, keep improvers bound to practice, and deploy the improvements 
in the organization; 

7. Conduct a process assessment – process assessment results describe what is the 
current capability of the processes and leads to the operational level of process 
improvement as an input to the developing of process improvement action plan; 

2.1   Research Goals 

In the last 20 years, various process models and guides have been developed for 
conducting process assessment like CMMI and ISO/IEC 15504. There are also 
models describing the steps of process improvement in IDEAL [13] and in ISO/IEC 
15504 [12]. Too little has been said about how to prepare your organization for 
process improvement and increase your chances to succeed in this timely and 
resource-consuming initiative. ISO/IEC 33014 describes the support elements on the 
strategic and tactical level that help carry out process improvements. It also describes 
how to enhance these organizational support elements that will, in return, increase the 
chances to manage successful continual process improvements. 

This study aims to discover the conditions in which organizations prepare for and 
support process improvements. An international online survey was conducted to 
gather data about process improvement readiness and support during two months of 
early 2011. Since survey cases are typically used for establishing proof or verifying 
propositions [14], following are the propositions in the form of research questions. 
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There are various ways to improve processes – we can improve the way we work 
as a result of having better technical tools at hand or by training ourselves. When we 
work alone on our personal process improvements, we do not need the same level of 
support from the organization that is required for successful organization-wide 
process improvement initiatives. Process improvement initiatives are means to 
develop an organization’s processes to more effectively meet its business goals. 
Process assessments are used to find out the capability of the process to reach this 
goal [15]. Process assessment should revisit and communicate the organization’s 
business goals and align the goals of process improvement and the prioritization of 
the processes for improvement to organization’s business goals. Since process 
assessment is a time-consuming and resource-demanding undertaking mostly 
conducted with the aim to later improve the processes, we believe that organizations 
that conduct standard or model based process assessments make a bigger effort to 
have organizational readiness and support for process improvement.  

Although ISO/IEC 33014 claims that organizations using ISO 9000 are more likely 
to prepare for and support process improvements, we believe that organizational 
readiness for process improvement is not related to any one specific model they use. 
Implementing any organization-wide model, method or framework requires similar 
organizational support, and organizations with the prior experience of implementing 
them are more prepared to face similar challenges when implementing process 
improvement initiatives.  

Process improvement is timely and resource-demanding and decreasing the 
possibility of failure is vital to any organization undertaking these initiatives. We 
support the claim made in 33014 that all organizations improving their processes 
should prepare for and support the improvements regardless of their size and core 
business area. 

2.2   Data Collection and Description of the Sample 

An online survey was used to collect data from industry about the readiness and 
support that organizations provide to process improvement initiatives. Since only the 
organizations interested and/or experienced in process improvement were targeted, 
the snowball sampling technique of the non-probability sampling method was used in 
this research. The request for distributing and responding to the survey was sent to 
various working groups in ISO (International Standardization Organization) 
subcommittee 7 (ISO/IEC SC7), to companies, process improvement consultants, 
researchers, and non-profit organizations promoting process improvement worldwide.  

After two months, there were 50 completed responses received. Out of the 50 
responses, the distribution between software development and IT service providing 
organizations was almost equal forming more than 50% of all the responses.  

Ten responses out of 50 came from organizations providing IT services, nine from 
software development organizations, and another ten from organizations both 
developing software and providing IT services. There was one response from an 
organization that did not categorize into any given business area. (Fig. 1). 
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Fig. 1. Core business area of respondents’ organizations 

Over half of the responses came from large organizations employing more than 
250 employees (62%), 18% from medium-sized organizations employing 50 to 249 
employees and 10% from both small (with 9 to 50 employees) and micro (up to 10 
employees) organizations (Fig. 2).  

 

Fig. 2. Size of respondents’ organizations 
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Since cultural aspects play an important role in process improvement initiatives, 
we also sought information about the location of the respondents’ organizational 
headquarters. The responses have the following geographical distribution: 68% of 
responses came from Europe with Finland being the most active respondent, 16% of 
responses came from USA, 6% from Canada, 4% from Mexico and Australia, and 2% 
from Peru. Despite the fact that India is heavily using process models, no responses 
were unfortunately received from India.  

In order for us to understand the conditions in which companies support process 
improvements more, we also sought information about the standards and frameworks 
that the organizations implemented. Table 1 illustrates the responses about the 
standards, models, and frameworks that were used in the respondents’ organizations.  

Table 1. Standards, methods and frameworks used (n=50) 
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The survey allowed the respondents to choose as many responses as were relevant 

in their case. The majority of organizations use their own knowledge and experience 
in process improvement, accompanied closely with CMMI, Lean and ISO 9000. 

As Jones [16] points out, it is not wise to start process improvement if managers do 
not calculate the return on investment or collect data to demonstrate the progress. 
There are various ways to measure the progress and Table 2 illustrates how process 
improvements were measured among the respondents’ organizations. In almost half of 
the cases, process improvements were measured based on the customer and 
stakeholder satisfaction, and by measuring personal performance and productivity. 
Standard or process model based assessments indicate the strengths and weaknesses 
in processes and suggest how to improve them. Standard or model based process 
assessments were carried out in 19 cases out of the overall 50 responses.   

Table 2. Measuring process improvements (n=50) 
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2.3   Data Analyses 

We asked the respondents to indicate if they have taken the steps described in ISO/IEC 
33014 on the strategic and tactical levels to support process improvements and increase 
their chances to succeed in improving processes. Table 3 illustrates the steps supporting 
processes improvements where the first four are on the tactical level and the last four are 
on the strategic level. As a positive surprise, the goals for process improvements are set 
almost in all organizations and setting the scope for process improvements follows 
closely. In half of the cases, the companies conduct process assessments to understand 
their current situation and determine the necessary improvements. Also roles and 
responsibilities for process improvement work are allocated in 60% of the cases. All 
these elements describe the process improvement support organizations provide on the 
tactical level.   

Steps to support process improvement are not as often taken on the strategic level 
as they are on the tactical level. Management’s support is sought in 62% of the cases, 
but awareness of the organization’s business goals, the change strategy and the scope 
of change are present in less than half of the responses.   

Table 3. Organizational readiness and support to process improvement 

 Organizational support on strategic and tactical 
levels 

Count Percentage 

Identify the process improvement goals 41 82% 
Identify the process improvement scope 38 76% 
Allocate the roles and responsibilities for the 
improvements in the organization 

30 60% 

ta
ct

ic
al

 le
ve

l 

Conduct a process assessment 25 50% 
Get management's support and commitment for the 
improvement 

31 62% 

Decide upon the change strategy for the 
organization 

22 44% 

Set the scope of change in the organization 20 40% 

st
ra

te
gi

c 
le

ve
l 

Identify and communicate the organization's 
business goals to the staff  

23 46% 

To be able to understand if the background characteristics of the organization play a 
role in the organizational support for process improvements, we looked at the size and 
the core business area of the respondents’ organizations to see whether some are more 
prone to organizational readiness than the others. Following table (Table 4) illustrates 
the organizations’ core business areas and the tactical and strategic support for process 
improvements. Regardless of the business area, organizations’ tactical level support for 
process improvement is more apparent than that on the strategic level. Setting the scope 
of the organizational change and the awareness of organization’s business goals was 
equally low across the core business areas with the exception of the manufacturing 
organizations. Surprisingly, even process improvement consultants did not know the 
organization’s business goals in over half of the cases. This, in turn, might lead to 
process improvement goals not being aligned to the organization’s business goals.  
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Table 4. supporting process improvement by organization’s core business area 
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n 9 10 10 4 4 7 1 5 50 

Identify the process improvement 
goals 

7 8 10 4 1 6 1 4 41 

Identify the process improvement 
scope 

7 7 10 1 1 7 1 4 38 

Allocate the roles and 
responsibilities for the 
improvements 

8 6 4 2 2 6 1 1 30 ta
ct

ic
al
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Conducting process assessment 4 5 7 1 1 4 1 2 25 
Get management's support and 
commitment for the improvement 

7 5 6 2 3 5 1 2 31 

Decide upon the change strategy for 
the organization 

5 5 5 2 1 3 0 1 22 

Set the scope of change in the 
organization 

3 4 5 2 1 4 0 1 20 

st
ra

te
gi

c 
le

ve
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Identify and communicate the 
organization's business goals to the 
staff 

6 4 4 3 0 3 1 2 23 

 
When we looked at the distribution of the responses for supporting process 

improvements size-wise, we did not find particular size organization supporting 
process improvements more than the other. Table 5 illustrates, similarly to Table 4, 
that the tactical level support is more apparent than the strategic, regardless of the size 
of the organization.  

Next, we looked at the responses where standard or model based process 
assessments had been conducted to measure the process progress (n=19, see Table 2). 
Table 6 describes how process support was provided in the organizations conducting 
process assessments. Every support step in the left column also provides the number 
for the entire sample taking this particular step (“n”). While the strategic support was 
the least apparent in the overall responses, as indicated in Table 4, the respondents 
that conducted standard or model based process assessment prepared their 
organizations for process improvement slightly higher on the tactical levels than on 
the strategic level. Almost all respondents identify improvement goals and the scope 
(95%). When we compare the results of Table 6 (those conducting model/standard 
based process assessment, n=19) with the results of Table 3 (whole sample, n=50), we 
detect higher percentages for those following a model or a standard (17.4% higher on 
average across all levels). Almost no difference can be found between the tactical 
level (+17%) and the strategic level (+17,8%). 
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Table 5. organizational support to process improvement by organizations’ size 
  Micro 

n=5 
Small 
n=5 

Medium 
n=9 

Large  
n=31 

Identify the process improvement goals n=41 3 5 6 27 

Identify the process improvement scope 
n=38 

4 4 7 23 

Allocate the roles and responsibilities for the 
improvements n=30 

3 4 4 19 

ta
ct
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al
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Conducting process assessment n=25 2 1 3 19 
Get management's support and commitment 
n=31 

2 2 5 22 

Decide upon the change strategy for the 
organization n=22 

1 3 2 16 

Set the scope of change in the organization 
n=20 

2 1 2 15 

st
ra
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gi
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Identify and communicate the organization's 
business goals to the staff n=23 

1 4 3 15 

Table 6. supporting process improvement in cases where standard or model based assessments 
were conducted 

 

 

Conducting 
model/standard based 
process assessments 
n=19 (see Table 2) 

 
 Count  

% 
 

Identify the process improvement goals n=41 18 95% 

Identify the process improvement scope n=38 18 95% 

ta
ct
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Allocate the roles and responsibilities for the 
improvements in the organization n=30 

15 79% 

Get management's support and commitment for the 
improvement n=31 

15 79% 

Decide upon the change strategy for the organization 
n=22 

12 63% 

Set the scope of change in the organization n=20 12 63% 

st
ra

te
gi

c 
le
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Identify and communicate the organization's business 
goals to the staff n=23 

11 58% 

 
ISO/IEC 33014 argues that the organizations using ISO 9000 are more prepared for 

and support process improvements better. We looked at the survey data to see 
whether models and frameworks affect the process improvement support on the 
strategic and tactical levels. Table 7 illustrates the standards, models and frameworks 
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applied in the respondents’ organizations. The table figures indicate how many users 
of a certain model or framework support the process improvements on the strategic 
and tactical levels as described in ISO/IEC 33014. The number of all respondents 
using a model or supporting process improvements is indicated as “n”.  

We can see that process improvement support on the tactical level is well provided 
in most cases. From the survey respondents, all CoBIT and PSP/TSP identify process 
improvement goals; all ISO/IEC 20000 and PSP/TSP users set the scope for process 
improvements; all ISO/IEC 20000 and Six Sigma users allocate the roles and 
responsibilities. Most process assessments were conducted in the organizations using 
ISO/IEC 20000. There is a sharp fall in supporting process improvements on the 
strategic level aligned to the findings described in Table 4 but the respondents using 
ISO/IEC 20000 and Six Sigma are providing more strategic support than the other 
model and framework users. Setting the scope and deciding upon the strategy for 
organizational change were the most difficult steps on the strategic level, as indicated 
in Table 4. These steps were taken mostly by the respondents from organizations 
using Six Sigma.  

While the tactical level support for process improvement is provided regardless of 
the model or framework used in the organization, the organizations using Six Sigma 
and ISO/IEC 20000 support process improvements on the strategic level more than 
other model and framework users. Process model users could enhance their 
organizational support on the strategic level by implementing the management 
frameworks.   

Table 7. Models and frameworks & organizational support 
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Process 
improvement 
goals n=41 

85% 100% 
* 

80% 95% 92% 79% 100% 

* 
83% 94% 83% 100% 

Process 
improvement 
scope n=38 

85% 100% 
* 

85% 90% 75% 75% 86% 100% 
* 

82% 72% 100% 

Allocate roles 
and 
responsibilities 
n=30 

61% 67% 73% 67% 100% 
* 

62% 57% 100% 
* 

76% 83% 80% 
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Table 7. (continued) 
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n 33 6 15 21 12 24 7 6 17 18 5
Conduct 
process 
assessment 
n=25 

48% 33% 73% 71% 75% 50% 71% 83%
*

71% 78% 60% 

Identify and 
communicate 
the 
organization's 
business goals 
n=23 

45% 50% 53% 48% 67%
*

50% 43% 83%
*

59% 55% 60% 

Decide upon the 
change strategy 
for the 
organization 
n=22 

51% 67% 60% 57% 75%* 42% 57% 50% 47% 50% 60% 

Management's 
support and 
commitment 
n=31 

61% 67% 80% 71% 92%
*

67% 57% 100%
*

82% 78% 100%
*

Scope of 
organizational 
change n=20 

42% 67%* 47% 52% 58%
*

33% 28% 50% 41% 44% 60% 

 

4   Conclusions 

An international standard ISO/IEC 33014 is currently being developed that describes 
how organizations can provide organizational support to process improvements. They 
define eight steps that organizations can take to support improvements on the strategic 
and tactical levels. As a result of our international survey among the process 
improvement practitioners, we conclude that the process improvement support is 
provided in the organizations regardless of their business area and their size. Process 
assessment revisits the organization’s business goals and helps align them to process 
improvement goals, thus supporting process improvements more on the strategic 
level. Organizations using process models together with the management frameworks 
are more likely to support process improvements on both the strategic and tactical 
levels, increasing their chances to succeed in process improvement initiatives. 
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Inferential statistics will be done in the near future to see whether the findings can be 
generalized. But we expect that due to the small sample size, a generalization from 
the sample to the whole population will be difficult. Nevertheless, the data provides 
interesting insights, which can be used to design future studies that focus on more 
concrete aspects. 
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Abstract. Brazilian Public Software (BPS) is an innovative experience in pub-
lic administration. It combines features of the free software production model 
with the concept of public goods and is delivered by a portal that links different 
people and interests. The evolution of BPS as a Public Software Ecosystem 
(PSE) can be best understood using Complex Thinking Theory (CTT). The pa-
pers describes how methodologies based on System Thinking, were used to ob-
tain empirical evidence that the BPS ecosystem evolves in learning cycles and 
concludes that this could result in a systemic maturity model for BPS, provide a 
reference for understanding and improving BPS and others PSE. This maturity 
model has been developed using an analogy with ISO/IEC 15504 (SPICE) ref-
erences for capability maturity models. The System Thinking however indi-
cated different path for maturity other than the one based on capability. This 
finding is consistent with the current evolution of SPICE (ISO/IEC 33000 se-
ries) towards other path for maturity in addition to capability. 

1   Introduction 

Brazilian Public Software (BPS) is an initiative of the Planning, Budget and Man-
agement Ministry (PBMM) of Brazil that introduces a new concept and operational 
structure to produce software, aimed at improving governmental system efficiency. 
This initiative began officially in 2006 [1]. At that time, Free Software Production 
Model (FSPM) adopted by the Federal Government was strongly stimulated by  
national policies. One of the experiences of code opening, the Cacic infrastructure 
inventory software [2], gave to Brazilian policy makers the perception that the gov-
ernment and several sectors of the Brazilian society were interested in sharing and 
improving the software knowledge. 

Then, policy makers of PBMM developed the concept of public software and 
created BPS. BPS is based on FSPM, but it also includes additional duties to the enti-
ty interested in making its software available as a public good [3]. This is basically 
because the government has the legal responsibility to make public goods available 
(including software) in minimal conditions of use, security and trust. These duties are 
established by a formal term between PBMM and the entity. This formal term  in-
cludes: 1) to license software in GPL (General Public License) form; 2) to provide 
software guidebooks to users and guarantee that software work after installation; 3) to 
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provide a focal point or a team that constitutes a communication interface with the 
society, driving and solving their needs concerned with the available software; 4) to 
provide associated services to do the communication with society, like forum, internet 
site, software version control tools and 5) to manage the collaboration with the virtual 
community, inducing participating, registering contributions to software, defining 
quality patterns and launching new versions. To support and to make the concept 
operational, a virtual ambience portal was created and became operational in 2006. 
Today there are more than 100.000 people using the portal and 44 solutions available.  
Around each software solution a community has been formed that interacts with the 
leaders. Many people participate in more than one community. The solutions came 
mostly from public entities, but private enterprises began to release software. The 
growth of software communities in the BPS portal quickly gave rise to demands that 
in their turn led to new dimensions to be analyzed and incorporated into the BPS 
model [3]. Dimensions quite different in terms of their nature, such as intellectual 
property, services commercialization derived from the apprenticeship in the commun-
ities, demands on the infrastructure usability, flexibility and interoperability, new 
policy acts to complete the public good concept even the implantation of the model in 
other countries in Latin America. In 2009 the researchers from the Information Tech-
nology Center Renato Archer (CTI – Centro de Tecnologia da Informação) was con-
tacted by PBMM in order to comprehend the complex dynamic of BPS and then ela-
borate a Reference Model to manage and evolve the ecosystem. This article presents 
the trajectory followed by researchers in order to solve this research problem. This 
paper has 7 sessions including this introduction. The session 2 presents the motivation 
and the context, session 3 - the objectives, methodology and process, session 4 - the 
path towards a systemic maturity model, session 5 - the model, session 6 - the initial 
validations and session 7 presents the conclusions. 

2   Motivation and Context  

The most common approach to quality (as for example, ISO/IEC 15504 [17] and 
CMMI [4]) is based on formally established organizations, with production processes 
that can be decomposed into smaller units in a linear fashion. So the maturity of an 
organization is directly proportional to the control of its processes and ability to 
achieve the goals envisaged. According to the Software Engineering Institute (SEI) a 
software process can be defined as a set of activities, methods, practices and trans-
formations that people use to develop and maintain software and its associated prod-
ucts (plans and design documents, code, test cases and user manuals). As an organiza-
tion becomes mature, the software process becomes better defined, allowing it to be 
implemented more consistently across the organization [4, 17]. This approach is 
known as Maturity based on Capability. 

The word maturity can be used as a more generic term to characterize any approach to 
identify best practices and learning paths, and organize them as continuous improvement 
cycles. This work in progress uses the word maturity for a maturity based on systemic 
thinking instead of capability. The motivation of this work was to develop a maturity 
model for a complex system like the BPS since the existing capability maturity models  
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were created from the assessment of precisely defined structure, with defined processes, 
interfaces with the external environment quantified and qualified. For a system such as 
the BPS, with undefined limits, non-linear relationships and dynamics, the way to build a 
maturity model had to be different and innovative. 

The System Thinking indicated different path for maturity other than the one based 
on capability. This finding is consistent with the current evolution of SPICE (ISO/IEC 
33000 series) [18] towards other path for maturity in addition to capability. The  
current version of ISO/IEC 15504 establishes process capability as the path for the 
improvement of a process. The new version (ISO/IEC 33000) confirms process capa-
bility as an important path, but recognizes the need for others paths. Therefore 
ISO/IEC 33000 will established requirement for process measurement framework 
[18]. Process capability is one process measurement framework. The design, use and 
validation of the reference model are financed by Brazilian Innovation Agency 
(FINEP) and are being carried out by CTI as a doctoral research at the University of 
São Paulo (USP) with completion scheduled in late 2011. 

3   Objectives, Methodology and Process  

The main objective of this article is to present an innovative experience on using free 
software in public administration as an emergent ecosystem and an attempt to estab-
lish a maturity model to that. A complementary objective is to provide an experience 
that can be used as subsidy for ISO/IEC 33000 requirements for process measurement 
frameworks. This complementary objective was included during the work.  

The methodology used to obtain an appropriate model to the BPS ecosystem was 
the Collaborative Action Research (AR) [5]. According Thiollent [6], AR is a kind of 
empirically based social research that is designed and carried out in close association 
with an action or resolving a collective problem and in which researchers and repre-
sentative participants of the situation or the problem are involved in a cooperative or 
participatory way. AR is a research strategy in production engineering which aims to 
produce knowledge and resolve a practical problem. AR should follow four broad 
phases: 1) the exploratory phase, 2) the research phase, 3) the action phase and 4) 
evaluation phase. This work has been conducted since January 2009 following a 
process based on AR phases. The first phase aimed to define the context and purpose 
of the problem. The second phase defined the conceptual framework and theoretical 
research. The third phase has defined and implemented the action plan. The fourth 
phase included the codification of theoretical and practical results from several cycles 
performed in the previous phase. 

4   The Path towards a Systemic Maturity Model  

This section describes the main actions and results from the Action Research process. It 
covers a view on the BPS, the search for a reference model for the BPS, the first attempts 
towards a maturity model based on learning cycles, the development of a systemic map 
for the BPS, the movement from the systemic map to a systemic maturity model, and the 
generalization from the BPS to a Public Software Ecosystem (PSE).  
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evolution of the framework of BPS, improves its strategic view, and incorporates new 
variables, and so on. It is natural to look at these cycles as a process towards increas-
ing maturity that indicate a base to establish a mature model. 

4.4   Systemic Map for Brazilian Public Software  

The choice for CTT approach by the project coordination aimed to integrate different 
theoretical contributions, some with linear visions, to subjective perceptions and tacit 
knowledge to describe a quick and dynamic process from which results emerge. So, 
CTT offers useful cognitive tools to look, understand and to deal with the non-
linearity of BPS ecosystem. The use of CTT in the BPS project involved the consider-
ation of some cognitive operators (circularity, feedback mechanisms and dialogic 
operators) [12, 13]. The use of these operators to build a systemic view of BPS, was 
based on the approaches described by Senge (1990) [11] and Andrade (2006) [14].  In 
practical terms, the study of BPS ecosystem drove by CTI produced a systemic map 
of the BPS. The preliminary results obtained fostered many debates and new insights 
and learning about the nature of the BPS. The following map agglutinates all data 
survey and reflections conducted.  This map seeks to express a didactic way the  
complex relationships that occur in the BPS. But the interpretation of this map is too 
extensive to be treated here. It was built with the participation of key actors who par-
ticipate in the BPS today: government, community leaders, users, researchers and 
entrepreneurs. The systemic map was then analyzed from the learning cycles point of 
view discussed in section 4.3. The map is represented in the Figure 3. 

4.5   From Systemic Map to a Systemic Maturity Model  

From the analysis of the BPS purpose and vision, its critical variables, the systemic 
map and mental models, we found that the critical variables have some common de-
nominators. These denominators seem to relate to particular learning that some 
themes provide. Thus, it was observed that a described group of critical variables was 
related to learning to the infrastructure problems of the BPS and its artifacts. Other 
variables related to the interfaces of the relationship of BPS. These observations have 
influenced the formulation of the BPS ecosystem reference model, which reflects the 
vision and purpose of the BPS, as described in previous sections and from reflections 
on the construction of the reference model also has advanced the understanding of the 
maturity model. This process of feedback between the models and the collective con-
struction of the map is extremely similar to systemic process that is observed in vir-
tual communities of BPS, i.e., the process of constructing knowledge about the object 
(BPS) is similar to his dynamics of growth and evolution.  

The analysis of the critical variables of systemic map led to the identification of  
initially three layers grouping variables with similar characteristics. Each layer 
represents a learning cycle with a certain aspect of the evolution of BPS. Figure 3 illu-
strates this exercise1. The outer layer (dotted lines) is about to critical variables focused  
 
                                                           
1 It is not possible due to the size and complexity, maintaining the sharpness of the mental map 

(Figure 3). The authors decided to expose a partial zoom of the map in order to show part of 
the variables and relationships. To get the complete picture, contact the authors. 
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For structured data and surveys conducted within the BPS, we can affirm that the 
ecosystem is between level 2 and 3. To that assertion more property is needed both to 
improve the methodology as well as its application in the field. The maturity levels 
were evaluated using as reference the critical variables that led to each level of ma-
turity. The development process of the reference model was made by collaboratively 
and shared way. Different actors, from different positions in the ecosystem, partici-
pated in the process. A constant during development was the diversity of visions of 
the actors from the maturity of the same area of the ecosystem. This dichotomy was 
treated as an emergent process. The dichotomy has been turned into a new dimension 
that must be aggregated to the model. This dimension is composed of a bottom-up 
view and a top-down view. The same actor can have both views simultaneously. An 
actor with bottom-up vision is more sensitive and is more concerned with issues of 
shorter term or more operational. Actors with top-down view have a level of concern 
over the long term, more strategic and political. 

6   Initial Validation 

The validation of a maturity model is very important and very difficult activity [20]. 
Validation also requires long period of time. As this work is developing an innovative 
maturity model, using an innovative perspective for maturity models, in this case, system 
thinking, a full validation is not feasible yet. However, in order to gain confidence in the 
quality of the work, initial and partial validations were identified and used. 

A first initial and partial validation is using an analogy. With the success of SPI 
and the most relevant models used as reference for SPI (CMM, CMMI and ISO/IEC 
15504 models), mostnew models adapt one of these models. However another ap-
proach could be the identification of the process used to produce a model, as for ex-
ample, the original CMM model, and the usage of an adapted process to generate 
another model. Such approach is more coherent with process improvement. In this 
sense a fundamental point in the process used to develop the original CMM model 
was identified and related with the development of this systemic maturity model. In 
the 1980´s, Watts Humphrey (SEI) developed a framework to help software develop-
ment organizations improve their software process. That framework was based on 
capable software groups that develop software for the USA federal government. “In 
deciding how to evaluate software organizations, we first listed the characteristics of 
capable software groups. This produced a set of about 100 questions. Since we ex-
pected these evaluations to be performed by Air Force personnel and not by software 
experts, the questions dealt with specific activities that the assessors could readily 
understand and verify. Once we had the questions we faced another problem: how 
could people who were not software experts use the questionnaire to evaluate and 
rank organizations? …. It was early October in 1986 and I had lots of time on my 
hands, so I decided to work on this problem. It occurred to me to list these 100 ques-
tions against Crosby’s maturity framework. [In 1979, Philip B. Crosby proposed a 
Quality Management Maturity Grid as five mature levels in terms of how mature an 
organization´s processes are, and how well they are embedded in their culture, with 
respect to service or product quality management]. To my surprise, they fit very well. 
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While I had to redefine the maturity levels, it was not hard to rank the questions in 
maturity order” [19, p.47]. Similar action with similar results was performed in the 
development of this systemic maturity model. The learning cycles proposed as a first 
attempt towards a maturity model acted as the Crosby´s Quality Management Maturi-
ty Grid. The BPS´s systemic map and its critical variables act as the “SEI´s 100 ques-
tions”. The movement from the systemic map to a systemic maturity model acts as the 
listing of “these 100 questions against Crosby’s maturity framework”. Also in this 
case, while we had to adjust the maturity levels, it was not hard to assign each cycle 
and variable into the maturity levels. 

A second initial and partial validation is the usage of Action research. The work 
of preparing the reference model of the BPS had practical and theoretical questions. 
Theoretical issues were related to weaknesses that difficult the treatment and under-
standing of digital ecosystem for software production such as BPS. Because of these 
characteristics the researchers chose to use the AR methodology that includes the two 
dimensions of the problem (practical and theoretical). The exploratory phase of re-
search to diagnosed the problems in the ecosystem, in research phase were selected 
theoretical frameworks to be used and drew up an research action plan of, in the ac-
tion phase the plan was implemented in seven cycles. In the assessment phase of the 
research, it was found that the actions taken by the AR met the expectations of actors 
in the BPS. The knowledge generated by the process was incorporated into the eco-
system and its actors. A model was generated and is used as reference by the ecosys-
tem. From the viewpoint of the research was generated sufficient knowledge for the 
development of a maturity model for public software ecosystems. This maturity mod-
el is innovative because it moves from the maturity model for organizations with 
contours, objects and functions clearly defined to other type of arrangement, also 
productive, that are the public software ecosystems. The research has generated a 
second innovation that is the incorporation of multiple views of the maturity levels, 
which depends on the position occupied by the actor, within the same ecosystem. 

A third initial and partial validation is a cooperative dimension of a software 
development model. In another related project, a process capability/cooperative ref-
erence model for software development in BPS context has been developed. From an 
analyses of the current communities for the forty-four software systems in BPS, and 
from a reflection on previous experience, we concluded that there are many approach-
es to coordinate each BPS community and they vary in a range from emphasis in 
“command and control” to emphasis in “cooperation and connection”. Therefore the 
reference model should provide best practices and improvement paths that allow  
each community to choose a “point” in this “range” and guides the improvement 
based in this choice. As for an emphasis in “command and control” there are already 
the capability levels established by ISO/IEC 15504 (SPICE), they were included in 
the model as the capability dimension. The path developed for this systemic maturity 
model has been adapted and the result is included in this model as a cooperative  
dimension. The development of this cooperative dimension based on the systemic 
maturity model paths provides some confidence about the quality of the systemic 
maturity model. Therefore this development is another initial and partial validation 
for the systemic maturity model. 
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A fourth initial and partial validation is a solution of mismatch expectations for a 
project. After presenting the work Brazilian Public Software: beyond Sharing[15] at 
The International ACM Conference on Management of Emergent Digital EcoSystems 
in 2010/October the BPS reference model development team was invited by FP7: 
Seventh Framework Programme to submit a proposal for the call FP7-ICT-2011-EU-
Brazil [16]. The project should have, as its main objective, to replicate the Brazilian 
experience, the public digital ecosystem of software in European cities. During the 
process of drafting and discussing the project with European partners the team identi-
fied a mismatch between the team strategy and the partners´ strategy. As we were 
using the systemic maturity model to understanding and indicating the focus of the 
project, we decide to try to understand the partner position in terms of the systemic 
maturity model. The result was a clear understanding where the mismatches were. 
The demands placed by the partners with respect to the ecosystem were at a level of 
maturity well beyond level that the ecosystem is today. The current ecosystem is at 
level 2. We were focus the project in improve it to the level 3, because this was a 
challenge feasible objective for the budget and time frame of the project. The partners 
demands were to improve the ecosystem to level 5, what is not feasible.  Therefore 
the systemic maturity model helped the construct of a better understanding. 

7   Conclusions 

The maturity models traditionally aim to improve the quality of a linear and well 
defined process. In the case of a virtual network, whose design is closer to a cloud, 
with no defined boundaries, roles that change, mutant settings, the conventional view 
of maturity model is not appropriate.  The same goes for the BPS.  To think a maturity 
model for the BPS was necessary to use concepts from the CTT. This approach  
allowed us to build an overview of the BPS and how the variables interrelate and 
interact. The analysis of the systemic map and critical variables identified the BPS 
learning cycles that defines and sets its internal dynamics.  The maturity levels were 
defined based on the learning cycles.  The reference model of the BPS ecosystem is a 
model built to drive the evolution of the ecosystem as well as to allow a new user 
construct an integrated view of the various elements that compose it. The constructed 
model ecosystems can be generalized to public software ecosystems and incorporates 
an innovation: the model has incorporated the dimension of multiple views of the 
level of maturity. The model allows evaluating the maturity of ecosystems with an 
emphasis on cooperation and connection, unlike the maturity model known and used 
by organizations which are based on command and control. The positive results from 
the four initial and partial validations performed so far gave enough confidence that 
this systemic maturity model is going in a promising direction. For SPICE community 
the process performed and the current results could be used for the emergent ISO/IEC 
33000 requirement for process measurement framework. In the other hand, this sys-
temic maturity model should use this ISO/IEC 33000 requirements, when they be 
published, as a reference for this model future consolidation. 
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Abstract. Traditional software engineering reaches its limits when facing  
increased complexity and variability of software products. Approaches like 
software product line engineering are considered promising to successfully tackle 
such challenges. However, to fully exploit its potential, any product- and reuse-
focused development approach poses the need to closely link core software 
engineering activities with strategic and economic product aspects. Product 
management is generally expected to bridge this gap from business and product 
related goals to software life cycle activities, but often fails to deliver the promised 
outcomes. Moreover, software process improvement approaches generally lack the 
provision of explicit or detailed product management activities. – This paper 
presents the results of extracting key product management practices from selected 
software product line and product management frameworks. The obtained results 
are compared against ISO/IEC 12207 in order to identify directions for defining a 
standard conformant reference model for process improvement in product-oriented 
software development contexts. 

Keywords: software product management, software product line, software 
process, process reference model, ISO/IEC 12207, software process improvement. 

1   Introduction 

Traditional, typically project-oriented software development organizations are 
increasingly confronted with the need to develop or enhance their software as a product. 

The implied transition from a project-oriented to a product-oriented development 
approach typically requires a change of view in the whole organization, poses the need 
for integration of a series of further stakeholders with potentially diverging views and 
perceptions into the development and maintenance process, and generally increases the 
importance of business and market but also technological considerations. Specific 
challenges include amongst others: 

• the coverage of the needs and expectations of many different existing and potentially 
new customers with the developed products and services, 

• the alignment of the products and services to specific markets or market segments, 
• the handling of increased functionality, variability, and complexity of products, 
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• the selection of an appropriate product architecture, 
• the development of product variants by reusing existing solutions, 
• the enhancement of products in alignment with a product portfolio, and 
• the coordination of interdependent and interacting software products or of software 

as part of other products, e.g. mechatronic systems. 

An essential goal of such a transition is to harvest the benefits of pre-defined and – 
ideally – pre-developed products or product components while still satisfying the 
individual customers’ needs.  

A promising approach to realize such benefits is software product line engineering 
(SPLE) (cf. [1], [2], [3]) which generally enables software developing organizations 
to gain significant improvements with respect to development and enhancement costs, 
time-to-market, and product quality. 

However, to fully exploit the potential of product- and reuse-focused development 
approaches, core software engineering activities, e.g. requirements engineering, 
architecture engineering, or quality assurance, have to be closely linked and aligned 
with strategic and economic product aspects that are typically derived from or related 
to the overall business goals of the organization. 

1.1   Products and Product Management 

The term ‘product’ in our context and in the context of SPLE in general refers to 
applications denoting both software and software-intensive systems; products may 
also be services or solutions offered to the customer [4]. 

Establishing product management is generally considered a key element in the 
transition towards product-oriented software engineering and in particular with respect to 
bridging the gap from business and product related goals to software life cycle activities. 

Product management is well established in other domains – mainly consumer 
products, mass products, etc. It is commonly defined as the ‘planning, organising, 
executing, and controlling of all tasks, which aim at a successful conception, production, 
and marketing of the products offered by a company’ [2].  

In the context of SPLE, product management ‘aims to define the products that will 
constitute the product line as a whole’ [3]. According to these definitions, product 
management aims at identifying the major commonalities and variabilities among the 
products in the product line and realizing product portfolio planning accompanied by 
major economic analysis of the products. 

1.2   Goals and Approach 

The long-term vision of the work presented here is to support the transition of 
software development organizations towards product- or product line-related 
development approaches by fostering the establishment of product management as 
key intermediary between business goals and core software engineering activities. 

The overall goal is to provide a best practice process reference model for successful 
product-oriented software engineering, which is based on a common language for 
communication among stakeholders and which integrates the topics relevant for 
organizations aiming to provide solutions for their customers based on software products 
(including business-related topics like marketing, sales, finance, etc. where appropriate). 
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The approach chosen to achieve this goal is to develop a process model conformant 
to the requirements of ISO/IEC 15504 [5] for process reference models that fosters 
the establishment of product management within software engineering organizations 
on a process level. Ideally, this should be achieved by integrating the respective 
product management practices into the existing process reference model of 
ISO/IEC 12207 [6]. The initial steps in this approach are presented in this paper and 
comprise: 

• the identification of the significant product management activities and outcomes 
through analyses of existing product-oriented models and frameworks 

• the comparison of these activities with ISO/IEC 12207 and identification of 
covered/not covered outcomes 

• the identification of possibilities for integration of missing outcomes into the 
reference model of ISO/IEC 12207  

• the establishment of traceability of the additional outcomes and practices to the 
respective source models and frameworks. 

The remainder of the paper is structured as follows: section 2 briefly presents the 
characteristics of selected frameworks for software product management, software 
product line engineering, or product-oriented software development in general; section 3 
presents the results of extracting key product management activities from these 
frameworks; section 4 compares the obtained results against ISO/IEC 12207 in order to 
judge their coverage by the international standard; finally, section 5, summarizes the 
obtained results and provides analyses and conclusions towards defining a process 
reference model for process improvement in product-oriented software development 
contexts through extension of ISO/IEC 12207. 

2   Analyzed Frameworks 

Four frameworks were selected for analysis. 
First, the reference framework for software product management developed by van 

de Weerd et al. [7] is based on literature research and field interviews with 
experienced product management practitioners from software product companies in 
the Netherlands. The framework describes the product management domain by means 
of four process areas and sub-functions, and provides their relations with internal and 
external stakeholders as well as information flows within the domain. The framework 
was validated in a case study. 

The Framework for Software Product Line Practice [8] provided by the Software 
Engineering Institute (SEI) captures the latest information on successful software 
product line practices in technical and organizational areas. The provided information 
is constantly updated based on studies of and direct collaboration with organizations 
that have built product lines or are involved with software product lines otherwise, 
and with leading practitioners. 
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Pohl et al. provide a software product line engineering framework [2] which captures 
the concepts of traditional product line engineering and differentiates between the two 
processes domain engineering and application engineering. A particular characteristic of 
this framework is the incorporation of product management as a key sub-process of the 
domain engineering process. 

The fourth framework selected is the Microsoft Solutions Framework [9] which aims 
to support organizations in successfully delivering information technology solutions and 
technology projects. Within this framework, the MSF Team Model defines roles and 
responsibilities of teams and their members and covers interdependent multi-disciplinary 
roles within such information technology projects, of which one is product management.  

3   Identification of Key Product Management Activities 

The frameworks identified in section 2 above address product management and SPLE 
in different ways, e.g. the product management framework of van de Weerd et al. [7] 
is described in terms of process areas and sub functions of the product management 
domain, whereas in [8] various practice areas are provided, of which each represents 
‘a body of work or a collection of activities that an organization must master to 
successfully carry out the essential work of a product line’. From each framework the 
topics explicitly associated with product management and those SPLE-related topics 
considered relevant for product management were used for analysis. 

From the resulting set of product management related topics a series of key product 
management activities was compiled, each covering similar or strongly connected 
topics from the individual frameworks. Table 1 shows an overview of these key 
activities and the source frameworks which mainly provide the respective topics. 

Product Portfolio Management covers decision making about the set of existing 
and in-development products offered by an organization, including identification, 
evaluation, selection, and prioritization of products, as well as decision on the 
products’ life cycles [2], [7]. It is a strategic function that aims to establish and 
maintain a balanced and value maximized product portfolio that supports the business 
strategy and makes optimal use of the organization’s resources.  The product portfolio 
typically contains product types or classes of products instead of all the individual 
products [2]. 

Product Life Cycle Management is ‘a comprehensive approach for product-
related information and knowledge management within an enterprise, including 
planning and controlling of processes that are required for managing data, documents 
and enterprise resources throughout the entire product life cycle’ [7]. The product life 
cycle describes an idealized progression of a product through different stages. One 
commonly applied life cycle model is for example based on the sales and profits of a 
product and is comprised of the life cycle stages introduction, growth, maturity, 
saturation, and degeneration [2]. 
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Table 1. Key product management activities and source frameworks 

Key Product Management 
Activities 

Source Frameworks 
van de 

Weerd et al. 
[7] 

SEI  
 

[8] 

Pohl 
et al.  
[2] 

MSF  
 

[9] 
Product Portfolio Management x  x  
Product Life Cycle Management x    
Product Roadmapping x x x  
Requirements Engineering x x   
Release Planning x   x 
Market Monitoring x x x x 
Domain and Product Line Scoping x x x  
Asset Identification x x   
Product Planning x x x x 
Product Controlling  x x  
Customer Interface Management x x x  
Funding  x   
Product Innovation   x  
Cross-functional Communication    x  

Product Roadmapping deals with long-term plans and expectations and outlines 
the products in the portfolio as far as they are foreseeable. The product roadmap 
determines the major common and variable product features and a schedule with their 
planned release dates [2]. According to [10], in the software business the roadmap 
typically addresses a strategic timeframe of up to five years and shows, among 
features and schedules, also important dependencies of the product to other products 
or platform technologies. 

Requirements Engineering comprises the elicitation, analysis, specification, 
verification, and management of user and product requirements in a systematic and 
repeatable way and aims to ensure their completeness, consistency, and relevance [8]. 
Dependencies between requirements and traceability to customers, products, features, 
or product components are also of high importance. 

Release Planning covers the definition of product releases by prioritizing and 
selecting the product requirements to be implemented in each specific release [7]. 
Each product release has a particular purpose and is made available to specific 
stakeholders, typically customers but also for example test and quality assurance 
teams of the organization. 

Market Monitoring is the observation and analysis of the external factors that 
determine the success of a product in the marketplace, e.g. customers or customer 
groups, current and potential competitors, trends of prices, technologies, and buying 
and usage patterns, and barriers to market entry or exit (e.g. legal restrictions, 
investment effort) [4], [8]. 
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Domain and Product Line Scoping determines the relevant entities within the 
domain, that products will interact with, and the domain’s boundaries. It establishes 
product commonalities and sets limits to their variability. Domain scoping requires a 
profound understanding of the domain, i.e. experience and knowledge of the concepts, 
terminologies, problems, and solutions common to this domain, and ensures that this 
information is captured and appropriately represented and communicated to stake-
holders [8]. In a SPLE-context, this includes the identification of the product line, the 
products it contains and their major features, commonalities, and variabilities [2]. 

Asset Identification aims to identify and define particular assets and components 
that cover the commonalities of and are shared by multiple products and thus are 
developed for reuse [7], [8]. 

Product Planning covers both strategic and technical product planning. It outlines 
and determines the product-related goals, strategies to achieve these goals, 
intermediate objectives, activities to be performed to achieve the objectives, and the 
allocation of resources to these activities [8]. It includes the definition of a business 
case for the product and identification and evaluation of make-or-buy opportunities 
for product components [8] as well as the selection of product ideas for realization 
and definition of the major features of the envisioned product [2]. 

Product Controlling is concerned with monitoring and guiding product related 
effort to ensure successful achievement of the product’s as well as the organization’s 
goals and objectives. It involves defining and refining goals, identifying respective 
success criteria and indicators, defining appropriate measures, and developing plans 
to operationalize and verify these measures [8]. 

Customer Interface Management comprises the understanding and management 
of commitments between an organization's producers and its customers [8], referred 
to as partnering and contracting in [7]. This involves for example identifying the 
customer’s representatives, the information to be communicated and delivered to 
customers (e.g. product offerings, variants, costs, schedules, quality, or benefits), 
policies and procedures that apply to customer interaction, as well as ensuring that 
people with customer responsibilities in the organization are trained properly [8]. 

Funding covers the activities to plan and establish adequate financing of software 
development efforts undertaken in the organization, e.g. development and update of 
reusable assets and components, development of new products, performing analyses, or 
establishing and modernizing infrastructure. It includes the identification of appropriate 
funding sources, the definition of funding requirements and models, and it must be 
sufficient with respect to the desired quality of results [8]. 

Product Innovation aims at the extension of the product portfolio with new or 
enhanced products that satisfy customer needs. Various strategies (e.g. innovation leader, 
product imitation, active or passive search for ideas) and sources for idea generation can 
be utilized [2]. 

Cross-functional Communication describes the activities of product management as 
an intermediary between various stakeholders or business functions [9], e.g. customers, 
development and project teams, management, sales, marketing, research and development, 
or customer support. 
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4   Key Product Management Activities vs. ISO/IEC 12207 

The international standard ISO/IEC 12207:2008 Systems and software engineering – 
Software life cycle processes provides ‘a comprehensive set of life cycle processes, 
activities and tasks for software that is part of a larger system, and for stand alone 
software products and services’ [6]. The standard regards the ubiquity of software 
within systems engineering and fosters the view of software design as an integral part 
of system design. Fig. 1 provides an overview of the respective ISO/IEC 12207 life 
cycle process groups and processes. 

ISO/IEC 12207:2008 is an initial result of an ongoing effort to harmonize, align, 
and integrate system and software life cycle processes. It has a strong relationship to 
the international standard ISO/IEC 15288:2008 Systems and software engineering – 
System life cycle processes [11], and can be used without or in conjunction with 
ISO/IEC 15288. Further, ISO/IEC 12207 provides a process references model that is 
conformant with the requirements of ISO/IEC 15504. 

4.1   Initial Observations 

In ISO/IEC 12207 the project provides ‘the context for describing processes 
concerned with planning, assessment and control’ [6]. The key product management 
activities on the other hand are described independently of projects in the context of 
products or product groups as part of an organization’s portfolio. 

 

Fig. 1. ISO/IEC 12207 life cycle process groups and processes [6] 
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ISO/IEC 12207 utilizes a very general product definition – that is a product is ‘the 
result of a process’. A software product is defined as a ‘set of computer programs, 
procedures, and possibly associated documentation and data’ [6]. In contrast, from a 
product management perspective a product can also be a service or solution (cf. 1.1). 

4.2   Comparison Approach and Results 

The comparison of the key product management activities with ISO/IEC 12207 was 
performed in a one-directional way, i.e. for each activity it was identified to what 
extent it is covered by processes of ISO/IEC 12207. For each activity the content of 
its description and detailed topics from the analyzed frameworks were compared 
against the description of ISO/IEC 12207 processes and process outcomes. The 
detailed activity and task descriptions of these processes were partly utilized to gain a 
better understanding of the processes and their outcomes. 

For each key product management activity its coverage by ISO/IEC 12207 processes 
was evaluated using an NPLF-scale (none, partially, largely, fully covered). An overview 
of the results is provided in Table 2. 

ISO/IEC 12207 provides a Project Portfolio Management Process which basically 
addresses the purpose and content of the Product Portfolio Management activity, but 
entirely focuses on projects. Although in ISO/IEC 12207 projects are tightly 
entangled with products, since a project’s purpose is to ‘create a product or service in 
accordance with specified resources and requirements’ [6], Product Portfolio 
Management requires a project-independent view, which is only provided in very few 
parts by the Project Portfolio Management Process. 

Product Life Cycle Management is covered by the Life Cycle Model Management 
Process, which addresses life cycle policies, processes, models, and procedures in 
general and almost project-independent, but again without a specific product focus. 

Product Roadmapping is not addressed in any of the ISO/IEC 12207 processes. 
ISO/IEC 12207 states that the provided processes, activities, and tasks are to be 
‘applied during the acquisition of a software product or service and during the supply, 
development, operation, maintenance and disposal of software products’ [6], and 
therefore, product-focused activities, independent of or crossing multiple projects, are 
not in the scope of the standard. 

Requirements Engineering is largely covered by the Stakeholder Requirements 
Definition Process, System Requirements Analysis Process, and the Software 
Requirements Analysis Process. Traceability of requirements to the various software 
development artifacts is additionally addressed in the respective software 
implementation processes (e.g. Software Detailed Design Process establishes 
traceability between detailed design and requirements). From a product management 
perspective, requirements can be associated with multiple customers and products, 
variants of products, and assets that are reused in various products. The management 
of these diverse interrelations and dependencies and maintaining requirements 
consistency and traceability is not addressed by ISO/IEC 12207 processes. 

Release Planning is not explicitly addressed in ISO/IEC 12207. Controlling, 
management, and delivery of releases of software items are covered by the Software 
Configuration Management Process and the existence of a release strategy is implied 
by the Software Maintenance Process. But the concrete planning and definition of 
product releases in terms of requirements prioritization and selection is not covered. 
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Table 2. Coverage of key product management activities by ISO/IEC 12207 processes 

Key Product Management 
Activity 

NPLF-Evaluation of and ISO/IEC 12207 
Processes Mainly Covering the Key Product 
Management Activity 

Product Portfolio Management P Project Portfolio Management Process 
Product Life Cycle Management F Life Cycle Model Management Process 
Product Roadmapping N - 

Requirements Engineering L 

Stakeholder Requirements Definition 
Process, System Requirements Analysis 
Process, Software Requirements Analysis 
Process 

Release Planning N - 
Market Monitoring N - 
Domain and Product Line Scoping L Domain Engineering Process 
Asset Identification F Domain Engineering Process 
Product Planning N - 
Product Controlling P Measurement Process 
Customer Interface Management P Supply Process 
Funding N - 
Product Innovation N - 

Cross-functional Communication P Stakeholder Requirements Definition 
Process, Supply Process  

Market Monitoring is not covered in ISO/IEC 12207 due to its scope. On a very 
generic level the Measurement Process partly provides appropriate purpose and 
outcome statements, e.g. to ‘collect, analyze, and report data [...] to support effective 
management’ [6], which would also apply for the measurement and analysis of 
market related data. Currently the Measurement Process identifies the information 
needs of the other ISO/IEC 12207 technical and management processes, of which 
none requires market related information, and focuses on product, process, and 
quality data rather than business context information. 

Domain and Product Line Scoping is largely covered by the Domain Engineering 
Process, whose outcomes include identifying domain boundaries, relationships to 
other domains, the essential features, concepts, and functions in the domain, and the 
family of systems within the domain and their commonalities and variabilities.  

Asset Identification is addressed by the Domain Engineering Process in terms of 
assets that are common to a domain and designed for reuse. Additionally, 
ISO/IEC 12207 provides a separate Reuse Asset Management Process for the 
management of the identified assets across their entire life cycle. 

Project-independent, long-term, strategic, and technical Product Planning is not in 
the scope of ISO/IEC 12207. The Project Portfolio Management Process and Project 
Planning Process address similar strategic and planning aspects but on a project level 
that again is not suitable for product management. 

Product Controlling basically is not addressed in ISO/IEC 12207, although 
controlling of projects and problem resolution and changes related to assets and other 
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software items is covered in respective processes (e.g. Project Assessment and 
Control Process, Software Problem Resolution Process, Reuse Asset Management 
Process, Software Configuration Management Process). The Measurement Process in 
principle covers the respective measurement activities required within Product 
Controlling, but there is no process within ISO/IEC 12207 which requires such 
project-independent product information (cf. Market Monitoring above). 

Customer Interface Management is partly addressed by the Supply Process, which 
covers the identification of potential customers and the agreement and contracting 
activities for a concrete product delivery. It does not cover project-independent 
establishment and management of long-term focused customer relationships. 

Funding of product-related software development efforts is not covered in 
ISO/IEC 12207. The Project Portfolio Management Process ‘commits the investment 
of adequate organization funding and resources’ [6] and thus implies the existence of 
funding, but again employs a project perspective. 

Product Innovation in terms of extending the product portfolio with new or 
enhanced products is not in the scope of ISO/IEC 12207. Various processes handle 
change requests that are provided by customers, asset users, or other sources and can 
affect specific products, assets, or other software items. A systematic approach to 
managing and utilizing these sources, and generating, evaluating, and realizing ideas 
for new or enhanced products, etc. is not addressed. 

Cross-functional Communication is addressed in those parts that deal with the 
communication between teams or roles within development (e.g. architect, domain 
engineer, asset manager, or implementer) or the communication with the customer 
and other stakeholders (e.g. Supply Process, Stakeholder Requirements Definition 
Process). Communication with organizational units that are not involved in product 
development but nevertheless deal with the organization’s products, like marketing 
and sales, finance, or research and development are not covered.  

5   Summary and Conclusions 

The paper presented key product management activities that were extracted from 
selected software product management and product line frameworks. The comparison 
of the resulting activities with ISO/IEC 12207 allowed a judgment of the coverage of 
product management activities by this international standard. 

The comparison showed, that life cycle and engineering related activities (Product 
Life Cycle Management, Domain and Product Line Scoping, Requirements 
Engineering, Asset Identification,) are well covered, which is an expected and not 
surprising result, and that activities more specific for product management, which are 
concerned with project-independent, product-specific, or cross-product topics, are not 
in the scope of ISO/IEC 12207 and therefore just partly or not at all covered by the 
respective life cycle processes. 

Product management activities inherently are cross-functions over the life cycle of 
products, assets, etc. ISO/IEC 12207 on the other hand, employs a life cycle perspective 
and aligns the processes not across but along the life cycle of software products. 
Therefore, these processes address product management activities as a whole or in parts 
only at the points where they impact the software life cycle. For example, the interface to 
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a customer in ISO/IEC 12207 is addressed by the Supply Process for agreement and 
contracting purposes and later in the life cycle of the software product by the Stakeholder 
Requirements Definition Process. The management of the customer interface outside this 
context, which product management is additionally concerned with, is not in the scope of 
ISO/IEC 12207 and therefore not covered. 

Further, processes, activities, and tasks within ISO/IEC 12207 imply the existence 
of particular artifacts (e.g. organizational policies, release strategy, adequate funding, 
or change requests) which are brought in from outside the life cycle. Product 
management activities partly aim to provide such artifacts, e.g. developing product 
strategies and development plans, or generating ideas for product enhancements and 
thus internally triggering or feeding into specific life cycle activities. 

In order to define a standard conformant process reference model for process 
improvement in product-oriented software development contexts, the incorporation of 
the key product management activities is intended to be performed at outcome level. 
Conceptually, for each product management activity outcomes can be defined, which 
represent the observable result of successful achievement of the activity. These 
outcomes can be adaptations or specializations of existing outcomes of or additional 
outcomes for particular ISO/IEC 12207 processes. On the other hand, a product 
management activity outcome may not be suited to be assigned to an existing life 
cycle process. In this case, these outcomes provide the basis for additional product 
management specific processes. – In the following, a brief description of directions on 
how this incorporation could be established is provided. 

The activities Requirements Engineering, Domain and Product Line Scoping, Asset 
Identification, and Product Life Cycle Management are well covered by the life cycle 
processes, and – from the current viewpoint – require no specific integration with 
existing ISO/IEC 12207 processes. 

Outcomes of the Product Roadmapping activity can be incorporated to processes 
involved with long-term or strategic planning aspects (e.g. Project Portfolio 
Management Process, or Project Planning Process) and to processes that address 
product features, commonalities, and variabilities on a high level, e.g. Domain 
Engineering Process. 

Release Planning outcomes can be linked to life cycle processes which address 
planning aspects (e.g. Project Portfolio Management Process, Project Planning 
Process) or deal with software requirements (e.g. Software Requirements Analysis 
Process, Software Maintenance Process). 

 Product Planning outcomes can be linked to e.g. the Supply Process, Domain 
Engineering Process, or Project Portfolio Management Process with regard to product 
features, core assets, and long-term planning, to the Project Planning Process for 
development planning, or the Acquisition Process for make-or-buy evaluations. Strategy-
related outcomes of Product Planning that address for example the business case or the 
product goals and strategy, are not suited for any of the existing life cycle processes. 

Similarly, some outcomes of the Customer Interface Management activity are 
suited for the Supply Process, Software Acceptance and Support Process, Software 
Operation Process, and Software Maintenance Process since they interface with 
customers on an operational level. Other outcomes related to the long-term 
management of customer relationships, communication strategies, etc. need to be 
linked to an additional process. 
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The remaining product management activities (Product Portfolio Management, 
Market Monitoring, Product Innovation, Cross-functional Communication, and Funding) 
require additional processes to incorporate their outcomes. With the exception of 
Funding, which is suited for the Organizational Project-Enabling Processes group, all of 
these new processes potentially comprise an additional product-management focused 
process group. 
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Abstract. Currently and in recent years several international initiatives 
specifically oriented to put together small and medium enterprises, processes 
and agile methods have been identified. Likewise, different studies have 
identified the mapping between agile methodologies and software development 
process models like CMMI-DEV and ISO/IEC 12207, but the studies related to 
ISO/IEC 12207 are based on the 1995 version. Therefore this work focuses on 
the relationship between agile practices, especially SCRUM, and a process 
subset from the 2008 version of the ISO/IEC 12207 standard. SCRUM is one of 
the most popular agile methods and is an incremental iterative process. These 
two characteristics mean dividing the project into phases or iterations and 
incremental delivery of the project. The relationships indicated in the work are 
obtained from the analysis of previous works and consulting experience at 25 
enterprises that comply with the standard outcomes implementing agile 
methodologies. The main purpose of the study is to know the extent to which 
agile practices help in the implementation of practices indicated in this process 
model. 

Keywords: ISO/IEC 12207 :2008, SCRUM, agile. 

1   Introduction 

Increasingly, organizations agree the importance of control and improve software 
quality due to the impact it has on the final costs, as a distinctive from the competition 
and the image in customer-facing, especially taking into account the growth of 
software industry [1]. In this sense, the software process improvement is an activity 
that organizations want to implement in order to increase the quality and capability of 
their processes [2] and, consequently, the quality of their products and services. 

However, numerous studies [3-5] show that application models like CMMI-DEV 
[6] are expensive in Small and medium enterprises (SME) and small development 
teams, their recommendations are complex to implement and the return of the 
investment occurs in the long term. Added to this are agile methodologies, a paradigm 
widely used by small development teams [7]. 
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In this way, several international initiatives specifically oriented to put together 
SME, processes and agile methods have been identified [8-10]. Likewise, different 
studies [11-14] have identified the mapping between agile methodologies and 
software development process models such as CMMI-DEV or ISO/IEC 12207 [15]. 
In fact, mapping done between agile methods and ISO/IEC 12207 have been taken 
into account only the standard of year 1995. Therefore, this study shows the general 
way in which agile methods are related to SCRUM [16] by a subset of processes of 
ISO/IEC 12207:2008. For the choice of this subset of processes have been taken into 
account SCRUM characteristics and the related works that have served to make the 
subsequent analysis. Selected process areas were requirements management, project 
management, configuration management, measurement and life cycle management. 
The main goal has been to determine the extent to which agile practices help in best 
practices implementation proposed in the processes related to this key activities. To 
that end, comparisons have been made based on two sources: related works and 
authors' experience in consulting at 25 enterprises, mostly SME, that comply with the 
standard outcomes implementing agile methodologies 

Section 2 shows other similar work, keeping in mind other process models. Section 
3 justifies the subset of processes of ISO/IEC 12207:2008 chosen for this study. Also, 
section 4 details how the implementation of agile practices is aligned with best 
practices of the subset of chosen processes. Finally, section 5 proposes the final 
considerations and conclusions are made. 

2   Related Work  

Implementing ISO/IEC 12207:2008 has the drawback that is based on "what" but not 
"how" to guide processes; Agile methods can help to make the "how". Studies such as 
[11][13] deal with guidelines and mappings of Agile methods with respect to ISO/IEC 
12207. while in [13] talks about that documentation required by the ISO/IEC 12207 is 
not in contradiction to agile philosophy but against over documentation that inhibit 
software development or developers work, Also mentions use of personal and tools to 
auto generate documentation from source code; while in [11] a mapping is made 
using agile methodologies practices like SCRUM, XP and Mobile-D method used in 
real projects; those mappings give mechanisms such as Sprint Planning, task status 
management and requirements definition activities for the implementation and testing 
activities of ISO/IEC 12207. However, both are based on the ISO ISO/IEC 
12207:1995. 

Recent studies, like [17] show the good match between Software Product 
Management (SPM) and agile methods like SCRUM. This is because their iterative 
nature and handling complex requirements are hard to manage in an agile environment. 
A case study was performed, showing the improvements of the Agile SPM based on 
SCRUM. However, there is evidence of only one specific case study performed on a 
specific company; also it needs to be proved against not complex requirements as well. 
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There are other studies on the mapping between the world of agile methods and 
processes such as CMMI or ISO 12207. Specifically [18] details the causes why there 
is a misconception about the union of both paradigms. The study details some of that 
causes which talk about aspects related to the different origins of CMMI, agile 
methods and terminology related causes, but it does not specify those causes about 
ISO 12207. The document affirms that paradigms can coexist because each of them 
supports different levels of a project. Therefore, as quoted above, CMMI is aimed to 
“what” and agile methods are aimed to “how”. 

Other studies such as [12] also investigate how difficult can be an implantation of 
an agile method in a changing environment due to many variables which make 
difficult to create appropriate measures to take into account the specifications of the 
environment. These investigations include study cases with implementation of agile 
methods in already established companies, such as [19]. This is a study that shows the 
implementation process of SCRUM in a company with a CMMI level 5 getting 
completely satisfactory results. These results were an increment of productivity as 
consequence of combining two paradigms. Again, this implantation takes into account 
CMMI and not ISO 12207. 

3   ISO/IEC 12207 Processes Related with SCRUM 

This mapping focuses on the ISO/IEC 12207:2008 standard, since this is currently 
widely used in industry and is the most relevant ISO standard in regard to software 
development. Previous works confirm this, although their have been focused on 
ISO/IEC 12207:1995. Therefore it was considered this work, taking into account the 
latest version of the standard.  

ISO/IEC 12207:2008 defines a common framework for software life cycle processes, 
with well-defined terminology, that can be referenced by the software industry. The 
norm defines 43 processes that are to be applied during different activities in the 
software development process. 

On the other hand, agile methods are a set of software development practices that 
respond to traditional methods, which emphasize the “engineering-based approach” 
[20]. In this regard, SCRUM is one of the most widely used methodologies. This 
methodology focuses on project management, with mechanisms for “empirical process 
control”; where feedback loops constitute the core element. Software is developed by in 
increments (sprints), starting with planning and ending with a review [16]. To continue 
the study has been made a selection of key areas that can meet SCRUM practices, in 
accordance with those used in previous comparisons with CMMI-DEV and ISO / IEC 
12207:1995. The selected areas are: requirement management [20], project management 
[20] configuration management [13], measurement [12] and life cycle management 
[21]. Table 1 shows ISO/IEC 12207:2008 processes associated with selected practices. 
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Table 1. ISO/IEC 12207:2008 processes associated with SCRUM key areas 

SCRUM key areas Process 

Supply Process 
Stakeholder Requirements Definition Process Requirement management 
System Requirements Analysis Process 
Project Planning Process 

Project management 
Project Assessment and Control Process 

Life Cycle management Life Cycle Model Management Process 
Configuration Management Process 

Configuration management 
Software Configuration Management Process 

Measurement Measurement Process 

4   Integrating ISO/IEC 12207 with SCRUM 

After choosing the processes to be analyzed, it should review a core aspect to 
consider: difference between processes and the methodology that implements it. In 
Software Development, what and how to do it, have always been core aspects in 
process improvement; nevertheless, they have created confusion. Although several 
articles [18][22-24] are about the difficulty of linking norms like ISO/IEC 12207 with 
agile methods, the reality is that they are at different levels of abstraction [25]. 
Process models like ISO/IEC 12207, define best practices and what we expect to find 
in processes, but never shows how to do it [18][26-28], this is described in the 
methods. Therefore, the use of processes models and agile methods must not be 
considered a contradictory aspect but a complementary one. 

Similar to as described [18] for CMMI, the main idea is that ISO/IC 12207:2008 is 
a process model, in other words, it not define specific processes, or procedures, or 
activities nor products that must be built to reach expected results (outcomes) for 
organization processes. They are good guidance practices that should be adapted to 
the company's needs (which could be taking place in different activities in projects 
life cycle), when implemented together, help to reach the outcomes of the process, for 
example, agile methods activities. 

A problem that often happens when implementing agile methods is the lack of 
documentation. As stated in [29], "one of the principles in agile methods suggests that 
should not exist exhaustive documentation, which is correct, but problems appear when 
there is no documentation". The complete lack of any support documentation is not a 
good practice because it does not help to any directly involved staff in the development 
such as new developers or maintenance staff. In fact, agile processes need documentation 
too (for example, history of users, stacks of products or iteration, comments in code, 
reviews, progress charts, etc.). 12207:2008 doesn't require fully document in any case. 
The goal pursued is repeatability of activities, in other words, the knowledge is meant to 
be kept within the organization and only among their people.  

As mentioned, ISO/IEC 12207:2008 does not put restrictions on the method to be 
used to implement the processes. Therefore, it is possible to implement these 
processes with agile methods as SCRUM. The study focuses on processes detailed in 
Table 1 and more deeply on project management area processes, since SCRUM 
mainly covers these areas [30]. Like says Dyba in [21], “The management of software 
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Project as long been a matter of interest. Agile methods have reinforced this interest, 
because many conventional ideas about management are challenged by such 
methods”. Therefore Project Planning Processes and Project Assessment and Control 
Process of ISO/IEC 12207:2008 will be analyzed and the rest of selected processes 
will be studied in a more general way.  

It have been defined a scale to carry out the study in a similar way to how other 
studies do it [31,32], this scale represents the degree of relationship between 
outcomes of ISO/IEC 12207:2008 and practices of SCRUM (Table 2). Each element 
of the scale has an associated percentage range. 

Table 2. Coverage level Outcomes 

Outcome / Process 
coverage 

Criterion 
Associated  
percentage 

Not Satisfied The outcome is not implanted with SCRUM. Between 0% and 49% 

Partially 
Satisfied 

The outcome is not fully implemented with SCRUM Between 50% and 79% 

Satisfied The outcome is implemented fully with SCRUM.  Between 80% and 100% 

Once this first phase of the study is concluded, there will be calculated the degree 
of coverage of the Project Planning, and Evaluation and Project Control. This 
coverage degree is represented by a calculated percentage. This is calculated dividing 
the process outcomes: (1) satisfied, (2) partially satisfied, (3) not satisfied with 
SCRUM practices by the total number of outcomes in the corresponding process. 

Finally, degree of implementation of nonspecific processes in management area of 
project is calculated. 

4.1   Degree of Relationship with Project Planning Process 

The purpose of Project Planning process is developing and communicating project 
plans, in an effective and viable way [15]. This process consists of 6 outcomes. 
 

Outcome 1. The scope of the work for the project is defined Satisfied 

Goal 
Establish a high-level structure which identifies the project deliverables. This structure is 
called “Work Breakdown Structure” (WBS).  

SCRUM 
Practices 

The project scope initial definition is done during the initial phase when interested parties 
(stakeholders) participate in the creation of the product stack (Product Backlog). In this 
case, EDT consists of the product stack and all iterations set (Sprints) predefined. 
Estimates of detailed tasks are made at the start of each iteration (Iteration Planning 
Meeting). 

 
Outcome 2. The feasibility of achieving the goals of the project with available 
resources and constraints are evaluated Satisfied 

Goal 
Align project objectives with available resources and estimated, taking into account 
existing constraints. 

SCRUM 
Practices 

The viability analysis is performed during the iteration planning meeting and during each 
iteration follow-up meeting. At each planning meeting, the team, the Product Owner and 
SCRUM Master define features that can be developed in the iteration, and at each follow-
up meeting the team indicates if it has been found or it is planned to find any impediment 
or restriction. 
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Outcome 3. The tasks and resources necessary to complete the work are sized and 
estimated.  

Satisfied 

Goal Estimate the project effort and cost based on a defined method. 

SCRUM 
Practices 

The estimate is made on two levels: product stack (Product Backlog) and stack iteration 
(Sprint Backlog). Estimates of the product stack are very approximate, are realized only 
when it needs to be done during the iteration. To conduct the meetings in which the team 
estimates the effort and duration of tasks, using methods such as the "Poker Estimate" [33] 
or variants such as the "Fibonacci Sequence". The estimated cost of the project is not 
explicitly treated. 

 
Outcome 4. Interfaces between elements in the project, and with other project and 
organizational units, are identified. 

Not Satisfied 

Goal 
Identify human and material resources that are shared on the project with other projects 
and / or with the same organization. 

SCRUM 
Practices 

SCRUM methodology does not refer explicitly to the identification of possible 
relationships between projects, other projects and organizational units (eg: load resources, 
organizational plans, etc.). 

 
Outcome 5. Plans for the execution of the project are developed. Partially Satisfied 

Goal 
Make a planning project that contains descriptions of activities and associated tasks, 
where is specified the calendar, tasks, estimates, resources, risks and budget. 

SCRUM 
Practices 

The minimum plan to start a SCRUM project is to define the vision and scope of the 
project and product stack [34]. The scope describes why the project is being conducted 
and what the final state to be achieved. The product stack defines the functional and 
nonfunctional requirements (prioritized and estimated) that the system must meet to 
achieve the defined scope. Also defines iterations that compose the project. 
In the planning meeting of the iteration, the iteration stack is made, which describes the 
functionality that will develop in the iteration, assigning each task to a person, and 
indicating the estimate associated with each person. 
To show in a simple way the product development general plan, and expected 
developments, the "Burn-up chart" is developed, which presents the planned product 
releases, functionality of each one, estimated speed, likely dates for each version, 
expected error in the estimates, and real progress [33]. 
The risks are discussed in the follow-up meetings, where among others, the team 
indicates whether found or are expected to find with any impediment to the development 
of tasks. 
The planning of the project cost is not treated in an explicit way. 

 

Outcome 6. Plans for the execution of the project are activated Satisfied 

Goal Communicate and obtain authorization to carry out the project. 

SCRUM 
Practices 

The launch of each new increment of functionality is made in iteration's planning 
meeting. It is a meeting conducted by the Scrum Manager, which should assist the 
product owner and the entire team and other stakeholders, where features to be developed 
in that iteration are presented and planned. 

4.2   Degree of Relationship with Project Assessment and Control Process 

The purpose of the Project Assessment and Control Process is to determine the status of 
the project and ensure that is done in accordance with the plans and schedule, planned 
budgets and meeting the technical objectives [15]. This process consists of 4 outcomes. 
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Outcome 1. Progress of the project is monitored and reported Satisfied 

Goal Track the actual project progress compared to planned. 

SCRUM 
Practices 

Project control is performed during the daily follow-up meetings and review of the 
iteration. 
In daily tracking meetings each team member comments on the tasks they are working, if 
it has founded or will expect to meet with an impediment, and updates the stack of 
completed tasks. At these meetings progress chart of the iteration is used (Sprint Burn-
down) which shows daily team's speed and progress of its activities related to iteration. 
The review meeting of the iteration is performed at the end of the iteration in which the 
team presents the increment built in the iteration and provides information on the 
progress of the product. At these meetings progress charts are used (Product Burn-down), 
which shows the speed with which the team implements the elements of the product's 
stack (Product Backlog). This helps to track the implementation of the functions and 
provides some visibility into their progress and need for re planning. 

 
Outcome 2. Interfaces between elements in the project, and with other project and 
organizational units, are monitored Not Satisfied 

Goal 
Control human and material resources that are shared on the project with other projects 
and / or with the same organization. 

SCRUM 
Practices 

As with the outcome 2 of the process "Project Planning" SCRUM methodology does not 
refer explicitly to a control implementation of possible relationships between the projects, 
other projects and organizational units (eg: Loads of resources, organizational plans, etc.). 

 
Outcome 3. Actions to correct deviations from the plan and to prevent recurrence of 
problems identified in the project are taken when project targets are not achieved Satisfied 

Goal 
Collect and analyze deviations that occur in the implementation of the project regarding 
the planning and determine corrective actions needed to resolve them. 

SCRUM 
Practices 

Burn-down charts provide support for planning corrective actions, providing timely 
information on the degree of deviation between the actual and planned situation. In 
addition, at daily tracking meetings the team reports all impediments, to be recorded on a 
whiteboard or a list of impediments. The SCRUM Master is responsible to solve 
impediments, as soon as possible, taking corrective action. 

 
Outcome 4. Project objectives are achieved and recorded Satisfied 

Goal 
Collect and analyze deviations that occur in the implementation of the project regarding 
the planning and determine corrective actions to resolve them. 

SCRUM 
Practices 

The information of the work involved in the project is kept updated in both the product 
stack and the iteration stack. Every day, each team member updated the product stack, 
time remaining to the tasks in which is working, until they are completed and time 
remaining to 0 pending. 
After each iteration, the product stack is updated with features developed and carried out 
a review meeting of the iteration, where the team presents to the product owner and other 
stakeholders the increase built in the iteration given the initial target, features list that are 
included and those that have been developed. 

 
In summary, Figure 2 shows coverage degree of project management processes 

with SCRUM practices. 
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Fig. 1. Coverage degree of project management processes using SCRUM 

4.3   Degree of Relationship with the Other Selected Processes 

In this section are presented the remaining processes of the model ISO / IEC 
12207:2008 selected in Table 1 that are not directly related to the principles of project 
management described SCRUM but for which there is some degree of coverage.  

 
Supply process [P1] 
Stakeholder Requirements Definition Process [P2] 
System Requirements Analysis Process [P3] 

Partially Satisfied 

Goal 

[P1]: Give the customer a product that meets the requirements. 
[P2]: Define the needed requirements for the system to provide needed services in a 
defined environment. 
[P3]: Transforming the requirements of "stakeholders" in a set of system technical 
requirements that will guide the design of the system. 

SCRUM 
Practices 

The relationship between customers, development team, development tasks and software 
product is made from the beginning and throughout the project. Requirements are 
expressed by customers in the product stack, which is a list of functional and 
nonfunctional requirements prioritized according to customer needs. 
In each iteration, customer requirements that have to be developed will be refined to get 
the system requirements. This will ensure traceability between customer needs and 
system requirements. 
In the iteration reviews it is showed the progress of the project and validated customer 
deliveries. All involved in the project and especially the customer must provide feedback 
on the iteration outcome, which is always a new completed product functionality. 

 
Configuration Management Process
Software Configuration Management Process Partially Satisfied 

Goal 
Establish and maintain the integrity of all work products and items that compose the 
software product in a project or process and make it available to interested parties. 

SCRUM 
Practices 

On Teams where the coding is done concurrently, it is necessary to carry out activities 
that enable effective collaborative work. Although not mentioned directly, SCRUM 
practices often require a strategy for software configuration management to work 
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properly and to maintain good practice such as is shown in ISO/IEC 12207:2008 model. 
Among SCRUM practices is found the practice related to the functionality delivery at the 
end of each iteration. A precondition for this is to get that the main development does not 
contain components not fully developed, and ensure integration and consistency. 
Maintain continuous integration, define and use a branch policy and continuous 
evaluations are common practices in an agile environment. 

 
Life cycle model management Process Partially Satisfied 

Goal 
Define, maintain and ensure the availability of policies, processes and life cycle models, 
to be used by the organization. 

SCRUM 
Practices 

SCRUM is based on continuous adaptation to the circumstances of the project's 
evolution. Uses iterative and incremental life cycle model [36]. To ensure the proper 
functioning of the methodology in the organization, it is established the SCRUM Master 
role. However, it is not explaining how to define, manage, and improve their 
methodology throughout the project. Proper documentation that describes the steps that 
the organization follows when using SCRUM would be one of the key aspects to comply 
with this process. 

 
Measurement process Partially Satisfied 

Goal 
Collect, analyze and report about data relating to developed products and implemented 
processes within the organizational unit, to support effective processes management and 
demonstrate objectively the quality of products. 

SCRUM 
Practices 

Information needs in agile methodologies focus on visibility of project status. In [34] 
mention the typical needs of information from the standpoint of all involved in Scrum: 
the team, SCRUM Master, customers and the management team of the organization, 
which reviews all possible measures to meet their needs: number of impediments by daily 
meeting, team members satisfaction, code size, number of errors during the iteration 
review meeting, tasks completed during the review, etc. 
SCRUM does not define mechanisms to carry out the measurement tasks, however, 
information needs can be met without additional activities [34], recording the information 
normally obtained in the meetings and revisions. 
An example can be found in [35]. This paper describes the experience and the approach 
used in an agile IT company to design and initiate a measurement program taking into 
account the specifities of their agile environment, principles and values. 

5   Final Considerations and Conclusions 

This article describes the coverage degree among a subset of ISO/IEC 12207:2008 
process, agile methodologies and SCRUM. We have focused on the subset of 
processes in accordance with comparisons related to other process models or older 
ISO/IEC 12207 versions. Comparisons have been made based on two sources: related 
works and authors' experience in consulting at enterprises, mostly SME, that comply 
with the standard outcomes implementing agile methodologies. In brief, from a 
sample of 25 organizations 56% used SCRUM to address the area of project 
management (see Figure 3). 
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Fig. 2. Percentage of companies that meet the project management with agile practices 

This result is supported from the analysis in Section 4. See Figure 1 it is concluded 
that the implementation of SCRUM would be reached practically 83% of the Project 
Planning process and 75% of the Project Assessment and Control Process. Similarly, 
other 7 processes can be partially implemented with agile practices, according with 
Section 4.3. It should be recalled that the use of a methodology does not ensures the 
direct fulfillment of standards. Yet it has been demonstrated that agile practices can 
help with compliance, as any best practice. For future work is planned to conduct a 
more detailed study of the rest of the processes identified in Table 1. And we will also 
contrasting analysis results with expertise in enterprises. 
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Abstract. The paper presents the results of an exercise that considers the 
principles of the Agile Manifesto and of the Declaration of Interdependence, 
and evaluate how much their implementation is compatible with a high target 
profile in a Spice Assessment.  
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1   Introduction 

The Agile Manifesto was written as a conclusion of   research into better ways of 
developing software and helping others do it. The Manifesto reads as: 

Individuals and interactions   over   processes and tools 
Working software   over   comprehensive documentation 

Customer collaboration   over   contract negotiation 

There is a “lazy” interpretation of the manifesto, that replace the word “over” with 
“instead”, and Agile can be presented as document-less, test-less, rule-less, etc; that 
down-sizing of the approach is not compatible with SPICE nor with any other maturity 
model. Other interpretations brought to develop methodologies that are widely used as 
SCRUM, XP, Lean Driven, and others. All of them have their “decalogue”, all have risk 
management, test and customer validation and acceptance as a major value. 

2   Agile and SPICE 

Let´s consider the expected result if I perform an assessment on a company that is 
“Agile”:  

• They have artifacts – customer requirements, test, working software, .. 
• They have engineering processes that are repeatable and similar company-

wide – the rules of the methodology and the customization done in the 
Company 

The assessment will confirm that the Company has the capability to satisfy the 
customer needs, in fact improving customer satisfaction was the reason to adopt 
Agile. On the contrary, the assessment will probably be useful in detecting one of the 
many mis-use or mis-labeling of Agile, with short cuts that forget the basic concepts 
and goals of the methodology. 

From the quick analysis above, it appears that an Agile company will easily have 
target profile 2 for the engineering and related processes, whereas a higher level is 
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“incompatible” with the Agile priorities (intrinsic in the “over” statement) because of 
the formalization of the process and metrics of SPICE Level 3 and higher.  

• Can it imply that a Company at level 3 or higher will have resistance in 
adopting Agile?  Or 

• Will Agile be in conflict with requirements in critical fields where level 3 is 
expected?  

3   SCRUM: An Agile Methodology 

If we take as example one of the more popular Agile Methodologies, SCRUM, its 
basic concepts can be summarized in the following table:  

Table 1. SCRUM 

Scrum An iterative, incremental process for developing software in dynamic environments. 
Scrum consists of a series of 10 to 30 day sprints, each sprint producing a releasable 
product 

Backlog A prioritized list of all work to be completed prior to releasing a product; only one 
person maintains and prioritizes the backlog list. Each element is a “user story”. An 
initial general Product Backlog is refined in Sprint backlogs.  A backlog includes both 
functional and no functional requirements for the product. The description of the 
functionality is the minimum needed to enable development and testing; additional 
information can be added during the development.  
A backlog is mandatory, other documents maybe issued as a result of the 
implementation of a user story. 

Product 
Owner 

The person who listen to and interacts with all stakeholders –including customer, 
financial, layer, teams- , defines priorities and characteristics of the product described 
in the backlog. Provides details of requirements for each Sprint 

Scrum 
Master 

Handles the process inside the project, responsible to coordinate the team and above all 
to remove impediments to comply with goals and time frame 

Team Group implementing the product, includes architects, analysts, developers, testers. 5 to 
9 people that work at a stable peace, fully responsible for the part developed and 
committed to the project 

 
Sprint 

A short burst of work lasting no more than 30 days during which a releasable product 
and other deliverables are built, as indicated by the sprint backlog. 

• Every sprint has a specific goal.  

• A releasable product demonstrating the goal will be completed by the team 
during the sprint.  

• Once the sprint is underway, new backlog cannot be added to the sprint  

• A kick-off meeting is held to explain the goal, and detail user histories, followed 
by a planning meeting to estimate the efforts 

• Frequent check-points are established 

• The Sprint if finalized with a meeting of presentation to the product owner and 
stakeholders  by members of the team and with a retrospective evaluation of 
general performance and process issues 

Scrum daily 
meeting 

• Meeting conducted daily by the team 
• The meetings don’t last for more than 30 minutes.  
• Conversation is restricted to the team members answering 3 questions: 

1. What have you done since the last scrum meeting?  
2. What has impeded your work?  
3. What do you plan on doing between now and the next scrum meeting?  

• To resolve impediments, the scrum master can make decisions immediately, or 
define an action plan  
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The methodology is able to cover most of the Engineering Process Group, and part 
of others. The set of processes that directly or indirectly are covered or needed for a 
proper roll-out and execution of Agile are in the following table: 

Table 2. Processes covered by a proper roll-out and execution of Agile 

Group Processes Notes 
Supply (SPL) Product release 

Product acceptance support 
By the product owner 

Engineering 
(ENG) 

Requirements  
Software requirements 
analysis 
Software design 
Software construction 
Software integration 
Software testing 
System integration  
System testing 

Core of the methodology, system level managed by 
the product owner 

Resource and 
Infrastructur

e (RIN) 

Human resource 
management 
Training 
Infrastructure 

Intrinsic request of the method 

Management 
(MAN) 

Organizational alignment 
Organizational management 
Project management 

Agile is designed to accomplish with business goal 

 
Support 
(SUP) 

Verification  
Validation  
Joint review  
Product evaluation 
Documentation  
Configuration management 
Problem resolution 
management  
Change request 
management 

The scope of documentation is not as expected by 
other methodologies 
 
 
 
Sup-9,  Problem Resolution Management, can be 
seen as part of the change management, defects are 
items of the next sprint backlog  

Process 
Improvement 

PIM.1 Process establishment  
PIM.2 Process assessment 
PIM.3 Process improvement  

Agile is rolled-out  with the purpose of Process 
Improvement and the process established need 
learning curve and the efficacy is continually  
monitored 

4   Capability Assessment 

The processes that are surely part of the profile of any company that properly establish an 
Agile development process, and properly follow it are marked in blue. If we focus on 
those processes, which rating of the Capability Attributes can be reached if properly 
defined and implemented? 

If correctly implemented SCRUM will Fully fulfill Level 2 capability attributes. 
Process Performance Fully (> 85) 
Performance Management   Fully  
Work Product Management Fully  

Level 3 requires Capability Attributes to be fulfilled completely for Level 1 and 2, 
largely at Level 3. 

Process Definition Largely or fully > 50 
Process Deployment Largely or fully > 50 
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We will analyze in detail fulfillment at level 3: 

Table 3. Mapping Level 3 on SCRUM 

Attribute Description Scrum rate 
PA 3.1 a) a standard process, including appropriate tailoring guidelines, is 

defined that describes the fundamental elements that must be 
incorporated into a defined process; 

(documentation Control is to be fully established to reach 
Fully)  

Largely 
 

 b) the sequence and interaction of the standard process with other 
processes is determined; 

Largely 

 c) required competencies and roles for performing a process are 
identified as part of the standard process; 

Fully 

 d) required infrastructure and work environment for performing a 
process are identified as part of the standard process; 

Largely 

 e) Suitable methods for monitoring the effectiveness and suitability 
of the process are determined. 

Fully 

PA 3.2 a) a defined process is deployed based upon an appropriately 
selected and/or tailored standard process; 

Largely 

 b) required roles, responsibilities and authorities for performing the 
defined process are assigned and communicated; 

Fully 

 c) personnel performing the defined process are competent on the 
basis of appropriate education, training, and experience; 

Fully 

 d) required resources and information necessary for performing the 
defined process are made available, allocated and used; 

Fully 

 e) required infrastructure and work environment for performing the 
defined process are made available, managed and maintained; 

Fully 

 f) appropriate data are, collected and analysed as a basis for 
understanding the behavior of, and to demonstrate the suitability 
and effectiveness of the process, and to evaluate where continuous 
improvement of the process can be made 

Largely 

Table 4. Declaration of Interdependence 

Declaration of Interdependence Comments 
We increase return on investment by 
making continuous flow of value our focus. 

ROI Needed more than a contract to provide and 
guarantee continuous service to the customer; the 
declaration claims that ROI is re-invested in value for 
customers 

We deliver reliable results by engaging 
customers in frequent interactions and 
shared ownership.  

The goal of Engineering process in critical systems is to 
achieve and guarantee reliability 

We expect uncertainty and manage for it 
through iterations, anticipation, and 
adaptation.  

Even if uncertainty is not the most relevant 
characteristic of critical systems that require a Level 3, 
adaptation is mandatory to achieve business objectives 

We unleash creativity and innovation by 
recognizing that individuals are the ultimate 
source of value, and creating an 
environment where they can make a 
difference.  

Complex systems generally deal with innovation and 
multidiscipline. The agile management of interaction of 
experts with engineers avoids risks deriving from mis-
understanding of real specifications 

We boost performance through group 
accountability for results and shared 
responsibility for team effectiveness.  

Commitment of each participant in a project makes 
systems more robust and is a warranty for the capability 
of a company  

We improve effectiveness and reliability 
through situationally specific strategies, 
processes and practices. 

In an Agile context strategies to ensure effectiveness 
and reliability are not static, but not uncontrolled 
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Maturity Capability at Level 3 is often asked of companies that develop complex 
and critical products. The Declaration of Interdependence, published in 2005, that 
inspired the Agile Project Management, augment capability, even if a direct mapping 
of the statement of the declaration to the Capability Attribute is difficult. 

5   Conclusions 

We have seen that – in spite of a huge difference that might be expected- goals of 
Agile and SPICE are coincident in some degree, as both target process improvement. 

Agile development and auxiliary processes needed to support it, if correctly 
implemented, can allow a company to achieve capability level 3. In addition, in some 
companies either for law, business or regulatory requirements, the pure form is 
extended with additional processes, tasks and outcomes, to comply with standards and 
generally the Software design methodology adopted is used together with a specific 
and formalized Quality System. These additional tasks are those that would increase a 
full capability at Level 3, in its strict conventional way. 

We leave a question open: is the concept and goal of achieving Capability Level 4 
compatible with the goals of a company that has chosen to establish an Agile process? 

Contrary to what might be initially be considered, an Agile company can get 
renewed motivation from a SPICE assessment. On the other hand: in a Capability 
evaluation of companies that adopt Agile, can an assessor adopt an “agile” approach 
as well, and be compliant with ISO 15504? For example: a company that develops 
Software with an Agile approach, will probably have the rest of the activities 
organized on the same principles, they will be rolled out and have people trained. In 
that context, can the whole set of training material be considered a formalization of 
the process? Can retrospective meeting analysis be considered as metrics for 
improvement? 
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Abstract. Automotive software industry today is more globalized due to 
availability of low cost domain specific service providers, and this is leading to 
growth of supply chain from Tier-1 to Tier-2 and so on. Accordingly there are 
numerous challenges in coordinating this supply chain. Any obstacles to the 
flow of information will result in delays thereby having an impact on time to 
market and cost  

In this paper we present the actual case study of application of lean 
principles in an automotive software maintenance project and how it has helped 
in achieving an efficient system by improving customer value and reducing 
waste.  
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1   Introduction 

Automobiles today are different in that they present innovations in communication, 
mobility, safety and entertainment. Today Automotive Industry is seeing significant 
demand for innovative and efficient vehicles. In Automobiles it is estimated that 90% 
of innovation by 2012 will be electronics related and 80% of that in the areas of 
software. With today’s globalized software development; adopting Lean principles 
reduces delays, minimizes waste, maximizes value and reduces cost. Already Lean 
principles in manufacturing industry have done wonders in achieving the following: 

• Reduction in cost  
• Reduced cycle time to market  
• Improvement in quality 

This paper explains how Lean techniques have benefitted an Automotive software 
maintenance project[3]. 

2   Background 

Lean thinking is derived from the lean production system theory. In 1996, Professor 
James P. Womack from Massachusetts Institute of Technology published the “Lean 
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thinking” which summed up the lean production principles and further elaborated the 
idea of Lean production [1]. Our case study is based on the below three core Lean 
principles: 

1. Understanding Customer Value- Only what customers perceive as value is 
important.  

2. Value Stream Analysis –. Operational efficiency opportunities are unearthed by 
Value Stream Mapping (VSM) in any business processes.  

3. Perfection – This process of continuous improvement opens up methods to reduce 
cycle time, improve quality and increase productivity [1] as mentioned by 
standards such as Automotive SPICE [2]. 

During the project executionfollowing were the major challenges: 

1. Defect fix productivity was below customer expectations 
2.  Customer wanted hands-free execution at offshore by reducing dependency on 

their team 
3. Process was found to be too sequential with lots of redundancy. 

3   Case Study 

In order to manage the challenges Lean principles were applied on the project. 
Though Lean provides plethora of tenets, three tenets namely Value Stream Mapping, 
Workload leveling and Visual Controls were selected and applied in this project for 
duration of 5 months. 

Lean Tenet Reason for Selection 

Value Stream Mapping To understand defect fixing process and identify areas 
for improvements 

Workload Levelling To optimize the balancing of work. 

Visual Controls To improve planning and  monitoring through visual 
aids 

3.1   Value Stream Mapping 

This technique was used to identify steps which had no value and could be 
immediately avoidable. The project applied value stream mapping on the defect fixing 
life cycle the entire set of activities of the defect life cycle was examined by 
identifying Actual Time (AT) and Value Added Time (VAT) for each activity the 
Overall Process Efficiency Factor (PEF) was calculated as shown below: 
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Team-1 Analysis Team-2 Analysis 

Activity 
AT 
(Hr) 

VAT 
(Hr) 

AT 
(Hr) 

VA
T (Hr) 

 
Activity-1 0 0 0 0 
 
Activity-2 6 2 6 2 
 
Activity-N 0.25 0.25 0.25 0.25 

Number of Engineers 
  

4 
   

16 

PEF 
  

33% 
  

34% 
Weighted PEF 33.50% 

 

Process Efficiency Factor (PEF) = Σ (VAT)/Σ (AT) represented as percentage (%). 

Through the analysis it was found that the current PEF was at 33.5% and required 
immediate focus. The following plan was followed which helped the team to reduce 
the Non-value add activities drastically 

1. Reducing the dependency on customer by strengthening technical competency of 
local team at Wipro and this was measured using  dependency factor 

2. Avoiding sequential process and working in parallel on more than one defect(s). 

3.2   Workload Leveling 

Demand variations cause workload fluctuations necessitating an effective workload 
balance (Heijunka) strategy. It was found that 30% of Wipro team was working on 
10% of defects due to low inflow while 25% team was working over-time on 60% of 
the defects due to high inflow of work. Each module was analyzed for amount of 
inflow, resource loading and productivity. The productivity factor was considered to 
fetch faster results. Based on the above analysis, 3 engineers were shuffled between 
the modules which helped to improve productivity by almost 15%.  

Module In-Flow of work 

# 
resources 
assigned Productivity Leveling Plan 

Module-1 High 1 Satisfactory Increase Team Size 

Module-2 High 1.5 Improvement req.  No Change 

Module-n Low 2 Low Reduce Team Size 

3.3   Visual Control 

Visual controls were deployed to showcase the plan for current week and also project 
the performance of each team member during the past week. The advantages of using 
the Visual controls for tracking were: 
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1. Team got view of assignments to all. 
2. This resulted in immediate actions on issues, assignments, quick feedback to 
improve continuously thereby delivering value to customer. 

3.4   Benefits 

1. At the end of fourth months Productivity and Process Efficiency Factors were 
compared. With the application of Lean tenets, clubbed with improvement in 
competency, an overall improvement of 95% in productivity and 48.80% 
improvement in PEF. Below are the results:  

Month  Defect Productivity 
PEF 

Waiting Time 
Saved 

Month-1 1.43 33.50% - 

Month-2 2.27 40.40% 160 hours 

Month-3 2.34 43.60% 270 hours 

Month-4 2.79 48.80% 171 Hours 

4   Conclusions 

In this paper we have presented an ongoing experience of application of Lean 
principles and few Lean tenets on automotive software maintenance projects. By 
adopting Lean principles, we noticed overall it enhances the efficiency of the system, 
reduces cost and improves cycle time and quality and delivers value to the customer. 
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Abstract. Over the years, there have been many models developed to assess 
Test and Quality related processes, which have not gained any universal 
acceptance by the industry at large. Even today, there is no fully accepted, 
independent standard model available. This paper describes the experiences of 
the TMMi Foundation with developing an open, independent and public 
standard model for Test and Quality related processes called the Test Maturity 
Model Integration. Instead of relying on a proprietary method and so-called 
“best practices” from individuals, the TMMi Foundation set out to develop a 
model for testing and quality-related processes that captures the know-how and 
experiences of test practitioners, related process models. TMMi is emerging as 
the industry standard developed by practitioners for practitioners. 
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1   Introduction 

Over the years, there have been many models developed to assess the Test and 
Quality related processes, which have not gained any universal acceptance by the 
industry at large1. While many models exist even today, there is no accepted, standard 
model available2. Therefore in 2005 a group of leading test and quality practitioners 
from across the world decided to define a model and launched the TMMi Foundation. 
This non-profit organization has the objective of promoting and providing the 
infrastructure to manage a standard for a testing-specific maturity model available to 
all – the Test Maturity Model Integration (TMMi).  

Working across industry and academic boundaries to develop a standard Model 
that can be used in isolation or in support of other process improvement models such 
as CMMI® is never easy considering the sometimes conflicting objectives of each 
group. Moreover, with Testing Services enjoying an unprecedented growth story in 
the Software Development and Computer Services industry3, a lot of pressure exists 
to get the model right and universally accepted by the industry, covering all sectors, 
applications and delivery/service models.  

Previous models mostly failed to get the required universal support: usually 
because they were not being based on the needs of a broad enough stakeholder group 
and not consistently maintained and improved to keep pace with emerging trends and 
needs. Moreover, alignment with existing industry models was sometimes not at the 
level necessary to show the success the combination of different models can have. 
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The TMMi Foundation aims to solve these issues with model development for testing 
and quality-related processes. This paper focuses on the process of model development 
by sharing lessons learned when involving multiple industry groups and reviewers as 
well as the challenge of marketing a new, public model in a mature market. 

2   Background 

TMMi as a Process Reference Model (PRM) was based on the TMM framework4 as 
developed by the Illinois Institute of Technology as one of its major sources. In 
addition to the TMM, it was influenced by the work done on the Capability Maturity 
Model Integration (CMMI), a process improvement model that has widespread 
support in the IT industry as well as quality models from Gelperin and Hetzel5 as well 
as international testing standards such as IEEE 8296 or the terminology used by 
ISTQB7. The working group for model development used these sources and others in 
addition to their personal experiences in the field of Software Testing to come up with 
specific goals and practices for each process area that were then subjected to a 
thorough review by a broad review board. 

Moreover, an Assessment Method Accreditation/Audit Framework for TMMi® as a 
Process Assessment Model (PAM) in accordance with ISO/IEC 15504 is being 
developed together with the process to certify commercial assessment methods against 
the standard model. This represents a crucial step in making the PRM applicable and any 
assessment results reusable and comprehensible. All resources can be downloaded free of 
charge from the TMMi Foundation homepage, www.tmmifoundation.org 

3   TMMi Model Development  

The working group members for Model Development and Maintenance come from a 
wide cross section of industry organizations and academic institutions. Working in 
virtual teams and a variety of input, together with a public review process comes with 
challenges, but also a much better opportunity to “get it right first” and facilitate an 
early adoption of the model through the inclusion of many feedback comments. 

Since the concepts of TMM have already been published4, 8, a major activity for the 
working group consisted of consolidating available sources and comparing them to 
existing industry and proprietary frameworks and process models to ensure TMMi’s 
compatibility with these models. The working group set out to develop TMMi in 2 
stages, focusing on describing the overall objectives of TMMi together with a detailed 
description of maturity levels 2 and 3 for a first release. Various supporting organizations 
and reviewers were invited, with the outcome being the release of TMMi level 2 in 2008 
and level 3 in 2009. Using feedback gathered on these two levels and broadening the 
working group to enable more global participation, the full level 4 was then released in 
2010 with the completion of level 5 planned for 2011. This continuous release schedule 
shows the commitment of the TMMi Foundation to consider a variety of inputs for the 
TMMi, and the commitment of each working group member and reviewer to stay 
involved in the model development and maintenance over a prolonged period of time. It 
should be noted that all this effort by the working group members and reviewers was 
given voluntarily and freely. 
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Each process area was defined by the working group at a higher level for a first 
review, consisting of the following elements: 

- Purpose 
- Introductory Notes 
- Scope 
- Specific Goal and Practice Summary 

The working group undertook an extensive, cyclical peer review of the initial 
drafts before submitting to the independent review board. The review board consists 
of approximately 90 individuals who were signed up members of the TMMi 
Foundation without any specific membership requirements such as organizational 
alignment etc. The review board was provided with a feedback template and 
expectations for the review process, with the whole process being coordinated and 
facilitated by a working group member. Upon receiving input after a 4 week review 
period, each feedback comment was reviewed and either incorporated into the next 
draft or rejected by the working group. A second review cycle with the same review 
board then followed the definition of the specific and generic practices. 

Particular focus was being put on not only fulfilling the requirements laid out by 
ISO/IEC 15504 regarding the fundamental elements of a Process Reference Model, 
but actually providing additional details for the purpose and expected outcomes of 
each process. The model not only looks for a pragmatic generic process and expected 
activities to be in place for an efficient and effective testing process but also looks to 
ensure it is fully deployed and used operationally within the organizational unit. This 
approach was taken with the objective of making TMMi readily usable to a wide 
audience, providing examples and references to other models. This approach can be 
seen in the following excerpt of a specific practice description for the Process Area 
PA3.4 Non-Functional Testing at TMMi level 3: 

SP 2.2 Define the non-functional test approach 
The test approach is defined to mitigate the identified and prioritized non-functional 
product risks. 

Typical work products 
1. Non-functional test approach (documented in a test plan) 
The approach should be described in sufficient detail to support the identification of 
major test tasks and estimation of the time required to do each one. 
Sub-practices 
1. Select the non-functional test techniques to be used 
Examples of non-functional test techniques to be selected include the following: 

• Heuristic evaluation, survey and questionnaires for usability 
• Operational profiles for reliability 
• Load, stress and volume testing for efficiency 

Note that also black box, white box techniques and experienced-based techniques 
such as exploratory testing and checklists can be selected to test specific non-
functional quality attributes. 

This attention to detail and broad input lead to some lessons learned as part of this 
journey. The commitment to timelines needs to be enforced by a central working 
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group, especially when considering a large and dispersed review board coming from 
different backgrounds and viewpoints. In order to gain acceptance to the final work 
product each review comment needs to be analyzed and brought to closure, either by 
using the comment to update the actual model or by providing a traceable and 
comprehensible reason for rejection. Moreover, while the software testing industry is 
used to working in virtual teams, some time and expenses should be allocated to 
physical meetings by the core team in order to speed up the thought process and be 
able to foster a more creative working environment than one solely based on email 
and collaboration platforms. Finally, while parallel work streams seemed to be 
feasible for each process area (thus speeding up model development), the author had 
to realize that given the large interdependency of each process area within the model a 
sequential approach was more efficient and effective in the end. 

4   Conclusions 

Model development for a broad topic such as process improvement of testing and 
quality-related processes comes with a specific set of challenges. The iterative and 
collaborative way of working established by the TMMi Foundation proved to be an 
appropriate way of incorporating many different streams of thought while enabling 
the delivery of a high quality product. The TMMi Foundation is now working on 
finalizing the description of TMMi level 5 as well as the creation of a PAM as 
guidance for TMMi assessment processes. 

Acknowledgments. The author would like to acknowledge the TMMi Foundation 
Working group for Model Development for all their dedication and commitment to 
delivering the TMMi level descriptions. 
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Abstract. Based on assessing and supporting improvements in the test processes of 
many organizations, the author has compiled a ‘top 10’ of recommendations that 
are frequently identified as ‘quick wins’. These are practical suggestions that are 
typically low cost but high benefit in terms of solving problems with the testing 
process and helping to achieve improvement goals such as improved test 
effectiveness, reduced test execution time, etc. in support of higher level business 
goals such as quality improvement or productivity improvement. 

1   Introduction 

Given that testing typically accounts for 30-40% of the overall development effort, it is a 
key area to leverage in support of your business goals such as time or cost reduction or 
quality improvement.  To give explicit support for this, test process improvement models 
have been developed to complement software/systems process assessment/improvement 
frameworks by providing additional detail on test related processes. In Ireland models 
such as TPI® and TMMi® have had some limited use in various industry domains but in 
general this use is limited to informal use (rather than organizations pursuing formal 
accreditation where available). Indeed the author has experienced many organizations 
that just look for expert independent assessments of their current practice with a view to 
providing practical recommendations to help solve their problems and achieve their 
goals. The use of a model is often not formally requested. However, in the authors 
experience of performing these informal assessments there are common patterns which 
are found and which have a strong correlation to the key areas in the models.  

The main drivers for these assessments have included: 

• A recent or current project that has/is not meeting expectations or commitments. 
• High priority business/department drivers such as 
• Cost reduction  
• Improving Customer/Business/User Satisfaction  
• Productivity increases  
• Quality improvement 
• The need to scale up operations and provide more structure 
• Internal stakeholder dissatisfaction 
• Poor management or operations visibility on project progress 
• Inconsistency across projects 
• A continuous improvement program 
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• A new hire or champion 
• A new customer or project 
• A customer demand or commitment 
• Achievement of a defined standard 

2   Experiences 

An interesting observation is that a number of the key recommendations from the 
above test process assessments often relate to processes that interface/interact with 
testing. These broader issues and associated recommendations are addressed in 
systems/software process assessment/improvement frameworks but are often outside 
the scope of test specific models. This highlights a key learning point in not being too 
rigid when limiting the scope of an assessment to an area such as test. It also implies 
that the assessor(s) should ideally have some expertise in areas that bound the testing 
process rather than being test specific.    

Based on assessing and supporting improvements in the test processes of many 
organizations, the author has compiled a ‘top 10’ of recommendations that are frequently 
identified as ‘quick wins’. These are practical suggestions that are typically low cost but 
high benefit in terms of solving problems with the testing process and helping to achieve 
improvement goals such as improved test effectiveness, reduced test execution time, etc. 
in support of higher level business goals such as quality improvement or productivity 
improvement. Many of these principles and approaches are embedded in industry 
standards/models such as TPI® and TMMi®.  Many of the recommendations also relate 
to elements of the ISTQB body of knowledge and to testing methodologies such as 
TMap®. It should be noted of course that the organizational context of course will result 
in often significant variations in the findings and recommendations and in particular the 
priorities will be specific to an organisation’s business drivers and objectives. 

This list is also influenced by more recent work where varying degrees of agile 
implementation are to be found which create variations on the findings/recommendations. 
This presentation will include these variations and draw conclusions for implications for 
the traditional test/software process improvement models which, at least on the surface, 
seem to relate to more plan-driven sequential lifecycles. 

3   Top 10 Recommendations (Not in Any Order of Priority) 

1. Improve the overall test strategy/approach 
o Clarify product risks associated with functional and non-functional 

requirements and then define the associated test levels needed to address 
them. This would include defining objectives and entry/exit criteria 
(including coverage measures) for each test level like unit test and 
system test to minimize duplication and maximize coverage. 

o For agile projects it is key to adapt the test strategy for iterative/incremental 
development (with greater need for regression testing and hence 
automation) and using approaches suitable for lightweight documentation 
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2. Use relevant test design techniques 
3. Implement a risk-based approach to testing 

o A key element is the use of risk workshops with key stakeholders to 
identify and analyse the product risks to feed into testing 

4. Improve vendor quality management in particular 
o Agree an integrated test strategy/approach 
o Agree review/milestone points and test related deliverables 

5. Perform testing earlier in the lifecycle, in particular 
o Review requirements formally to identify major faults 
o Design test cases early as issues will be found in requirements as a side 

effect 
o Validate requirements with users (e.g. through validation prototypes) 

6. Provide a lightweight definition of the testing process with supporting 
templates/tools and checklists 

7. Improve test planning  
o Define and agree the key elements of a project plan for testing (see IEEE 

829 for a template) to help ensure buy-in from relevant stakeholders and 
to get consensus on the balance between risk and cost/time/scope 

o Ensure integration with overall project plan 

8. Improve test estimation 
o Actually part of planning above but often needs to be emphasized to 

consider for example using metrics based estimation using historical 
data and/or having adequate review of estimates 

o In an agile context needs to be included in overall team planning for 
example in Sprint planning in Scrum and incorporated into overall sprint 
velocity based on a definition of ‘done’ (effective exit criteria) 

9. Ensure adequacy of  test environments and configuration control thereof 
particularly for system test 

10. Improve configuration management 
o This applies to configuration management of testware and of 

configuration items on the development side and ensuring integration 
and traceability between them. 
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Abstract. The recent release of CMMI V1.3 incorporates a number of changes 
to the model and framework; one of the more interesting is the decision to do 
away with Capability Levels 4 and 5 in the Continuous Representation, while 
retaining the high levels of Organizational Maturity.  This paper examines some 
of the issues that may have driven this decision, and explores the opportunity 
provided for greater interaction between CMMI and ISO/IEC 15504. 
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1   Introduction 

The recent release of the V 1.3 of the CMMI [1] incorporates some interesting 
decisions on the structure and content of the family of process models.  One of the 
more significant is the decision to do away with Capability Levels 4 and 5 in the 
Continuous Representation, while retaining the high levels of Organizational 
Maturity.  At first sight, this appears to establish a degree of inconsistency between 
the two representations in CMMI; further, it seems to further separate the CMMI 
framework from that defined in ISO/IEC 15504.  In this discussion, it is argued that 
none of these first impressions is correct; it will be shown that the decision in fact 
addresses an inconsistency existing in previous versions of CMMI, and that it offers a 
significant opportunity for greater interaction between CMMI and ISO/IEC 15504. 

2   CMMI Model Structure 

The principal elements of the CMMI models are the Process Areas; in V1.3, there are 22 
Process Areas defined.  A process Area is " a cluster of related practices in an area that, 
when implemented collectively, satisfies a set of goals considered important for making 
improvement in that area." [1, p 11].  The CMMI Product Team makes it clear that, while 
the CMMI models are based on achieving process improvement, and draw from a long 
tradition of theory and practice, the Process Areas are not intended to be equated to 
process descriptions – "CMMI models provide guidance to use when developing 
processes. CMMI models are not processes or process descriptions." [1, p5]. 

CMMI models have to "representations"; a Staged Representation, with the Process 
Areas clustered to define Maturity Levels (from 2 to 5), and a Continuous 
Representation in which each Process Area is viewed as achieving a Capability Level.  
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In CMMI models up to Version 1.2 [2], there are 5 Capability Levels; in Version 1.3, 
however, the scale of Capability Levels extends only to CL3.  This decision resulted 
from one of the key issues driving the revision – to improve high maturity material in 
the models. 

The fact that a Process Area is not, and is not intended to be, a process, sets up an 
issue of consistency in addressing the assessment of higher levels of process 
capability – CL4 and CL5 – in V1.2 and earlier models.  A formal mapping of CMMI 
(V1.1) to the processes defined in ISO/IEC 12207 [2] demonstrates that Process Areas 
map to multiple processes, and the same process can be identified in multiple Process 
Areas.  Because of the high degree of granularity of most CMMI Process Areas, it is 
difficult to establish empirically that the entire Process Area is "quantitatively 
managed".  To rate a complete Process Area as achieving CL4 or CL5 would require 
that quantitative management had been achieved in a majority of the processes 
addressed in the Process Area – a difficult (if not impossible) factor to demonstrate.  
This means that it is quite possible for an organization to achieve Maturity Level 4 (or 
5) without any of its Process Areas being assessed at Capability Levels 4 or 5. 

In the establishment of high maturity, this issue is addressed satisfactorily, by limiting 
the required scope of quantitative management to "sub-processes", elements of Process 
Areas that are more similar to the life cycle processes of ISO/IEC 12207 or ISO/IEC 
15288. Prior to the release of V1.3, it was quite possible for an organization to achieve 
Maturity Level 4 (or 5) without any of its Process Areas being assessed at Capability 
Levels 4 or 5.  With the release of CMMI V1.3, this issue has been addressed by 
removing Capability Levels 4 and 5 from the scale in the Continuous Representation. 
The requirement to establish that quantitative management of "selected sub-processes" is 
established is still present, however, and applicable to the establishment of Maturity 
Levels 4 and 5.  With the restriction to the Capability Scale, the previous inconsistency 
has been removed; however, it leaves unaddressed the issue of how the achievement of 
quantitative process management can be best demonstrated. 

3   Process Capability in ISO/IEC 15504 

ISO/IEC 15504-2 [4] defines a Measurement Framework for process capability, 
defined as "a characterization of the ability of a process to meet current or projected 
business goals".  The framework provides a six point ordinal scale for assessment of 
capability; detailed empirical studies through the SPICE Trials have demonstrated the 
internal consistency and predictive validity of the scale [5, 6]. 

The measurement framework for Capability Levels 4 and 5 are strongly aligned to 
the Generic Practices for CL4 and CL5 in V1.2 of CMMI [4], and describes the 
characteristics of a quantitatively managed and quantitatively improving process.  The 
processes to which the framework are applicable cover a wide range of functions in 
the Information Technology domain, and have been shown to be applicable in other 
domains.  Process models are currently available that address software engineering 
(ISO/IEC 15504-5), systems engineering (ISO/IEC 15504-6) and the automotive 
domain; models under development will address IT service management (ISO/IEC 
15504-8), safety engineering (ISO/IEC 15504-10) software testing (ISO/IEC 33063) 
and medical device software. 
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The processes (in an ISO/IEC 15504 assessment) are well defined entities, 
described in terms of the purpose of performing the process, and the identified 
outcomes of performance.  The granularity of the models is in general such that it is 
not difficult to equate these well-described processes to the "selected processes or 
sub-processes" specified in the CMMI High Maturity Process Areas.  The assessment 
of process capability in selected processes as CL4 or CL5, then, can be seen as 
confirming achievement of key aspects of these High Maturity Process Areas. 

4   Conclusions 

The revision of the high maturity features – and specifically the removal of Capability 
Levels 4 and 5 from the Continuous Representation of CMMI – can be seen to 
provide an opportunity for merging aspects of CMMI appraisals and 15504 
assessments, in order to provide a higher standard of proof of achievement of high 
levels of maturity.  The demonstration of Capability Levels 4 and 5 specified in 
ISO/IEC 15504 clearly requires the same or similar performance to the establishment 
of "quantitative management of sub-processes", required in CMMI appraisals. 

It would seem logical, then, that a combination assessment – incorporating ISO/IEC 
15504 assessment of selected individual processes, whether from software (Part 5), 
system (Part 6) or service management (Part 8) processes, would provide ample evidence 
for the establishment of the degree of quantitative management expected in a CMMI 
appraisal.  In particular, the application of conformity assessment in the domain of 15504 
assessments of process capability [7] will enable solid, certified evidence of achievement 
of quantitative management of process performance and improvement to reinforce the 
evidence of satisfaction of the CMMI high maturity process areas. 
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Abstract. CMC, part of the TATA Group, is a leading Embedded, Engineering 
and IT consulting firm based in Hyderabad, India. CMC is customer focused 
with an emphasis on quality which is evidenced through the achievement of 
ISO 9001, SEI-CMMI Level 5 and Auto SPICE Level 3 certifications for its 
operations in all of its delivery centers. CMC has been continuously striving for 
Process innovation with the ultimate goal of achieving productivity 
improvements to the delight of customer.CMC observes that process innovation 
has a direct correlation to the customer satisfaction levels. Coupled with the 
effective project management, vision driven leadership has shown an increasing 
trend in the customer satisfaction index. As a matured organization it was 
imperative that a sustainable rewarding culture for process improvements was 
developed and nurtured. Process improvements at CMC are triggered with the 
objective of improving granular level planning and in order to improve a 
process we change the tasks. Tasks may be eliminated or combined. The 
sequence in which they are performed may be changed. The location where 
they are performed or the people doing them may be changed. And, the method 
of accomplishing them may be changed, often by changing tools and 
equipment. When these changes are well conceived they can produce positive 
results in two ways, - better results and lower costs. 

1   Introduction 

The Automotive industry predominantly deals with around 80% of code/ components 
being reused. With the recent bigger turn down in the automotive industry, the challenge 
and onus is laid on cost effective product delivery. While testing contributes around 30% 
of the complete development lifecycle, there is tremendous dependency on its outcome 
for the overall product delivered by the customer to its clients. Therefore, there is great 
onus and responsibility on CMC not only to complete the customer requirements but also 
to meet the industry demanding cost and quality objectives. This is achievable amongst 
other things through Process innovation. 

2   Background, Approach , Process Innovations 

Leads across the projects are handling tasks with the focus of process innovation and 
teams have initiated many improvement steps that resulted in Improvement in quality 
of deliverables, cycle time reduction and reduction of efforts needed to execute the 
projects. Proactive risk identification enables identifying improvements opportunities. 
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Most often the risk management process plays a pivotal role in enabling 
improvements, the project teams at the inception of the project are tasked with the job 
of identifying potential risks (identified by brainstorming and case scenario ways). 
During the process of identifying mitigation plans, the project teams envisage the 
option of translating the mitigation plan into an improvement initiative. 

Additionally, a detailed analysis of customer feedback (collected from direct and 
indirect means from about 100¬¬+ clients) was performed and this has revealed that 
the customer delight was primarily because of cycle time reduction and zero defect 
delivery. Also the root cause analysis (RCAs) performed over low CSI identified the 
fact that rework and schedule slippage have been the major contributors. As the 
automotive electronics group is certified for AutoSPICE, periodic SPICE assessments 
and SPICE framework training programs have the provided the technology teams 
with a new dimension of improving the engineering processes.  

We provide below a few cases that demonstrate the productivity improvements / 
Process innovations. 

• As part of the software development process, there was a huge dependency on the 
hardware availability for the testing activity to begin, sometimes resulting in schedule 
slippages. In consultation with the customer, CMC has introduced/ implemented 
simulation-based development and testing where the hardware peripherals are 
simulated and this simulation has been used for the testing of ECU software. In this 
process, most of the software development/ testing can be completed; errors in the 
software can be detected and fixed before the availability of hardware. This has 
reduced on-target-testing, debugging time and most importantly rework effort, 
thereby saving time and cost. 
• One of the activities performed under Braking projects is the communications I/O 
functional testing. This requires a detailed test plan to be prepared from an input file 
called CAN dbc. The dbc file typically comprises of large number of functional 
messages used by various nodes in the in-vehicle network. Earlier, this activity of test 
plan creation was manually done by a tester by reading each signal from the dbc file 
and copying the same in to the test plan workbook. This activity consumed few days 
of laborious work and was prone to lot of errors. In order to overcome this problem, 
CMC proactively came up with an innovative idea of developing a tool that would 
simply parse the entire dbc format file and populate all the signal requirements in the 
test plan in few seconds. This idea was very much appreciated by the client and lead 
to improvement in quality and productivity. 
• Air-bag Verification & Validation projects need crash signals as inputs to validate 
the performance of the Electronic Control Unit (ECU). These signals were earlier 
generated using the arbitrary waveform generators (AWG). These generators were 
limited in number and had to be shared among multiple projects resulting in delivery 
schedule pressures. CMC teams have proactively developed special hardware boards 
customized for these projects. These are relatively less expensive and can be locally 
fabricated.  

Productivity (no of test cases executed/day)  Improvement in each category. 

The availability of these boards resulted in quicker execution of the projects with less 
pressure on the teams as the wait-time for the AWGs has been avoided. 
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Hardware spy tool is an example of an in-house tool developed by CMC engineers, 
who have helped in effective usage/ sharing of the CANALYSER/CAN Cards among 
the teams. Three tier architecture was used for developing this application. 

3   Architecture of the SPY Tool 

The application consists of the following package. 

• Window services developed in VB.NET, which shall extract the details of 
hardware resource like serial number and PC's Mac address. 

• Centralized database server using SQL SERVER 2000 to store hardware’s and 
user’s data which always gets updated through the windows services installed in 
all PCs’. 

• Web Application which will display the information of all the available 
resources, by extracting data from the centralized database server. 

This Innovation helps to  

• Effectively track and utilize the available 'CAN' Hardware resources across 
windows network.  

• Helps in effectively Plan and execute the projects where hardware resources like 
digital meters, CAN hardware, Barcode readers, Printers etc. are shared by 
multiple users. 

• Prevents manual tracking of resources there by saving lot of productive time of 
both the employees and managers  

• This has resulted in significant cost reduction (approximately USD 0.6 million in 
2 years time for a specific customer and this can be deployed across projects 

As part of Design for Manufacturability guide lines process every design need to 
under go the Conductive Anodic Filament (CAF) violation check. The previous 
process for CAF violation check script was taking more time for execution and 
manual interaction was required. CMC has proactively developed new script which 
has reduced the manual work and reduced the execution time almost 150 times. The 
previous CAF violation script was executed on exporting the data using report writer 
which is in Microsoft excel (xls) file. The new script is executed on PCB design 
application and used the application memory that improved the performance and 
reduced the manual work of exporting the data in to Microsoft excel. This has been 
well acknowledged and appreciated by the customer. 

The tools used for independent verification and validation did not provide entire set 
of scripts for code verification to verify compliance for software implementation 
guidelines. The guideline documents contained the rules derived from experience, 
where the tools did not really help. So it involved manual verification and more effort. 
CMC took up the task of updating the scripts database so that this entire manual effort 
is eliminated. Today we have database that can cater various coding rules besides the 
Misra. 

In challenging scenarios, where time to market is one of the key aspects of delivery 
management, the Project Managers had the challenge of optimal utilization of resources, 
this was augmented with the help of burn down charts, through understanding of the 
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work loads and effectively managing them. Routine health checks and reviews have also 
triggered process improvements in terms of updates to the checklist and training 
materials. 

One of the key drivers for achieving the process improvements and innovations has 
been a strong training program – technology coupled with process training with the 
basic awareness in the delivery team about customer landscape and its drive towards 
cost/ quality delivery. The HUB SPOKE model approach is being implemented for 
building the competency levels of the team,  

• Core team in the Automotive Electronics group across the verticals Hardware, 
Software Verification and validation having expected expertise mobilized 
internally  

• Each member of core team assigned as a coach and mentor to 4-5 member 
technical team 

• Ramp-up in any of the verticals is done by adding a new Hub-Spoke Unit (HSU) 
each time. 

• Mobilization done through lateral hires, up-skilling of internal associates, 
academic institutes and leveraging alliances. 

4   Conclusions 

It has been observed that process innovation has a direct correlation to the customer 
satisfaction levels. Coupled with the effective project management, vision driven 
leadership has shown an increasing trend in the customer satisfaction index. Repeat 
business and an increase in the employee motivation levels (resulted from internal 
employee satisfaction survey) have been observed. Organizations need to focus on 
process improvements as these lead to better motivation and lead up to the challenges for 
employees to better their performance, thereby leading to an increased customer 
satisfaction. 
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Abstract. This article presents objectives, strategy and early results of a process 
improvement experience using Enterprise SPICE and SPICE for Research 
models in a 12-months process improvement cycle (from January to December 
2011). This cycle has been performed in a Research, Development and 
Innovation (R&D&I) Division on Software Quality and Process Improvement 
of CTI Renato Archer, a Brazilian Information Technology R&D&I Center. 
This process improvement cycle is using values and principles of process 
improvement and PRO2PI Methodology (Process Modeling Profile to drive 
Process Improvement) to guide the process improvement. 

Keywords: Process Improvement, SPI Manifesto, PRO2PI Methodology. 

1   Introduction 

DMPQS is a Research, Development and Innovation (R&D&I) Division on Software 
Quality and Process Improvement of CTI Renato Archer, a Brazilian Information 
Technology R&D&I Center (www.cti.gov.br). In 2009, DMPQS R&D&I activities 
included the usage of Systematic Literature Review technique and the production of 
Technical Reports, the participation in a Digital Convergence Institute. The activities 
also included the decision to converge its current efforts towards a Digital 
Convergence focus as part of CTI 2011-2015 strategic planning. Following its 
continuous improvement, DMPQS is been performing a process improvement cycle 
from January to December 2011. 

This process improvement cycle is using the three values and ten principles of 
Software Process Improvement defined in the SPI Manifesto [1] and the PRO2PI 
Methodology (Process Modeling Profile to drive Process Improvement) [2]to guide 
the process improvement. Following PRO2PI method for process improvement cycle 
(PRO2PI-CYCLE), one of the first actions was to define the organizational objectives 
for the cycle. The main objective is related with improving the current improvement 
efforts towards more integration with the upper levels strategic objectives and towards 
better results on integration R&D&I. The strategy was to act in both a strategic vision 
and more operational actions in order to include all integrants of DMPQS. 
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2   Process Capability Profile to Guide Process Improvement 

One of the first actionsis to establish a Process Modeling Profile to guide the process 
improvement. This profile is composed of three types of models: Process Capability 
Profile, Process Enactment Description and Process Performance Indicator. The term 
“establish” is used in PRO2PI with a specific and broad meaning, including: 
identification of organizational context and objectives, identification of relevant reference 
models, definition of a Process Modeling Profile with specification models for the 
improved process, an analysis of the current processes in terms of the specification 
models and a revision of the specification models. These models cover capability profile, 
enactment descriptions and performance indicators. 

This section describes the establishment of Process Capability Profile. For Process 
Capability Profile specification model the decision was to use the Enterprise SPICE 
model [3] (Figure 1)as the main reference. Enterprise SPICE® is an integrated model for 
enterprise-wide assessment and improvement for use with international standard 
ISO/IEC 15504 (SPICE). Therefore Enterprise SPICE is a SPICE PAM (SPICE 
compatible Process Assessment Model). It provides an efficient and effective mechanism 
for assessing and improving processes deployed across an enterprise. Enterprise SPICE 
defines 29 processes organized into 4 categories (Figure 1). 

 

Fig. 1. Enterprise SPICE´s Categories and Processes 

From an analyses of the objectives and the current situation, two Enterprise SPICE 
processes (Enterprise Governance and Knowledge Management) were selected, both at 
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capability level 2, as the Process Capability Profile specification model for this cycle. An 
Enterprise SPICE process, as any other SPICE PAM process, is actually a reference 
process to guide the establishment of processes in the organization to achieve the 
reference process purpose. 

The purpose of the Enterprise Governance process is to guide the establishment of 
processes to “establish strategic enterprise direction and ensure the enterprise 
achieves its goals and objectives”. 

The purpose of the Knowledge Management process is to guide the establishment 
of processes to“ensure that individual knowledge, information and skills are collected, 
shared, reused and improved throughout the organization”. 

Another decision was to use the SPICE for Research model[4] as a complementary 
reference because, for DMPQS´s context (R&D&I Division) it defines lower level 
processes to help the implementation of some aspects of the selected Enterprise 
SPICE processes. SPICE for Research is a SPICE PAM developed by CTI and 
Unicamp (State University of Campinas, www.unicamp.br) for University Research 
Laboratory (URLab). An URLab is a unique environment that performs knowledge-
intensive activities. It needs systematic organization in its management processes to 
consider a satisfactory integrated vision associating the strategy, mission, people, 
culture, infrastructure, and mainly knowledge actions. SPICE for Research defines 25 
processes organized into 6 process groups (Figure 2). 

 

Fig. 2. SPICE for Research´s Process Groups and Processes 

For Enterprise SPICE´s Enterprise Governance process, all three processes from 
SPICE for Research´s Strategic and Mission process group were selected 
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(StrategicPlanning, Research Agenda and Cooperation and Capillarity), all three at 
capability level 2. The purpose of Strategic Planning process is to guide the 
establishment of processes to “Establish a common reference for the vision, mission 
and strategic goals in conformance with higher level strategic plan such as the 
faculty’s and university’s plans [and the R&D&I Center strategic planning]”. The 
purpose of Research Agenda process is to guide the establishment of processes to 
“Establish a common reference for the research agenda in conformance with the 
URLab[or R&D&I Division] strategic planning and its competencies”. The purpose 
of Cooperation and Capillarity process is to guide the establishment of processes to 
“Identify, establish, coordinate and monitor the cooperation, formal and informal 
relationships and also the capacity toinfluence in other entities and external agents 
with ethicsand legal limitations”. 

For Enterprise SPICE´s Knowledge Management process, two processes from 
SPICE for Research´s Knowledge process group were selected:Knowledge 
Identification(at capability level 2) and Knowledge Representation(at capability level 
3). The purpose of Knowledge Identification process is to guide the establishment of 
processes to “Guarantee the identification of existing knowledge or the necessary for 
future actions of the strategic goals”. One action is to establish Systematic Literature 
Review as a basis for external knowledge identification for all major R&D&I efforts. 
The purpose of KnowledgeRepresentation process is to guide the establishment of 
processes to “Stimulate and guarantee that the knowledgegenerated is represented to 
be useful for others”. One action is to establish a standard process to represent all 
relevant R&D&I results as Technical Reports. 

3   Conclusions 

A SPICE PAM, such us Enterprise SPICE and SPICE for Research, is target to be 
used as reference for process assessment. However, it can be, and it has been, used 
also as a reference for improvement. There is a third perspective to complete the 
usage of a SPICE model: be a reference to think about an organization. This third 
perspective has been already performed with success in this process improvement 
cycle. At the end of 2011, the cycle is planned to be completed and a formal 
assessment is planned for 2012. 
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Abstract. Traceability is central to medical device software development and 
essential for regulatory approval. To achieve compliance an effective 
traceability process needs to be in place. This is difficult to achieve due to the 
lack of specific guidance which the medical device regulations and standards 
provides. This has resulted in many medical device companies employing 
inefficient software traceability processes. In this paper we briefly outline the 
development and implementation of Med-Trace a lightweight software 
traceability process assessment and improvement method for the medical device 
industry.  
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1   Introduction 

The important role that software plays in medical devices continues to increase.  This 
has taken place in conjunction with the demand for increased medical device 
functionality. As a result of both of these factors  the complexity of medical device 
software and its development has also increased [1]. This has necessitated the 
requirement for effective traceability and risk management processes and tools to be 
in place to facilitate the development of medical device software.  

Medical device companies must ensure that they comply with medical device 
regulations as governed by the region in which they wish to market their device. If a 
device is to be marketed in Europe the medical device should be developed using 
processes that comply with the European Council’s Medical Device Directive (MDD) 
(1993/42/EEC) [2]  and amendment MDD (2007/47/EC) [3]. When a medical device 
is to be marketed in the United States (US) the medical device should be developed 
using processes that comply with the Food and Drug Administration (FDA) 
guidelines. In both locations the medical device companies must be able to produce 
sufficient evidence to support their product’s compliance.   

In addition to achieve compliance national regulatory requirements also recommend 
conformance to a number of international standards which include: IEC 62304:2006 [4],  
ISO 14971:2007 [5], ISO 13485:2003 [6] and  IEC 62366:2007 [7].  Given the need to 
address the requirements of national regulations and international standards software 
medical device companies are focused on compliance. While this is essential to market 
their products it has resulted in a lack of emphasis on process improvement and the 
achievements of its associated benefits [8].  
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2   Software Traceability 

Software traceability refers to the ability to describe and follow the life of a 
requirement in both a forward and backward direction. This includes from its origins, 
specification, development, subsequent deployment and use and through periods of 
on-going refinement and iteration in any of these phases. The deployment of an 
effective traceability process is essential to facilitate the  development of  high quality 
software systems [9]. Therefore software traceability is central to medical device 
software development and essential for regulatory compliance.    

In order to comply with the regulatory requirements of the medical device industry 
it is necessary to have clear linkages and traceability from requirements - including 
risks and hazards - through the different stages of the software development and 
maintenance lifecycles.  The regulatory bodies request that medical device software 
development organizations clearly demonstrate how they follow a software 
development lifecycle without mandating a particular lifecycle. This is further 
compounded by the requirement to adhere to numerous standards without guidance on 
how they should be implemented.  Given the lack of guidance and importance that 
traceability plays in medical device software development it was recognized that this 
was an important area which needed to be addressed.  The authors decided to tackle 
this issue by developing a lightweight assessment method called Med-Trace, 
specifically to assist companies to adhere to the traceability aspects of the medical 
device software standards and regulations and also to improve their process. 

3   Med-Trace and Observations from Two Assessments 

Based on the results from an extensive literature review, the relevant areas of the  
CMMI® [10], ISO/IEC 15504-5:2006 [11] and previous experience of developing 
lightweight process assessment methods Med-Trace has been developed. Med-Trace 
is a lightweight assessment method that provides a means of assessing the capability 
of an organization in relation to medical device software traceability. It enables 
software development organizations to gain an understanding of the fundamental 
traceability best practices based on the software engineering traceability literature, 
software process models, and the relevant medical device regulations and standards. 
Med-Trace may be used to diagnose an organization’s strengths and weaknesses in 
relation to their medical device software development traceability practices. The goal 
of a Med-Trace assessment is not certification, but to assist medical device 
organizations to improve their software development traceability process.  

The Med-Trace assessment method contains eight specific stages. The assessment 
team normally consists of two assessors who share responsibility for conducting the 
assessment.  Stage 1, a preliminary meeting between the assessment team and the 
company wishing to undergo a Med-Trace assessment takes place.  During stage 2, 
the lead assessor provides an overview of the Med-Trace assessment to members of 
the organization. At stage 3 a review is undertaken of project documentation.  Staff 
from the organization with responsibility for traceability are interviewed at stage 4. 
At stage 5 the assessors jointly develop the findings report. Stage 6 involves 
presenting the findings report. Stage 7 is the collaborative development of a pathway 
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towards achieving highly effective and regulatory compliant traceability practices.  
Having participated in the development of this pathway the organization are 
responsible for its implementation. Stage 8 involves revisiting and reassessing the 
company approximately 3 months after the completion of stage 7 and reviewing 
progress against the recommended improvement path, a final report is also produced. 

Two Med-Trace assessments have taken place. The first was in an Irish medical 
device organization, Medical Electronic (a pseudonym). Medical Electronic develop 
electronic based medical devices that are marketed in the US and Europe.  The 
company recognized the importance traceability plays in medical device software 
development and they sought a lightweight assessment method to obtain guidance as 
to how they could improve their traceability process.  The second assessment took 
place in North Medical UK (a pseudonym). The company develop electronic-based 
medical devices that require compliance with both the FDA and the MDD. North 
Medical UK also sought a resource-light assessment method to obtain guidance as to 
how they could improve their software development traceability process.   

As a result of both assessments it was clear the organizations recognized the 
importance traceability plays in medical device software development. This was 
reflected in the fact that in each, a member of the management team was responsible 
for its implementation.  The lack of detailed guidance on how to implement 
traceability was highlighted by the management of Medical Electronic and North 
Medical UK. While these organizations both employed a process for traceability, in 
each case these needed to be improved and formalized.  The requirement for relevant 
training and the ability to record and leverage best practice with regard to traceability 
emerged.  The serious limitations of utilizing manual tools such as MS Office to 
manage traceability was also recognized and needed to be addressed by both 
organizations. 

The findings from the assessments identified important areas where improvements 
were required and these were confirmed in consultation with the management and staff 
of both organizations. The adoption of the development pathway provided realistic goals 
and the collaborative process provided motivation for their achievement.  Both 
organizations are implementing their respective development pathways and have agreed 
to be reassessed as part of stage 8 of the Med-Trace assessment method. 

4   Conclusions 

In this paper we have presented Med-Trace a resource light process assessment 
method for the medical device software industry that can pinpoint specific areas for 
improvement with regard to traceability. We will continue to refine Med-Trace based 
on the experience gained in undertaking future assessments, interaction with medical 
device software organizations and discussions with medical device regulatory bodies. 
It is envisaged that further research will be undertaken for the development of similar 
lightweight software process assessment methods in the future. 
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Abstract. The paper describes a possible way how to extend an existing process 
to fulfill the demands of Functional Safety from a process point of view. A 
systematic proceeding shall assure that the system under development reaches a 
sufficient small residual risk before it goes on to series production. Based on the 
existing company process at Continental several aspects will be scrutinized. In 
the end you will have a good overview of the similarities and differences of 
SPICE and Functional Safety and a first idea how to improve your processes to 
proceed on a safe way. 
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1   Introduction 

“SPICE is dead – long live Functional Safety!” Do you know such slogans? 
Especially – but not only – in the automotive industry many people think like that 
because of the upcoming ISO 26262 standards. But does this really mean that SPICE 
needs to be used no longer? Of course: NO! 

The problem rather is that many companies are already happy to demonstrate a 
SPICE level 2 to their customers. That result can be easily achieved because it needs 
only a single project that proceeds according to the demands of SPICE level 2. But 
starting with level 3, the organization itself enters the game, and here the above 
described projects will fail. The introduction of Functional Safety addresses an 
organizational top-down approach right from the beginning. Companies such as 
Continental have recognized this early and responded accordingly. You will see that, 
based on a lived company safety culture, the re-use and improvement of SPICE-
proven processes are important steps towards this goal. 

2   Background 

Functional Safety is a strong requirement that has to be fulfilled if you want to release 
new products that can cause harm to people and environment. You have to evaluate 
and reduce the risk of a product before you put it on the market. 

Functional Safety does not only cover the software part of a system but also the 
electronics part. Yet in contrast to software components hardware parts have a 
specific “feature”: they age. In the course of time the probability that a hardware part 
fails becomes higher and higher. Software cannot age. Without doing modifications 
software remains in the same state forever.  
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So what could be a reason that unmodified software fails? Right: the faults are 
there from the beginning. The task is to eliminate these faults, or better not to make 
any faults. And what is the best way to assure this? A mature and practicable process 
– doesn’t this sound familiar? If you want to check whether your process is able to 
produce correct software or not, you can use a process reference model, combine it 
with a capability scale and use both to perform an assessment. And here we are again: 
SPICE! 

Thus we see that the evaluation of its own processes against SPICE is a good basis 
for safety-related development. However, it still needs some enhancements in order to 
cover all process relevant aspects. 

3   Project Management Starts with a Safety Culture 

Project management is one of the most important processes in SPICE as well as in 
Functional Safety standards. You need it to plan, control, adjust, and report your 
project related activities. In addition, the ISO/FDIS 26262 demands, among other 
things, that the project independent “overall safety management” guides the project 
teams through every single step they have to take within their development work. 
Within the organization awareness shall be established that safety is not just the 
concern of a single project but of the whole organization. A clearly defined strategy is 
as important as an organization-wide training program to ensure the competence of 
project staff. The requirement for independent audits by persons outside the project or 
in worst case even outside the organization forces to abandon the project-specific way 
of thinking. Of course, the safety standards refer primarily to the security-related 
activities and roles. But is it therefore reasonable to treat all other activities with less 
attention? No, of course not. 

Continental has already started to establish an appropriate safety culture before the 
first draft of the ISO 26262 was available. A company-wide Safety Manager makes 
sure that the internal processes will conform to current safety standards. He ensures 
that the company's management is always aware of the importance of this issue. He 
takes care that product risks that are taken into account due to cost reduction measures 
must not be allowed. He communicates with independent certification bodies as well 
as with business-specific safety managers. Company wide training programs and 
defined role descriptions are passed to the business unit safety responsibles for  
the further implementation in their area. The Business Unit Safety Manager is the 
interface to the project teams. He offers them support in the implementation of the 
safety requirements, e.g. in the preparation of the project safety plan or the selection 
of the appropriate tool chain. He also takes care of the feedback from the projects by 
gathering and analysing the usability of the defined processes or the failure rates of 
the developed products. If all this was done properly, the Project Safety Manager - the 
classical Project Manager from SPICE – has to plan only “some” additional Safety 
Activities. 
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Fig. 1. Ensure a “Culture of Safe Working” in your organization 

4   I Know What to Do – But How? 

To work out the Safety Integrity Level (SIL) of a product respectively to decompose 
and assign it to the parts of a system by performing a hazard and risk analysis is a 
very important extension to the activities you have to plan and perform in a project. 
Only with the results from these analyses you are able to define the exact activities 
you need to do in your project. But not enough: by listing appropriate methods safety 
standards also give you a recommendation how to reach these goals. Is it sufficient, 
for example, to perform work product reviews by using a less formal walkthrough? 
Or do you have to perform a more formal method such as an inspection? Who should 
perform the review at all? A colleague from your own team, or a developer from the 
next project, or even a person from another organizational unit? SPICE says nothing 
about that. SPICE demands to review work product and to plan them in the project, 
but it leaves open how and by what method. 

At Continental it was necessary to expand the existing process meta model by 
another component: the methods. Now they are able to make a selection from the 
existing method descriptions along with a SIL-dependent tailoring system. 

5   Never Change a Safe System!  

Based on the hazard and risk analysis a specific process safety life cycle including the 
SIL-related methods was selected. Any change after start of development can cause a 
repetition of the whole effort. Therefore – particularly in safety-related systems – it is 
very important to specify most of the requirements at the beginning of the project and 
to mark the safety-related parts with dedicated attributes. Any modification can 
increase the likelihood that an error creeps in. 
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Fig. 2. Necessary meta model extensions for method selections 

 

Experienced project managers at Continental know of course that customers like to 
introduce changes to the software until just before start of series. These last-minute 
changes have a direct influence on the costs of development. Modification costs will 
incur only once, and updates can be flashed in an easy way. Hardware changes in the late 
phases will be carried out only in emergencies. Only if you stop the change management 
process early, you will have the chance to generate a stable and error-free software 
version.  Since unmodified software is not subject to random failures in the course of its 
use, you can focus on the process and reduce the risk of systematic errors. 

Hardware components, however, are subject to natural aging. With its use, the risk 
is growing that a component fails dangerously. ISO 15504 is excluding the topic of 
hardware development, so far. So you would expect that the most innovations are 
probably in this area. However, the comparison with the already existing rules at 
Continental has shown that just in this domain a lot of analyses are already performed 
to determine failure rates and component behaviour. 

6   A Release Is Just a Release? 

However, by the end of a development cycle at the latest you should ask yourself 
whether the product your team has developed and is about to be shipped to the 
customer is really doing what it should do. A release is issued quickly. Errors that 
occur at the customer are annoying and can cost a lot of money. But with money you 
cannot replace all damages. Products can endanger people’s life, whether by a no 
longer functioning vehicle brake or wrong calibrated radiation device at the hospital. 
If you are in doubt that there really has been done everything that is necessary to 
ensure safety, you should forbear to deliver the product and continue minimizing the 
risk by further test and analysis activities. 



216 B. Sechser 

7   Conclusions 

Respecting the above mentioned aspects it will not be very hard to use a SPICE 
conformant process to develop safety relevant products. However, we must not forget 
that we have dealt mainly with the process aspects. Functional Safety, of course, 
refers to a much larger part to the product itself. SIL-dependent selection of 
architectures and components should be addressed as well as the process aspects. Part 
10 of ISO 15504, which is under development at the moment, contains some 
important additional processes on Functional Safety, which are helpful for the process 
capability determination as part of a SPICE assessment. However, it is necessary to 
always include a technical professional to determine and confirm the completeness of 
all safety goals. 

First combined SPICE and safety assessments at Continental have shown that both 
aspects can complement each other usefully. However, in the end the product has to 
prove its safety. 

Acknowledgments. Thanks to all people at Continental supporting me in evaluating 
and improving Functional Safety aspects in safety-relevant projects. 
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Abstract. It is well recognised that software requirements must accurately 
reflect the needs of a target domain, however, challenges still exist in 
effectively acheiving this. This paper reports on the results of an industry-based 
study investigating factors that affect the communication of requirements 
between the development team and other stakeholders during requirements 
development. Challenges found in practice are related to common obstacles 
reported in the literature. The paper concludes with a discussion of the findings 
including implications for Software Process Improvment (SPI) in requirements 
development. 

1   Introduction 

The importance of accurately identifying software requirements is well documented. 
However, despite the wide range of techniques available, numerous reports indicate that 
successful requirements development faces many challenges. This work focuses on one 
important area, the relationship between developers and multiple diverse stakeholders 
whose collective business need must be translated into a software solution.  

In order to establish the state of the art for requirements work as experienced in the 
development of bespoke software, this presentation will report on the findings from 
an industry-based study. One objective of the study is to investigate the factors that 
affect the communication of requirements between the development team and other 
stakeholders. Accordingly, attention turns to examining how the role of the customer 
is implemented in practice. Section two provides a list of challenges for requirements 
development as identified in the literature, section three details the industry study and 
section four provides a discussion on the findings to date including implications for 
software process improvement relevant to the area of requirements development. 

2   Challenges for Requirements Development  

Figure 1 shows a list of challenges for requirements development reported in the 
literature. Columns on the right indicate the authors of those challenges including 
where these overlap. For instance, four authors report obstacles identifying 
appropriate stakeholders and all authors list conflicting priorities as a challenge. 
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Fig. 1. Common Challenges and Respective Authors Reported in Literature 

3   Industry Study Background 

To date four participants have contributed to this study. These include three experts. 
The first was a business analyst with eleven years experience in requirements 
analysis. Second, a CEO with eleven years experience in requirements engineering. 
Third, a CEO with twenty one years experience in requirements engineering and the 
fourth participant had five years experience testing requirements. The experience of 
this person is included since analysis of test criteria involved direct contact between 
the participant and stakeholder groups in eliciting and clarifying requirements.  Data 
were collected via interviews based on the experience of these practitioners. Overall, 
participants had worked in seven organisations developing requirements specifically 
for bespoke software. Two were large enterprise, five were small-to-medium 
enterprise and specific markets in medical/healthcare including pharmaceuticals, 
financial  and transportation sectors. 

3.1   Feedback 

One frequently reported problem is that of not having access to sufficiently 
knowledgeable and authoritative stakeholders.  This leads to a mismatch between 
perceived and actual business needs. Participants articulated a need to improvise to 
establish how the activities being examined are actually performed to ensure 
requirements elicited more accurately reflect the underlying business. Across all 
organizations identification of appropriate stakeholders involved referrals and 
participants described getting buy-in from relevant stakeholders as unsystematic and 
largely intuitive 

All participants had experienced the challenge of developers not having sufficient 
knowledge about the problem domain. Two experts had learned to invest time 
understanding the target business, participating in everyday work activities and 
interacting with employees in the target organization for up to a week before making 
any decision about requirements.  One stated it was important for the success of the 
system-to- be to discover from a software engineering perspective what was really 
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needed, in doing so, this participatory activity had enabled both these experts to 
improve their knowledge about the problem domain. All participants reported that in 
communicating requirements, stakeholders from the target domain are unable to see 
beyond their own perspective of a requirement. Similar to stakeholders being unable 
to see beyond the current situation in section 2, this problem related to stakeholders 
having a narrow view of the current situation. Here, it was important that individual 
requirements were proactively aligned with wider and future business needs where 
possible. Two experts reported that in dealing with traditional formal organizations, 
limited access to the relevant stakeholders had been experienced.  

3.2   Summary of Feedback 

Experience in overcoming these problems has suggested solutions. For example, the 
two experts mentioned in section 3.1 described qualities needed to perform the 
customer role successfully. Here it is considered key that customer representatives are 
trusted within their organization, have a good understanding of their own domain, a 
technology oriented background and good communication skill. Overall successful 
communication between stakeholders is predominantly experienced when dealing 
with smaller groups, also face-to-face communication is preferred over electronic 
means for dispersed stakeholders. Group sessions such as meetings are favored 
techniques, with mock-ups and storyboarding useful to facilitate problem exploration 
in an inclusive and collaborative manner 

4   Discussion 

An interesting observation relates to the solutions of the challenges found in industry. 
Despite the fact that all participants had found solutions in practice to the 
identification and inclusion of relevant stakeholders, none of the participants had 
perceived their solution to be part of any formal process. However, clearly informal 
process pursued by each participant had contributed to overcoming these challenges. 
Also, solutions found involve a set of circumstances and constraints pertaining to 
particular situations encountered. For instance, in this work, factors that affect 
communication of requirements include skills and qualities possessed by the customer 
representative, improvisation and adaptation depending on each new situation and 
successfully identifying and involving relevant stakeholders is described as 
unsystematic.  Here, manipulating a set of unpredictable factors helped to achieve 
success. 

This work has implications for SPI since with maturity, assessment models expect 
to find stability through predictable requirements attributes as inputs in order to 
produce measurable work products as outputs. Inputs for determining capability are 
exclusively derived from process as documented, however, this study has found 
evidence indicative of bespoke systems development in industry as emergent, 
embracing choice and expecting every system development method to be dependent 
on a unique set of circumstances and constraints.  A point of concern is that informal 
processes that prove helpful in practice are generally not documented.  
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It is anticipated that this work will provide further context to informal practice in 
requirements development and help to inform developers of assessment models in 
accommodating less formal yet successful practices from industry. 
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Abstract. Aligning software process improvement with the business and 
strategic goals of an enterprise is a key success factor for process improvement. 
Software process improvement methods typically only provide little or generic 
guidance for goal centered process improvements. We provide a framework for 
developing software engineering strategies that are aligned with corporate 
strategies and goals. Strategic objects as an important part of our framework can 
be directly aligned with SPICE or CMMI processes. This allows that any 
process improvement action can be systematically aligned with strategic goals. 

Keywords: Software process improvement, software engineering strategy, 
functional strategy, strategic goal, CMMI. 

1   Introduction and Overview 

Aligning software process improvement with the business and strategic goals of an 
enterprise is a key success factor for process improvement. Intensive research has been 
performed on defining best practice models for software lifecycle activities (e.g. [1], [2]) 
as well as methods for guiding software process improvements, ranging from guidance 
for single improvement actions (e.g. [3], [4]) to the management of overall improvement 
programs (e.g.[5], [6]). Although these methods generally consider the existence of 
strategic goals and stress the importance of aligning process improvements to business 
goals, they generally provide little and typically only generic guidance on how to define 
the details of, prioritize and select process improvements. 

In the remainder of this paper we present a method for development of functional 
software engineering strategies as a mediator between business goals and software 
process improvement. The main results presented are (a) an understanding of the role of 
engineering strategies in the overall strategy development context of an organization, (b) 
a meta-model for describing engineering strategies, (c) the identification of the strategy 
objects relevant for software engineering and their mapping to CMMI process areas, and 
(d) a method to guide the development of engineering strategies. 

2   Developing Software Engineering Strategies 

In order to understand strategy development at the software engineering level we first 
relate software engineering strategies to the overall strategy development efforts in an 
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organization. Fig. 1 illustrates the overall strategy development process of an 
organization. We will not discuss all the steps but refer to [7] and [8] for a detailed 
discussion. According to [8], typically a distinction is made between the corporate 
strategy, various division strategies, and various functional strategies. 

Initiation  of
strategy process

Analysis of
market

Analysis of
company

Development of a 
vision and of long-

term goals

Development of
corporate strategy

Development of 
division strategy

Development of
functional strategies

Strategy
implementation

Controlling
 

Fig. 1. Overall strategy development process 

Corporate Strategy: The central issue on this level is to determine which market 
segments should be addressed with which resources. This has to be understood against the 
background of the core tasks of a company – resource allocation, diversification decisions 
and the coordination of the more or less independent divisions (management of synergies). 

Division Strategy: The division strategy refines the corporate strategy. The major 
questions to be addressed by the division strategy are how to develop a long-term 
unique selling proposition compared to the market competitors and how to develop a 
unique product or service. The competitive advantages of a division are related to its 
capabilities and resources and to the customer needs and structures of the market. 

Functional Strategy: Functional strategies define the principles for the functional 
areas of a division in accordance with the division strategy and therefore refine the 
division strategy in the distinct functional areas. Examples of such functional areas 
are marketing, finance, human resources, engineering, software development, etc.  

In principal these strategies can be developed independently from each other; 
nevertheless they must all adhere to the division strategy and therefore also to the 
corporate strategy. While on the corporate and on the division level the emphasis is on 
the effectiveness (doing the right things) of the corporation or division, the functional 
strategies have their focus on the efficiency (doing the things right) of the respective 
functional areas. This distinction between the different kinds of strategies ensures that 
business goals are translated from the corporate strategy to the functional strategies.  

In a next step we need to understand the structure of functional software engineering 
strategies. Fig.2 depicts the conceptual framework for the description of functional 
strategies. The strategic goals formulated in the software engineering strategy are 
refinements of strategic goals on the corporate and respectively divisional level, mapped 
on the functional area. A strategy object is a topic (e.g. architecturemanagement) that 
refines one or more strategic goals. As the strategy objects—and therefore also the 
strategic statements—are targeted towards the functional strategic goals it is also assured 
that the divisional or corporate goals are not violated. 
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Strategic
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Strategic
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1+

1
described by

 

Fig. 2. Strategy description - conceptual framework 

Each strategic goal has a description and explanation of the strategic goal, lists 
expected benefits, describes how to reach the strategic goal and contains a description 
of how to measure its realization. Furthermore, each strategic goal is prioritized. 
Table 1 provides an example description of a strategic goal from a real-world project. 
The verbalization of strategic goals is not an easy task and should be based on 
knowledge from a detailed analysis of the organization. A strategic goal of a software 
engineering strategy must not violate corporate or division goals or visions. 

Table 1. Example for description of a strategic goal 

ID: G-SALE Priority: A-Goal 
Strategic Goal: Selected software products have to be sellable separately, i.e. 

without selling the underlying hardware product. 
Explanation of strategic 
goal: 

The selected software products must meet conditions, so that they 
can be sold independently of other products (hardware and 
software) on the automation market. 

Description how to 
reach the strategic 
goal: 

This is achieved by appropriate abstraction of the runtime 
environment, isolation and independence from other products, 
extensive tests, appropriate actions for the protection of intellectual 
property, documentation and consulting and support offers. 

Description how to 
measure the realization 
of the strategic goal: 

Guideline for achieving this goal is that by the end of the first 
quarter of 2011 product X is sellable alone and independently of 
other products. 

Examples of strategy objects that are typically refined during the strategy development 
process include architecture management, quality management, requirements management, 
standards management, etc. The description of strategy objects comprises their definition, 
identification of typical topics dealt with, and examples of strategic statements. Table 2 
gives an example of a description of a strategy object from a real-world project. 

Table 2. Example for description of a strategy object 

ID: O-WORK 
Definition: Work Organization is the systematic arrangement of effective and 

efficient software development and project execution. 
Strategic statement 1: In the areas of Firmware (incl. Technology), Human-Machine-

Interface and Tools the following developer teams have to be 
formed: OEM development, product development, and 
maintenance 

Strategic statement 2: Each software developer is member of one of these teams. For 
capacity reasons a developer may temporarily join another team, 
but the number of these developers should be kept low. 
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The general approach of the method for the systematic development of software 
engineering strategies is to conduct a strategy development process as shown in 
Fig. 3. The typical process is structured into the development and prioritization of 
strategic goals, strategy objects and strategic statements. 

 

Determination of 

General Goals 

Determination of 
Strategic Goals 

Determination of 
Strategy Objects 

Strategy 
Structure 

Description of 
Strategy Objects 

Strategy Review 
by Management 

Strategy 

Tuning 

First Strategy 
Concept  

 Second 
Strategy Concept 

(Reviewed) 

Strategy Review 
by Staff 

Strategy 
Tuning 

Binding (Final) 

Strategy 

Customers and 

External Experts

Customers 

External Experts 

 

Fig. 3. Process of engineering strategy development 

Table 3. Mapping of strategy objects to CMMI Process Areas 

CMMI Process Area Strategy Object(s)  
Causal Analysis and Resolution Quality Management P 
Configuration Management Configuration Management F 
Decision Analysis and Resolution Architecture Management, Component 

Management, Innovations Management P 

Integrated Project Management Project Management, Work Organization F 
Measurement and Analysis Quality Management, Process Management P 
Organizational Innovation and 
Deployment 

Innovation Management F 

Organizational Process Definition Process Management, Work Organization F 
Organizational Process Focus Process Management, Work Organization F 
Organizational Process Performance Process Management, Quality Management F 
Organizational Training Project Management, Work Organization F 
Product Integration Component Management, Quality Management, 

Test Management L 

Project Monitoring and Control Project Management F 
Project Planning Project Management F 
Process and Product Quality 
Assurance 

Quality Management L 

Quantitative Project Management Quality Management, Process Management P 
Requirements Development Component Management, Product, Product 

Management, Domain Engineering L 
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Table 3. (continued) 

Requirements Management Requirements Management, Change 
Management F 

Risk Management Risk Management F 
Supplier Agreement Management - N 
Technical Solution Architecture Management, Component 

Management, Domain Engineering L 

Validation Quality Management L 
Verification Quality Management, Test Management F 

From our experience in applying the strategy development process, we identified a 
large number of strategy objects that are typically of interest for organizations. We 
therefore mapped the CMMI process areas to the strategy objects in order to facilitate 
that process improvements can be systematically aligned with the strategic 
specifications. The result (cf. Table 3) shows that most process areas are semantically 
connected with the strategy objects of our approach. This gives us the possibility to 
systematically crosscheck, whether process improvements are aligned with strategic 
decisions and goals. The mapping defines in more detail which process areas (i.e., 
improvements of a process area) have to be aligned with which parts of the functional 
software engineering strategy. The mapping is quantified by an N-P-L-F-scale 
adapted from [1]. 

3   Experience and Conclusion 

From our experience in applying the strategy development process in various software 
development organizations (with more than 100 software developers, each) using our 
conceptual framework of strategic goals, strategy objects, etc., we can draw the 
following conclusions: (a) the structure helps focusing on the strategic goals; (b) as 
the strategy objects are linked to the strategic goals, the strategic statements are 
automatically targeted towards the goals of an organization; (c) the mapping of the 
CMMI process areas to strategy objects allows aligning identified improvements to 
the strategy objects and therefore (by means of the link of the strategy objects to the 
strategic goals) to the business and strategic goals of an organization. 
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Abstract. The recently published ISO/IEC 29110 standard Lifecycle profiles 
for Very Small Entities has at its core a Management and Engineering Guide [1] 
which is  targeted at very small entities (enterprises, organizations, departments 
or projects) having up to 25 people [2], to assist them unlock the potential 
benefits of using standards which are specifically designed to address their 
needs. This paper will also outline this standard and the implementation of a 
series of pilot project initiative harnessing a set of detailed guidelines known as 
“Deployment Packages” to assist very small entities in understanding and 
exploring the potential usage of an international software process standard. This 
paper will address issues of small entities needs, industry reaction to early pilot 
projects and highlight the needs for a light weight process assessment 
mechanism to meet the needs of very small entities and complement this new 
lifecycle standard. 

Keywords: VSE, ISO/IEC 29110, Standards. 

1   Introduction 

In a time when software quality is a key to competitive advantage, the use of ISO/IEC 
systems and software engineering standards remains limited to a few of the most 
popular ones. Research shows that Very Small Entities (VSEs) can find it difficult to 
relate ISO/IEC standards to their business needs and to justify the application of the 
standards to their business practices [2, 3]. Most of these VSEs don't have the expertise 
or can’t afford the resources - in number of employees, cost, and time - or see a net 
benefit in establishing software life-cycle processes. There is sometimes a disconnect 
between the short-term vision of the company, looking at what will keep it in business 
for another six months or so, and the long-term benefits of gradually improving the 
ways the company can manage its software development and maintenance. A primary 
reason cited by many small software companies for this lack of adoption of such ISO 
standards, is the perception that they have been developed for large software companies 
and not with the small organisation in mind [3]. Subsequently, VSEs have no or very 
limited ways to be recognized as enterprises that produce quality software systems in 
their domain and may therefore be cut off from some economic activities. 
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2   ISO/IEC 29110 Background 

Accordingly there is a need to help such organizations understand and use the 
concepts, processes and practices proposed in the ISO/IEC JTC1/SC7’s international 
software engineering standards. The ISO/IEC 29110 standard “Lifecycle profiles for 
Very Small Entities” [1] is aimed at addressing the issues identified above and 
addresses the specific needs of VSEs [2]. 

The approach [2] used to develop ISO/IEC 29110 started with the pre-existing 
international standard ISO/IEC 12207 [4] dedicated to software process lifecycles. 
The overall approach consisted of three steps: (1) Selecting ISO/IEC 12207 process 
subset applicable to VSEs of less than 25 employees; (2) Tailor the subset to fit VSE 
needs; and (3) Develop guidelines for VSEs. 

At the core of this standard is a Management and Engineering Guides (ISO/IEC 
29110-5) [1] focusing on Project Management and Software Implementation. 

The core characteristic of the entities targeted by ISO/IEC 29110 is size, however 
there are other aspects and characteristics of VSEs that may affect profile preparation 
or selection, such as: Business Models (commercial, contracting, in-house 
development, etc.); Situational factors (such as criticality, uncertainty environment, 
etc.); and Risk Levels. Creating one profile for each possible combination of values of 
the various dimensions introduced above would result in an unmanageable set of 
profiles.  Accordingly VSE’s profiles are grouped in such a way as to be applicable to 
more than one category. 

Profile Groups are a collection of profiles which are related either by composition 
of processes (i.e. activities, tasks), or by capability level, or both. The “Generic” 
profile group has been defined [1] as applicable to a vast majority of VSEs that do not 
develop critical software and have typical situational factors. This profile group does 
not imply any specific application domain, however, it is envisaged that in the future 
new domain-specific sub-profiles may be developed in the future.  

To date the Basic Profile standard has been published by ISO, the purpose of which 
is to define a software development and project management guide for a subset of 
processes and outcomes appropriate for characteristics and needs of VSEs developing a 
single application. Work is current underway on the Entry and Intermediate profiles. 
VSEs targeted by the Entry Profile are VSEs working on small projects (e.g. at most six 
person-months effort) and for start-up VSEs while VSEs targeted by the intermediate 
profile are developing multiple applications. 

3   Deployment Assistance 

The issues of assistance to VSEs in understanding and adopting standards, as outlined 
in section 1, must be addressed. To this end, some members of the ISO/IEC 
JTC1/SC7 WG 24 have produced a set of “Deployment Packages” (DP). A DP is a set 
of artifacts developed to facilitate the implementation of a set of practices, of the 
selected framework, in a VSE. A DP is not a process reference model (i.e. it is not 
prescriptive). The elements of a typical DP are: description of processes, activities,  
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tasks, roles and products, template, checklist, example, reference and mapping to 
standards and models, and a list of tools. The mapping is only given as information to 
show that a deployment package has explicit links to standards, such as ISO/IEC 
12207, or models, such as the CMMI for Development, hence by deploying and 
implementing the package, a VSE can see its concrete step to achieve or demonstrate 
coverage. Packages are designed such that a VSE can implement its content, without 
having to implement the complete framework at the same time. These DPs are freely 
available from [5]: 

In addition a series of “Implementation Guides” have been developed to help 
implement a specific process supported by a tool and are freely available from [5]. To 
date a small number of implementation guides have been developed. These include: 
Version Control with CVS; Version Control with SVN; and Project Management with 
GForge. 

4   Pilot Implementation Projects 

The working group (ISO/IEC JTC1/SC7 WG 24) behind the development of this 
standard is advocating the use of pilot projects as a mean to accelerate the adoption 
and utilization of ISO/IEC 29110 by VSEs. Pilot projects are an important mean of 
reducing risks and learning more about the organizational and technical issues 
associated with the deployment of new software engineering practices. A successful 
pilot project is also an effective means of building adoption of new practices by 
members of a VSE. Pilot projects are based on the ISO/IEC 29110-5 Management 
and Engineering Guide [1] and the deployment package(s). In particular these are 
aimed to collect, as a minimum, the following data: 

• Effort and time to deploy by the VSE 
• Usefulness for the VSE 
• Verification of the understanding of the VSE 
• Self-assessments data - A self-assessment at the beginning of the pilot and at 

the end of the pilot project DP 

To date a series of pilot projects have been completed in several countries utilizing 
some of the deployment packages developed. For example in Canada a pilot study has 
been conducted with an IT department with a staff of 4: 1 analyst and 3 developers, 
who were involved in the translation and implemented 3 DPs: Software Requirements, 
Version Control, Project Management. In Belgium a VSE of 25 people started with a 
process assessment phase aiming to identify strengths and weaknesses in development 
related processes. This company is now working on improvement actions mainly based 
on the following Deployment Packages: Requirement Analysis, Version Control, and 
Project Management. In France, a pilot study [6] was conducted with a 14-people VSE 
that builds and sells counting systems about the frequenting of natural spaces and 
public sites. In addition a further series of pilot projects are currently underway in 
Canada, Ireland, Belgium and France, with further pilot projects planned in the near 
future. 
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5   Discussion 

As ISO/IEC 29110 is an emerging standard there is much work yet to be completed. 
The main remaining work item is to finalise the development of the remaining three 
profiles: (a) Entry - six person-months effort or start-up VSEs; (b) Intermediate - 
Management of more than one project and (c) Advanced - business management and 
portfolio management practices. 

With any new initiative there is much to be learnt from conducting pilot projects. 
One issue of major importance to VSEs which is emerging from these pilot projects 
and similar work by the ISO working group is the need for a light-weight flexible 
approach to process assessment. Whilst work is currently underway on an assessment 
mechanism for ISO/IEC 29110 [7], a clear niche market need is emerging which may 
force the process assessment community to change their views on how process 
assessments are carried out for VSEs. In particular there is a strong need to ensure 
that VSEs are not required to invest the anything similar in terms of time,  money and 
other resources on process assessments, as may be expected from there larger SME 
(small and medium enterprises), or even MNC (multinational corporation) 
counterparts. Indeed some form of self-assessment, possibly supported by Internet 
based tools, along with periodic spot-checks may be suitable alternative to meet the 
unique needs of VSEs. It is clear that the process assessment community will have to 
rethink process assessment, new methods and ideas for assessing processes in VSEs. 
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Abstract. This experience report relates to the authors experiences of over 15 
years of being involved in process improvement in Ireland with a wide variety 
of organisations. Experiences relating to process assessments and to approaches 
to improve the process will be shared. This includes software process 
improvement as well as test process improvement and observations on the 
relationship between them. The author’s view of the present and indeed future 
need for pragmatic and rapid process improvement and how this relates to the 
increasing use of agile methods is discussed. 

1   Introduction 

Over the last 15 years or so the author has been involved in a variety of process 
assessments and also supporting improvements both in general Software Process 
Improvement (SPI) and also test process improvement (TPI). In Ireland, the 
organizations embarking on process improvement range from the indigenous SMEs to 
the large multi-national organizations and within sectors ranging from banking and 
financial services to ICT and product companies. Motivation for process improvement 
programmes typically range from corporate directives, to marketing (internally and 
externally leveraging process maturity ‘ratings’) to business focused performance 
improvement. Over this period, there were also a number of EU and Irish Government 
funded initiatives to support focused improvements, increase awareness of SPI, etc.  

From an assessment perspective, during this 15 year period the author has been 
involved in areas such as 

1. performing formal and informal software/systems process assessments using 
models such as CMMI® and SPICE® 

2. performing formal and informal test process assessments using models such 
as TPI® and TMMi® 

3. performing ‘consultancy’ assessments and benchmarking exercises without 
the explicit use of a model 

The next section will present the highlights relating to these process assessment 
experiences and what are learning points specific to Ireland versus those that are more 
widely applicable.  

However, a more significant portion of the author’s experience has also been in 
supporting organizations in the actual implementation of improvements (some based 
on formal assessment/improvement frameworks others not) and again the key 
learning points will be covered in the next section. 
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Note: all views expressed are based on the author’s subjective experiences and is 
an industry view rather than a formally researched analysis. 

2   Past 

One of the early involvements was the EU funded SPIRE [1] project where I was 
involved in one of a number of small focused facilitated self-assessment and 
improvement projects based on SPICE acting as a mentor. The focus area was the 
requirements area and the organization gained measurable benefits from the 
incremental improvement and published a case study. The learning point though was 
the difficulty in sustaining the improvement by tackling other process areas within the 
organization after the initial pilot.  

In general, in the author’s experience, the CMM/CMMI® has been the more 
widely used process improvement model in Ireland. Larger organizations, particularly 
the multi-nationals, tended to adopt formal programmes of improvement with formal 
assessments. Some used staged models in pursuit of maturity levels while other used 
continuous models when wanting to focus more specifically on business performance 
goals. Smaller organizations tended to use the models as ‘toolboxes’ of ideas to help 
them improve rather than following the models formally in a structured assessment 
and improvement programme. In general, these improvement programmes had a 
largely positive impact but with some mixed results. Initiatives such as Lero helped 
particularly with practical improvements in SMEs. The cost of formal CMMI® based 
improvement and particularly formal assessments was one of its inhibitors as was 
evidenced by example with the limited lifetime of the Northern Ireland initiative on 
CMMI® adoption.     

On the test model side, TPI® has been more widely used that TMM/TMMi®  as it 
is only recently that a standard detailed reference model became available for the 
TMMi® (with a non-profit organization, the TMMi Foundation, behind it to promote 
it as an industry standard). 

In general, the Irish context is one that necessitated an intensely practical and often 
tailored or non-standard approach. This is due in no small part to the large portion of 
Small to Medium Enterprises in the Ireland but it is also partly a cultural response. 
Based in part on this requirement for a more rapid focused improvement approach, 
the author co-developed an incremental process improvement method called ‘Rapid 
Performance Improvement’ (RPI®) which proved effective in supporting process 
improvements particularly where there was a need for prioritization and fast results in 
support of business drivers. A number of tutorials and case studies on RPI have been 
presented at process improvement and testing conferences over the years (e.g. [2,3]). 
The key learning points from the development and use of this approach were: 

• Stakeholder buy-in (both management and staff) benefitted greatly from 
rapid incremental improvements delivering tangible results rather than long 
cycles of improvement 

• Management must see fast measurable results that impact on their key 
business drivers. The link between process improvements and prioritized 
business goals and development goals must be made as explicit and 
measurable as possible. 
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• Staff must see the relevance of process improvement to them and their work 
on projects. It must solve the day to day problems that they face on projects. 
Perception is hugely important for success when managing change.    

Another interesting experience was the interaction between software/systems 
process improvement and test process improvement. There are two quite distinct 
communities underpinned by the separate roles in organizations – one involving test 
professionals that focuses on test process improvement and the other more 
development/project management professional community involved in SPI in general 
(and of which test is of course a part as well). Yet there are both commonalities and 
key integration learning points that can be deduced from these experiences that should 
be shared to a greater extent. Not least of these is the need for prioritization between 
the improvement areas across test and software/systems process improvement to 
maximize support for business drivers. There is a diminishing return to be had from 
improving the testing process when constraints from project management, software 
development processes and organizational structures mean that scarce resources 
would be better spent improving those areas with more significant benefit. The benefit 
of broader software/systems models like SPICE® and CMMI® is of course that they 
provide this more holistic picture. The advantage of the test models like TPI® and 
TMMi® is the greater detail they provide in the testing area. A logical conclusion is 
to combine software process improvement with test process improvement to get the 
benefits of both. An integrated approach to the prioritization of areas for improvement 
in support of goals and problems such as that included in the RPI® method helps 
achieve this prioritization/integration. 

3   Present 

In Ireland there is also now an increasing use of agile practices which is raising many 
issues and questions about the application of process improvement concepts and 
models with an increasingly agile context. Some organizations are ‘embracing the 
new’ and adopting agile methods while walking away from the practices that have 
been effective in the past in their context. This can be short-sighted particularly 
because many agile methods are not meant to be fully encompassing of the practices 
an agile project will need.  

There is a significant cultural change associated with agile that is required to make 
it deliver on the predictability and productivity improvements espoused by advocates. 
Plan-driven approaches can hinder a shift to self-directed teams if the organization is 
not careful. Partial agile implementations which do not embrace key elements of an 
agile culture such as empowerment, or partial implementation of practices from an 
agile method can also reduce chances of success with agile. Extreme programming for 
example is a very disciplined agile approach but many organizations particularly in 
Ireland tailor methods to their context. Sometimes, however, this ‘tailoring’ means 
simply omitting practices without full understanding of implications. An example of 
this would be the common omission of pair programming in Extreme Programming 
without compensating with alternative practices - quality levels are then typically 
negatively impacted. 
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A benefit of considering and interpreting traditional process improvement models 
in an agile context is that they can help reflect on the ‘big picture’ to help achieve a 
balanced implementation. 

Scrum has rapidly become the most popular agile method in Ireland and indeed 
elsewhere. However it is a relatively straightforward work management approach that 
includes nothing about specific development and testing practices. Projects must 
define those practices that will work best within this framework in order for the 
Scrum to work effectively in their project/organisation. A mixture of existing 
practices from the organization combined with practices such as Test Driven 
Development from Extreme Programming are what the author often sees working 
well in organizations. 

Most proponents of process improvement models will declare that the models can 
be used with agile. The Software Engineering Institute for example has published 
many articles to this effect re the CMMI and agile. The difficulty is in the fact that 
one must significantly interpret the models and indeed find ‘agile aware’ assessors to 
combine traditional process improvement with agile methods. There is an increasing 
number of organizations who are doing this successfully although case studies in 
Ireland are still rare. In Ireland, a significant portion of the organizations adopting 
agile methods that the author is aware of, are adopting hybrid combinations that for 
example 

• Mix or combine agile methods such as Scrum with practices from Extreme 
Programming 

• Mix plan-driven and processes aligned with terminology in the traditional 
models with agile methods. An example would be when organisations need 
to do fixed price proposals they rely on their plan-driven practices with 
structured metrics based estimation processes but then work in iterations 
using methods like Scrum and practices such as story point estimation with 
‘planning poker’ (similar to the Delphi technique) and the concept of 
‘velocity’ to utilise feedback on the measured productivity of the team from 
iteration to iteration. 

• Mix agile with traditional practices because of their specific context such as 
regulated environments and the need to support auditing.  

4   Future 

In the short to medium term it is reasonable to expect that traditional process 
improvement will continue to evolve in support of industry requirements. Key areas 
for this include 

• continuing adaptation of models and approaches in support of specific industry 
domains such as regulated environments (e.g Medi SPICE), automotive, etc. 

• the newer test models/adaptations will most likely achieve increasing adoption. 
This includes the TMMi®, TestSPICE, the updated TPI® Next and so on. 

• greater uptake of approaches to support rapid performance based improvement 
involving short cycles of change (driven in part by the economic driven 
investment justification) 
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There is no doubt that agile methods will continue to become more widespread. 
There are already case studies being reported of heavily regulated environments using 
agile practices such as exploratory testing and being commended by regulatory 
authorities for doing so.  

Some agile methods imply that the empowered teams have complete freedom to 
choose their own processes and tools to get the job done for their project. When taken 
to the extreme there is little or no reuse of good practice between teams with the 
wheel constantly being reinvented and a proliferation of tools across projects.  

On the other hand a rigid organisational process is largely at odds with an agile 
culture that at its core typically includes self-directed teams with freedom to choose 
and therefore with real responsibility and ownership to get the job done. From the 
authors observation to date, the reality for many organizations adopting and using 
agile in the future will be one where there is some blend in between these two 
extreme scenarios. A supportive yet flexible organizational perspective on process 
and supporting toolsets that guides and facilitates rather than dictates or mandates. 

With the increasing use of agile methods and based in part on the observations 
above, the author believes the following are key considerations moving forward: 

• greater explicit support within traditional process improvement models for use 
with agile environments 

• greater support in terms of change management approaches and 
implementation guidance for hybrid implementations of agile and non-agile 
methods 
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Abstract. One of the most critical requirements of High Maturity practices is 
the development of valid and usable prediction models (Process Performance 
Model, PPM) for quantitatively managing the outcome of a process. Multiple 
Regression Analysis is a tool generally used for model building. Over the last 
few years, Artificial Neural Networks have received a great deal of attention as 
prediction and classification tools. They have been applied successfully in 
diverse fields as data analysis tools. Here, we explore the applicability of neural 
network models for bug fix effort prediction in corrective maintenance project 
and present our findings 

Keywords: Process Performance Model, Neural Networks.  

1   Introduction 

Increased emphasis on the implementation of prediction models is driven by theindustry 
standards E.g., CMMI [1]and Automotive SPICE® [2]. As a result, organizations are 
moving to the next level of quantitative management where empirical methods are used 
to establish process predictability, thus enabling better project planning and management. 

Regression under the Least-Squares model, a most common tool employed for 
prediction assumes a reasonably normal underlying data distribution. However datasets 
derived from software engineering do not always adhere to this assumption– data is 
often skewed [3]. In such ‘non-normal’ cases the least–squares regression model loses 
much of its efficiency [4]. 

Analysis of such complex datasets can be achieved through Artificial Neural 
Networks (ANN). ANNs are rapidly gaining popularity as data analysis tools. With their 
remarkable ability to derive meaning from complex dataset, they are used to extract 
patterns and detect trends that are too intricate to be noticed by either humans or other 
computer techniques. They have been successfully applied in many fields from science 
[5] to engineering [6] and from management [7]to control [8]. In this paper, we are 
presenting our experience on applying neural networks for process prediction. 

2   Background 

We applied neural networks for the design of a PPM for effort prediction of a bug fix 
(CR) in a corrective maintenance project. With software maintenance accounting for 
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an excess of 50% of the total programming effort [9], accurate effort estimation has 
major implications. If the estimate is too low, the project team will be under 
considerable pressure to deliver the product quickly, and hence the deliverable may 
contain residual errors. On the other hand if the estimates are on a higher side, more 
number of resources needs to be committed for the project, adding to the cost. 

3   Methodology 

All the data used in this study belong to Telematics area of Automotive domain. Total 
effort required for a bug fix was chosen as a response. Attributes like effort for 
reproduction, knowledge level of the developer, code complexity, changes to design, 
dependency on other modules, testing effort and impact on the base acted as inputs. 
For modeling the above data, we selected one hidden layer Multilayer Perceptron 
(MLP) feed forward architecture with back propagation training algorithm.  

The neural network structure is realized using NeuroSolutions software version 
6.04. A learning rate of 0.5, a momentum rate of 0.7 and random initial weights are 
chosen. The training was stopped when the cross validation error began to increase as 
this is considered to be the point of best generalization. 

Once the network was trained and the weights were frozen, the saved neural 
network was applied to the test data. The results of the training, cross validation and 
testing are discussed in detail in the next section. 

4   Results and Discussions 

The figures 1, 2 and 3 show the learning curves for both the training and cross validation 
data for the incremental datasets A(100 samples), B(150 samples) and C(250+ samples). 
Training was stopped when mean square of the estimation error(MSE) of cross validation 
began to increase indicating over-fitting. 

 

Fig. 1. Learning curve for dataset A 

However, the true test of a network is how well it can perform when presented with 
data it has not seen before. Table 1 summarizes the performance metrics for the test 
datasets. The “Correlation coefficient” metric indicates the fit of the model to the 
data. The “% correct” metric indicates the correctness of the prediction in percentage. 
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Fig. 2. Learning curve for dataset B 

 

Fig. 3. Learning curve for dataset C 

The correlation coefficient r is 0.37 for dataset A. It improved to 0.46 with dataset 
B and to 0.6 with dataset C. Also, the prediction accuracy obtained for the dataset A is 
50%, lowest as compared to that of dataset B and C. It improved to 53% with dataset 
B and to 70% with dataset C. 

Table 1. Performance metrics: Test data 

Dataset A    Dataset B    Dataset C    

MSE 0.224451 0.110763 0.045096

Correlation (r) 0.374946 0.463404 0.601357

% Correct 50.00% 53.33% 70.00%  

The model with dataset C has yielded a prediction accuracy of 70%. From 
practitioners’ point of view, we consider that this value is good enough. 

We found that neural network performed worse when few data are available. A 
large dataset is always desirable in neural network applications. The pattern when 
repeated will be valuable for the learning process. 
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5   Conclusions 

In this study, we have presented an ANN based process performance model developed 
for bug fix effort prediction in a corrective maintenance project, using historical data. 
Implementation and effective application of process performance models is a key High 
Maturity requirement from standards like Automotive SPICE® and CMMI.  

The results show that neural network can be used for effort prediction. Application 
of ANN technique will particularly be useful when there are implicit interactions and 
non-normal data. 

Future goal is to develop anordinal logistic regression model for the same 
incremental datasets and compare the performance with ANN based model. 
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Abstract. Electronic Procurement (E-procurement) is an application of 
Electronic Commerce (E-Commerce) that facilitates corporate purchasing over 
the Internet. E-procurement is expected to play a foremost role in supply chain 
management and improve the service of delivery. However, not every firm has 
been successful in E-procurement implementation; most of organizations that 
fail or delay the implementation are due to non organizational assessment at 
micro level. To address this issue there is a need for an advanced assessment of 
organizational electronic readiness (e-readiness) to fuel a concrete planning for 
the implementation of E-procurement in Malaysian based organizations. This 
paper attempted to explore the literature on organizational e-readiness factors 
that lead to E-procurement implementation. Eventually, a proposed theoretical 
framework is developed for organizational e-readiness that consolidates 
relevant factors that have been categorized into perceived management 
readiness, perceived technological readiness and perceived environmental 
readiness. Beside the impact of organizational e-readiness to E-procurement 
implementation, market turbulence also has been identified as a moderating 
factor between organizational e-readiness and E-procurement implementation. 

Keywords: E-readiness, E-procurement implementation, framework. 

1   Introduction 

The advent of Internet has significantly changed many firm’s operations and become a 
universal source for general public, government and business communities. Such an 
Information Technology (IT) creates a competitive environment among organizations at 
both domestically and internationally and become a global open market for everyone. 
Now many organizations are focusing on shifting their operation from traditional to an E-
procurement and E-supply chain [1], in order to reduce costs and improve the delivery of 
goods and services. Procurement of goods and services for raw materials and spare parts 
of most industries constitute 50% to 70% for high technology firms [2].  

E-procurement is defined as “A comprehensive process in which organizations use 
IT systems to establish agreements for the acquisition of products or services 
(contacting) or purchase products or services in exchange for payment (purchasing)” 
[3]. According to a survey data 11% to 12% business growth and 35% cost reductions 
has been experienced by organizations after E-procurement implementation [4]. 
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Whilst implementing E-procurement need an advanced assessment of 
organization’s e-readiness. E-readiness is defined here as “a measure to which an 
organization or business may be ready, prepared or willing to adopt, use and benefits 
arise from the digital economy such as e-procurement” [5]. Assessing e-readiness is 
significant to judge the impact of (ICTs), help to determine current situation and plan 
for future changes [6]. As stated by [7], the impact of e-readiness success on e-
commerce is also based on readiness assessment. Foundations of e-business and e-
commerce can take place only by emergent initiatives of readiness [8]. Some studies 
propose e-readiness model as a foundation for firm to adopt E-commerce [9]. 
However, a study by [10] argued that the successful adoption of E-commerce strategy 
depends on its perceived e-readiness in managerial, organizational and environmental 
contexts. As for this, it is important to investigate organization’s e-readiness for E-
procurement implementation. 

This paper attempted to explore a comprehensive survey on existing literature. 
Based on literature review a proposed theoretical framework is developed for 
organizational e-readiness that could lead to E-procurement implementation. 

2   Framework and Hypothesis Development 

In this section, we proposed a theoretical framework for the implementation of  
E-procurement in Malaysia based organizations. This framework is based on the 
intensive literature survey in two phases. First phase is the organizational E-readiness 
and second phase is the E-procurement implementation. This framework (fig. 1) has 
been used to study the E-procurement implementation. The details of framework are 
discussed below. 

Perceived Management Readiness 

a) Management Awareness 
Management awareness means the understanding and knowledgeable about 
technologies and its potential benefits to an organization. According to [10], 
Management awareness refers to “an understanding of e-commerce technologies, 
business models, requirements, benefits and threats and projection of the future trends 
of e-commerce and its impact”. Management awareness about competitor’s 
technology highly influences the implementation of E-procurement. Relationship of 
management awareness in terms of organizational e-readiness for E-procurement 
implementation, we could propose a hypothesis as below.  

H1. Management awareness has a positive influence on organizational e-readiness 
for E-procurement implementation.  

b) Management Support/Commitment 
Top management support and commitment has been considered crucial in shaping 
organizational strategies and development in implementation process [11]. The 
implementation of technology significantly depends on managerial attention and 
financial commitment; such support and investments are not possible without the 
approval of top management [12]. In this regard top management support is essential 
in overcoming barriers and resistance to change [4]. Without the support and 
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commitment from top management it is impossible to successfully implement E-
procurement [13] in most of the organizations. From this positive relationship of 
management support, we could propose a hypothesis as below.  

H2. Management support/commitment has positive influence on organizational e-
readiness for E-procurement implementation 

 

Fig. 1. Theoretical Framework 

a) Management Financial Resources 
To get survive in a competitive market, organizations must have sound enough 
financial resources to implement technology and technology need financial resources. 
Organizations with accessible computer hardware, software, technology training, user 
support and other implementation policies and practices incur substantial financial 
resources [14]. Without financial resources organization face great difficulty to 
implement E-procurement for their competitive advantage. Therefore, we could 
propose a hypothesis as below. 

H3. Management financial resources has a positive influence on organizational e-
readiness for E-procurement implementation 

Perceived Technological Readiness 

b) IT Infrastructure 
IT infrastructure has often been identified as a successful predictor of IT adoption 
[15]. An efficient and effective IT infrastructure is the base of implementing E-
procurement. Basically IT infrastructure means the required IT tools which may be 
equipment, software, hardware, systems etc significantly help in E-procurement 
implementation. Therefore, we could propose a hypothesis as below. 

H4. IT infrastructure directly contribute to the organizational e-readiness for E-
procurement implementation 

c) IT Expertise 
IT expertise describes firm intensity of specific knowledge and skills in the field of IT 
to operate day to day business transactions and activities. Firms with high levels of IT 
technical expertise can be expected to achieve more firm performance than firms with 
lower levels of technical expertise [16]. Those firms with technical expertise have 
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more chance and easy to implement E-procurement in their organization. For this, we 
could propose a hypothesis as below. 

H5. IT expertise directly influence the organizational e-readiness which helps in  
E-procurement implementation 

d) Perceived Compatibility 
Compatibility defines as “degree to which an innovation is perceived as being 
consistent with the existing values, past experiences, and needs of the potential 
adopter” [17]. An innovation is more likely to be adopted when it is compatible with 
individual’s job responsibility and value systems [18]. An innovation can be adopted 
when it might be perceived as technically or financially superior in accomplishing a 
given task, but not irrelevant to its needs [17]. The compatibility of innovation is 
significantly influence the implementation and adoption in various studies of 
researchers [19]. Therefore based on such relationship, we could propose a hypothesis 
as below. 

H6. Perceived compatibility has a positive influence on organizational e-readiness 
which helps in E-procurement implementation 

Perceived Environmental Readiness 

e) Customer Support/Commitment 
Customer support and readiness is measured through their confidence and trust on the 
online transaction. Consumer’s transaction on the web is mounting at a lower space 
than expected because consumers have a lack of trust on most sites of the internet 
[20]. A number of customers are still hesitant to do transaction because of the security 
and privacy concerns [21]. In case of implementing E-procurement customer 
readiness also effect on implementation. Therefore, we could propose a hypothesis as 
below. 

H7. Customer’s orientation directly contribute to the organizational e-readiness 
which helps in E-procurement implementation 

f) Suppliers Support/Commitment 
In Business-to-Business (B2B) application, suppliers are one of trading partners for 
information sharing, negotiation, contract for tendering and buying and selling of goods 
and services among organizations. In this case suppliers have a significant role for most 
of organizations especially the manufacturing industries. As in technology world most of 
organizations have direct collaboration with their trading partners (suppliers). Suppliers 
support and commitment has a positive significance on e-procurement implementation 
[22]. Therefore, we could propose a hypothesis as below. 

H8. Supplier’s support/commitment has directly influence the organizational e-
readiness for E-procurement implementation 

g) Government Policies and Regulations 
Every country has its own policy and regulations to monitor and facilitate 
organizations [23], regarding technology adoption and making law and policies for 
cyber crime. Most of the countries government are much initiative and effective in 
promoting SMEs with financial and technology incentives for long term. The country 
with high level of effective policies and regulations for technology implementation is 
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more likely to implement E-procurement in their organizations. Therefore, we could 
propose a hypothesis as below. 

H9. Government policies and regulations has directly contribute to the 
organizational e-readiness for E-procurement implementation  

Market Turbulence 

Markets are often volatile and unpredictable [24], and firms face great challenges to 
set strategies that fit the Market characteristics [25]. In this situation, firms must be 
able to more aware of the turbulent market to handle business routines and make 
efficient decisions [26]. Such changing of technologies may affect organizational e-
readiness and E-procurement implementation. Therefore, from relationship 
expectation above, we could propose a hypothesis as below. 

H10. Market turbulence has a positive moderating influence on the relationship 
between organizational e-readiness and E-procurement implementation 

3   Conclusions and Future Work 

E-procurement implementation needs to assess or evaluate organizations current 
readiness in management, technological and environmental perspectives. Without 
assessing and evaluating organization’s e-readiness it may cause delay or failure in 
implementing E-procurement. A number of factors attempted to develop a framework 
of organizational e-readiness on E-procurement implementation. This framework will 
be significant to determine the organization’s capability to adopt technology.  

A quantitative data will be collected from Malaysia based organizations to test the 
hypotheses of our framework. Once this framework is tested with the help of 
hypotheses, it may be used for a comparative study among developing countries. 
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Naseebullah, 240
Neumann, Robert 157

O’Connor, Rory V. 28, 227
O’Hara, Fran 194, 231
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