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Preface

Hybrid intelligent systems are becoming more and more popular due to their ca-
pabilities in handling many real-world complex problems, involving imprecision,
uncertainty, vagueness and high dimensionality. Intelligent systems are pervasive
in our society and growing in size and complexity at an astonishing pace, and
the response to the coming challenges will come; as always it has the modularity
and the ability to decompose problems and find the best partial solution. In this
paradigm, hybrid intelligent systems are the natural approach to the problems,
rather than the exceptional case. They provide us with the opportunity to use
both our knowledge and raw data to solve problems in a more interesting and
promising way. This multidisciplinary research field is in a continuous expansion
within the artificial intelligence research community.

The 6th International Conference on Hybrid Artificial Intelligence Systems
(HAIS 2011) provided an interesting opportunity to present and discuss the
latest theoretical advances and real-world applications in this multidisciplinary
research field.

The volume of Lecture Notes in Artificial Intelligence (LNAI) includes ac-
cepted papers presented at HAIS 2011, which took place in Wroclaw University
of Technology, Wroclaw, Poland, in May 2011.

Since the first edition held in Brazil in 2006, HAIS has become an important
forum for researchers working on fundamental and theoretical aspects of hybrid
artificial intelligence systems based on the use of agent and multi-agent systems,
bioinformatics and bio-inspired models, fuzzy systems, artificial vision, artificial
neural models, optimization models, compound and combined classification and
alike.

HAIS 2011 received 241 technical submissions. After a rigorous peer-review
process the International Program Committee selected 114 papers, which are
published in these conference proceedings. In this edition emphasis was put to
the organization of special sessions. Nine special sessions were organized on the
following topics:

– Hybrid Intelligence System on Logistics and Intelligent Optimization
– Metaheuristics for Combinatorial Optimization and Modelling Complex

Systems
– Hybrid Systems for Context-Based Information Fusion
– Methods of Classifier Fusion
– Intelligent Systems for Data Mining and Applications
– Systems, Man, and Cybernetics
– Hybrid Artificial Intelligence Systems in Management of Production Systems
– Hybrid Artificial Intelligent Systems for Medical Applications
– Hybrid Intelligent Approaches in Cooperative Multi-robot Systems



VI Preface

The editors would like to express their deep thanks to authors for their valu-
able submissions and all reviewers and special session organizers for their hard
work. A thorough peer-review process is very important to maintain the high
quality of a conference and the HAIS series of conferences would not exist with-
out their help.

As a follow-up of the conference, we anticipate further publication of selected
papers in special issues of the following journals:

– Computational Intelligence, Wiley-Blackwell
– Expert Systems, Wiley-Blackwell
– Neurocomputing, Elsevier
– Journal of Applied Logic, Elsevier

HAIS 2011 enjoyed outstanding keynote speeches by distinguished guest speakers:

– Ajith Abraham - Machine Intelligence Research Labs (USA)
– Francisco Herrera - University of Granada (Spain)
– Adam Krzyżak - Concordia University (Canada)
– Juliusz Lech Kulikowski - M. Nalecz Institute of Biocybernetics and Biomed-

ical Engineering PAS (Poland)
– James Llinas - State University of New York at Buffalo (USA)
– B. John Oommen - Carleton University (Canada)
– Gerald Schaefer - Loughborough University (UK)

We would like to fully acknowledge support from the Wroc�law University of
Technology, especially from the Dean of the Faculty of Electronics and the Chairs
of the Department of Systems and Computer Networks. The IEEE Systems,
Man & Cybernetics Society, through its Spanish and Czech Republic chapters,
the Spanish Association for Artificial Intelligence (AEPIA), MIR LABS and the
International Federation for Computational Logic have also supported this event.

We would like to thank Alfred Hofmann and Anna Kramer from Springer for
their help and collaboration during the publication process.

Last but not least we would like to give special thanks to the local orga-
nizing team (Robert Burduk, Kondrad Jackowski, Bartosz Krawczyk, Maciej
Krysmann, Bartosz Kurlej, Piotr Sobolewski, Szymon Sztajer, Marcin Zmyślony,
Andrzej Żo�lnierek) who did a great job.

May 2011 Emilio Corchado
Marek Kurzyński
Micha�l Woźniak
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Juan José Flores University of Michoacana (Mexico)
Alberto Fernández Universidad Rey Juan Carlos (Spain)



X Organization

Alberto Fernández University of Granada (Spain)
Eĺıas Fernández-Combarro
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Jorge Dı́ez Peláez Universidad de Oviedo (Spain)
Carlos Pereira Universidade de Coimbra (Portugal)
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Miguel Ángel Veganzones Universidad del Páıs Vasco (Spain)
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José Ramón Villar University of Oviedo (Spain)

Metaheuristics for Combinatorial Optimization and
Modelling Complex Systems

Camelia Chira University of Babes-Bolyai (Romania)
Enrique de la Cal University of Oviedo (Spain)
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Maŕıa Sierra University of Oviedo (Spain)

Methods of Classifiers Fusion

Robert Burduk Wroclaw University of Technology (Poland)
Emilio Corchado University of Burgos (Spain)
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Costs-Sensitive Classification in Multistage Classifier with Fuzzy
Observations of Object Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245

Robert Burduk



XXII Table of Contents – Part II

Intelligent Systems for Data Mining and Applications

Fusion of Similarity Measures for Time Series Classification . . . . . . . . . . . 253
Krisztian Buza, Alexandros Nanopoulos, and Lars Schmidt-Thieme

Enhancing IPADE Algorithm with a Different Individual
Codification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262

Isaac Triguero, Salvador Garćıa, and Francisco Herrera
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José Luis Calvo-Rolle, Emilio Corchado, Amer Laham, and
Ramón Ferreiro Garćıa
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I. Illán, F. Segovia, and A. Olivares



Table of Contents – Part I XXVII

Risk Estimation for Hierarchical Classifier . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
I.T. Podolak and A. Roman

Combining Meta-learning and Active Selection of Datasetoids for
Algorithm Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
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Abstract. Nowadays, plastic card fraud detection is of great importance to 
financial institutions. This paper presents a proposal for an automated credit 
card fraud detection system based on the outlier analysis technology. Previous 
research has established that the use of outlier analysis is one of the best 
techniques for the detection of fraud in general. However, to establish patterns 
to identify anomalies, these patterns are learned by the fraudsters and then they 
change the way to make de fraud. The approach applies a multi-objective model 
hybridized with particle swarm optimization of typical cardholder’s behavior 
and to analyze the deviation of transactions, thus finding suspicious transactions 
in a non supervised scheme. 

Keywords: Credit Card Fraud, Outlier Detection, Multi-Objective 
Optimization, Particle Swarm Optimization, Unsupervised scheme. 

1   Introduction 

Fraud in all its variants is an activity almost as old as mankind, which tries to take 
advantage of some kind, usually economic, by the fraudster with respect to shame. 
Specifically in the case of plastic card fraud there are several variants [15]. The total 
cost of plastic card fraud is high relative to other forms of payment. The first line of 
defense against fraud is based on preventive measures such as the Chip and PIN 
cards. Subsequent methods are used to identify potential fraud trying to minimize 
potential losses. These methods are called fraud detection systems (FDS) and usually 
employ a variety of proposals with the idea of detecting the majority of potential 
fraudulent behavior. In this model, the objective aims to identify fraud through the 
behavior of transactions of the cardholder. There are two major frameworks to detect 
fraud through statistical methods. If fraud is conducted in a known way, the pattern 
recognition techniques are typically used, especially supervised classification schemes 
[18]. On the other hand if the way in which fraud is done is not known, for example, 
when there are new fraudulent behaviors, outlier analysis methods are recommended 
[11]. Some studies show simple techniques for anomaly detection analysis to discover 
plastic card fraud [10]. In practical applications it is possible to use supervised and 
unsupervised methods together. The idea of the proposal is use time series in which 
transactions that have a similar behavior are grouped, so that subsequent transactions 
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that deviate strongly from the clusters formed are candidates to be considered to have 
an anomalous behavior. The problem with this approach is not always abnormal 
behaviors are fraudulent, so a successful system must locate the true positive events, 
that is, transactions that are detected as fraud, but they really are fraud and not only 
appear to be fraudulent, where time is a factor against it, because to reduce losses, 
fraud detection should be done as quickly as possible. With this in mind, the proposal 
is strengthened by a multi-objective approach in order to improve the performance of 
FDS.  

2   Theoretical Framework 

2.1   Clusters and Outliers 

The clustering is primarily a technique of unsupervised approach, although the semi-
supervised clustering has also been studied frequently in recent dates [1]. Although 
often clustering and anomaly detection appear to be fundamentally different from one 
another, have developed many techniques to detect anomalies based on clustering, 
which can be grouped into three categories which depend on three different 
assumptions regarding [3]: 

a) Normal data instances belong to a pooled data set, while the anomalies do 
not belong to any group clustered. 

b) Normal instances of data are close to the cluster centroids, while 
anomalies are further away from these centroids. 

c) The normal data belongs to large, dense clusters, whereas the anomalies 
belong to small and sparse clusters. 

Each of the above assumptions has their own forms of detect outliers which have 
advantages and disadvantages between them. 

2.2   Particle Swarm Optimization (PSO)  

Swarm intelligence (SI) simulates the social and collective behavior of living 
creatures such as birds and fishes [2], but also develops global models of local 
interaction behavior of artificial agents. Diverse swarm intelligence algorithms  
have been designed and implemented, some algorithms like ant colony optimization 
(ACO) and particle swarm optimization (PSO) have been studied and applied in many 
studies and investigations [13]. In the PSO, particles fly in the course of a search 
space and each particle has a corresponding position and velocity at any instant of 
time[5]. 

2.3   Multi-Objective Optimization  (MOO) 

In real life most of the problems facing not only an objective optimization, actually 
there are several objectives to be achieved to have the arguments needed to make a 
decision. These problems must be addressed as a MOO, bearing in mind that 
generally, the improvement in the achievement of a goal causes deterioration of other  
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or others objectives. So with regard to the problems of clustering approach there are 
also multi-objective clustering (MOC) proposals. These methods consist in 
decomposing a dataset into similar groups to optimize multiple objectives in parallel 
[9]. Some researchers have suggested that multi-objective search and optimization 
could be a problem area where evolutionary algorithms (EAs) (Multi-objective 
Evolutionary Algorithms (MOEA)) can achieve better performance compared to other 
search strategies. Several MOEA techniques have developed over time and formally 
since 1984, however the latest trends in evolutionary strategies have been collective 
intelligence or swarm intelligence. Swarm intelligence has become a valuable tool to 
optimize operations in different businesses. 

3   Research Model and Hypotheses 

This approach is conducted under premise of improving the efficiency for detect 
fraudulent activity on plastic card transactions. In order to do this; the system is 
developed with a foundation of MOC, which places the problem of detecting fraud in 
an appropriate context to reality.  In the same way, the system is strengthened through 
hybridization using PSO for the creation of clusters, then find the anomalies using 
Mahalanobis distance. The research model consists of two main dimensions: an 
unsupervised approach not requiring training in the absence of reliable training 
elements and a MOEA clustering model to identify the standard behavior in card 
transactions (See Figure 1).  

 
 
 
 
 
 
 

MOO PSO 

Outlier 
Detection 

MOPSO Cluster 
Construction 

FDS 
 

Fig. 1. Research Model 

3.1   Precision 

Overall accuracy is simply the percentage of correct predictions of a classifier on a 
test set of “ground truth”.  TP means the rate of predicting “true positives” (ratio of 
correctly predicted frauds over all of the true frauds), FP means the rate of predicting 
“false positives” (ratio of incorrectly predicted frauds over those test examples that 
were not frauds “false alarm rate”). Other two types of rates are considered for the 
results delivered by FDS, FN means the rate of predicting “false negatives” (ratio of 
no predicted frauds over all the true frauds) and TN means the rate of predicting “true 
negatives” (ratio of normal transactions detected). Table 1 shows the classification 
rate of results obtained by the FDS after analyzing a transaction. 
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Table 1. Classification rate of results 

Outcome Classification 
Miss False Negative (FN) 
False Alarm False Positive   (FP) 
Hit  True Positive    (TP) 
Normal True Negative  (TN) 

The FDS accuracy is represented as the fraction of total transactions (both genuine 
and fraudulent) that are detected as correct, which can be expressed as follows [17]. 

                         
ctionout transacarry  of 

TP of # TN of #
Pr

Total
ecision

+=  .                             (1) 

Accuracy is the key part of the proper functioning   of a FDS. We thus formally 
hypothesized:  

H1. The level of accuracy determines the success of a FDS. 

3.2   Hybridization 

As in many aspects of artificial intelligence to detect abnormalities very current trend 
is the hybridization. The reason is because many developed algorithms do not follow 
entirely the concepts of a simple classical metaheuristic [12], to solve this problem is 
looking for the best from a combination of metaheuristics, that perform together to 
complement each other and produce a profitable synergy, to which is called 
hybridization [14]. Some possible reasons for the hybridization are: 1.- improve the 
performance of EAs, 2.- improve the quality of solutions obtained by EAs and 3.- 
incorporate EAs as part of a larger system [8]. The different instances of hybridization 
of metaheuristics with EAs can be grouped into different categories. The first two 
groups are derived from well developed taxonomy for hybridization of metaheuristics 
[14], which developed on the basis of their control strategies: collaborative hybrid 
metaheuristics and integrative hybrid metaheuristics. A third method to construct 
hybridization of metaheuristics with EAs is through the incorporation of the 
intensification and diversification (I&D) which are the two biggest issues when 
designing a global search method [12] where a component I&D is defined as any 
algorithmic or functional component having an effect of identification or 
diversification in the search process. Hybridization is a technique that aims to 
improve the performance of metaheuristics and EAs. We thus formally hypothesized: 

H2. The hybridization affect positive the process of cluster construction. 

3.3   Multi-Objective Pareto Front Clustering 

EAs have been the most frequently used for clustering. However previous research in 
this respect has been limited to the single objective case: criteria based on cluster 
compactness have been the objectives most commonly employed, as the measures 
provide smooth incremental guidance in all parts of search space. In recent years there 
has been a growing interest in developing and applying EAs in MOO [6]. The recent 
studies on EAs have shown that the population-based algorithms are potential 



 Outlier Analysis for Plastic Card Fraud Detection 5 

candidate to solve MOO problems and can be efficiently used to eliminate most of the 
difficulties of classical single objective methods such as the sensitivity to the shape of 
the Pareto-optimal front and the necessity of multiple runs to find multiple Pareto-
optimal solutions. In general, the goal of a MOO algorithm is not only to guide the 
search towards the Pareto-optimal front but also to maintain population diversity in 
the set of the Pareto optimal solutions[7]. In recent years, PSO has been presented as 
an efficient population-based heuristic technique with a flexible and well balanced 
mechanism to enhance and adapt the global and local exploration capabilities. The 
simplicity of PSO and its population based approach have made it a natural candidate 
to be extended for MOO [4]. 

H3. The multi-objective Pareto front solution using PSO affect positive the process 
of cluster construction. 

4   Research Methodology 

The FDS is running on the plastic card issuing institution. When a transaction arrived 
is sent to the FDS to be verified. The FDS receives the card details and purchase value 
to verify if the transaction is genuine, by calculating the anomalies, based on the 
expenditure profile of each cardholder, purchasing and billing locations, time of 
purchase, etc. When FDS confirms that the transaction is malicious, it activates an 
alarm and the financial institution decline the transaction. The cardholder concerned 
is contacted and alerted about the possibility that your card is at risk. To find 
information dynamically observation for individual transactions of the cardholder, 
stored transactions are subject to a clustering algorithm. In general, transactions are 
stored in a database of the financial institution, which contain too many attributes. In 
this paper we analyze three factors, the amount spent, time and location where the 
transaction takes place. So, if the purchase amount exceeds a certain value, the time 
between the uses of the card is low or the locations where different transactions are 
distant are facts to consider activating the alarm. All this required the calculation of 
anomalies through the clustering of transaction information through a multi-objective 
Pareto front with the support of PSO. Based on the population nature of PSO, it is 
desirable to produce several (different) non-dominated solutions with a single run. So, 
as with any other EA, the three main issues to be considered when using PSO to 
MOO are: (i) how to select gbest particles in order to give preference to 
non-dominated solutions over those that are dominated? (ii) how to retain the non- 
dominated solutions found during the search process in order to report solutions that 
are non-dominated with respect to all the past populations and not only with respect to 
the current one? Also it is desirable that these solutions are well spread along the 
Pareto front; (iii) how to maintain diversity in the swarm in order to avoid 
convergence to a single solution? 

When solving single-objective optimization problems, the gbest that each particle 
uses to update its position is completely determined once a neighborhood topology is 
established. However in the case of MOO problems, each particle might have a set of 
different gbests from which just one can be selected in order to update its position. 
Such set of gbests is usually stored in a different place from the swarm that we will 
call external archive denoted as EX_ARCHIVE. This is a repository in which the 
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non-dominated solutions found so far are stored. The solutions contained in the 
external archive are used as global bests when the positions of the particles of the 
swarm have to be updated. Furthermore, the contents of the external archive are also 
usually reported as the final output of the algorithm. The following algorithm 
describes how a general MOPSO works. 

Algorithm _MOPSO ( ) 
1. INITIALIZATION of the Swarm 
2. EVALUATE the fitness of each particle of the swarm. 
3. EX_ARCHIVE D SELECT the non-dominated solutions from the Swarm. 
4. t = 0. 
5. REPEAT 
6.  FOR each particle 
7.   SELECT the gbest 
8.   UPDATE the Position 
9.   MUTATION /* Optional */ 
10.   EVALUATE the Particle 
11.   UPDATE the pbest 
12.  END FOR 
13.  UPDATE the EX_ARCHIVE with gbests. 
14.  t = t + 1 
15. UNTIL (t <D MAXIMUM_ITERATIONS) 
16. Report Results in the EX_ARCHIVE. 

First the swarm is initialized. Then a set of gbests is also initialized with the 
non-dominated particles from the swarm. As we mentioned before, the set of gbests is 
usually stored in an external archive, which we call EX_ARCHIVE. Later on, some 
sort of quality measure is calculated for all the gbests in order to select (usually) one 
gbest for each particle of the swarm. At each generation, for each particle, a leader is 
selected and the flight is performed. Most of the existing MOPSOs apply some sort of 
mutation operator after performing the flight. Then the particle is evaluated and its 
corresponding pbest is updated. A new particle replaces its pbest particle usually 
when this particle is dominated or if both are incomparable (i.e. they are both 
non-dominated with respect to each other). After all the particles have been updated, 
the set of gbests is updated, too. Finally, the quality measure of the set of gbests is 
recalculated. This process is repeated for a certain number of iterations. Once clusters 
are established, new transaction is entered and evaluated in the FDS, to see if it 
belongs to a cluster set or is outside of him, seeing the transaction as an anomaly and 
becoming a candidate to be fraudulent. The idea of the proposal is to work at the level 
of cardholder's account, keeping in main that the transaction flow of transaction logs 
is complex (more than 60 fields), including a unique account number. For the ith 
account transaction has the following sequence 

                                        ,...}2,1,{ =ℜ∈= txxX n
tti ,                                    (2) 

Where, Xi represents the ith account, while xt is the sequence of transactions for that 
account at time t. The Figure 2 shows the idea of the full flow of the process proposed 
for the FDS. 
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Fig. 2. Full flow of the process 

As shown in the figure, the FDS is divided into two parts, one that involves the 
creation of clusters and the second in the detection of anomalies. Outliers detection 
conform the aim of this approach. Computing the outliers is a process based on 
Mahalanobis distance. Transactions outside of clusters are candidates to be considered 
fraudulent, however as mentioned above the accuracy of the system is a factor to be 
considered, which is expected to maximize in order to increase the functionality of the 
FDS. For a specific account, suppose we have legitimate transaction data, X, then our 
detector for new transaction x. 

.             (3) 

Here p() is a density estimate, and γ refers to control parameters for the model. 
θ is the alert threshold. Difficult to set without context, but one possibility relate θ 

to the maximum proportion of flagged cases that we can afford to investigate. 

5   Implications 

Evaluate FDSs for plastic cards’ using real data is too complex. Banks are generally 
not agree to share their data with researchers, as well as the absence of a data set for 
comparison (benchmark) available for experiments [16]. Therefore large-scale 
simulation is developed to prove the effectiveness of the system. Simulator is used to 
generate a mixture of genuine and fraudulent transactions. The number of fraudulent 
transactions in a defined amount of mixed transactions is normally distributed with 
mean and standard deviation specified by the user, taking the cardholder's spending 
behavior in his account. The mean specifies the average number of frauds in a given 
transaction mix. In a typical scenario, the FDS of the card issuing institution receives 
a large number of genuine transactions mixed moderately with fraudulent 
transactions, where legitimate transactions are generated from profiles of cardholders. 

6   Conclusions and Future Works 

It is noteworthy that achieve exact replication of the problem is not possible; although 
it is assumed that many of the more general features of the data used could be 
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reproduced in subsequent data. Fraud, however, is a known phenomenon changing in 
response to market conditions, as well as to measures taken by financial institutions 
against it, so it is quite possible that not only this but any proposal made in this regard 
not be accurate and universally applicable, although a fairly good approximation, 
which is reliable in many cases. The methodologies for the detection of fraud have 
their own strengths and weaknesses characteristics. The overall strength of FDS using 
anomaly detection is the adaptability to new patterns fraudsters, in the particular case 
of this study is strengthened with the application of hybridization clustering processes 
giving a greater dynamism to the system and making it look like a promising 
component within the FDS with potential advantages in regard to: upgrade and 
management of the heterogeneity of customers and their transactions, achieving a 
better accuracy in the results, and greater dynamism in the system. Additionally, the 
multi-objective approach place it in a better position compared to other systems, due 
to the characteristics of fraud detection problem where there are several factors to 
consider for best results. 

Future work establishing the need for FDS to be increasingly proactive in order to 
adapt to the greatest extent possible so changing the behavior presented by fraudsters.   
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Abstract. The Travelling Salesman Problem (TSP) is one of the most
widely studied optimization problems due to its many applications in
domains such as logistics, planning, routing and scheduling. Approxi-
mation algorithms to address this NP-hard problem include genetic al-
gorithms, ant colony systems and simulated annealing. This paper con-
centrates on the evolutionary approaches to TSP based on permutation
encoded individuals. A comparative analysis of several recombination
operators is presented based on computational experiments on a set of
TSP instances. Numerical results emphasize a good performance of two
proposed crossover schemes: best-worst recombination and best order re-
combination which take into account information from the global best
and/or worst individuals besides the genetic material from parents.

Keywords: genetic algorithms, recombination, Travelling Salesman
Problem.

1 Introduction

The Travelling Salesman Problem (TSP) is a well-known NP-hard problem in-
tensively studied in operations research and computer science and commonly
engaged as a standard test bed for combinatorial optimization methods. Given
a number of cities and the cost of travelling (or the distance) between any two
cities, TSP aims to find a minimum length closed tour that visits each city ex-
actly once. The study of TSP is of significant importance to several application
domains in planning, scheduling and logistics. TSP applications include drilling
of printed circuit boards, x-ray crystallography, computer wiring, vehicle routing,
order-picking problem in warehouses and scheduling problems [7].

Because TSP is NP-hard and exact solutions can not be found in polynomial
time by any algorithm, there is a high interest in developing good approximation
methods for solving TSP able to determine a near-optimal (or optimal) solution
using reasonable resources. Heuristic approaches to TSP include genetic algo-
rithms [6], ant colony systems [1] and simulated annealing [5].

This paper focuses on the traditional evolutionary approach to TSP by which
potential solutions are represented as permutation of cities and the quality of
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an individual is assessed based on the corresponding tour cost. An important
search operator in genetic algorithms is the recombination of two individuals
which should be able to produce new potentially more efficient tours. Main
existing recombination operators specific to permutation based encoding are
described. Two previously introduced operators [2,3,4] - called adaptive goal
guided crossover (AGGX) and best-worst crossover (BWX) - are presented. Fur-
thermore, we introduce the best order crossover (BOX) operator. AGGX, BWX
and BOX rely on different schemes for the recombination of genetic material
from parents, global best individual, global worst individual and/or the parent’s
line best anccestor individual. The comparative performance of all these recom-
bination operators inside a standard genetic algorithm is analysed. The study
is based on extensive numerical experiments for various instances from the TSP
library [8].

2 The Travelling Salesman Problem

A set of k points in a plane is given, corresponding to the location of k cities.
The Travelling Salesman Problem requires finding the shortest closed path that
visits each city exactly once. The problem can be formalized as follows:

A set of k cities
C = {c1, c2, . . . , ck}

is given. For each pair
(ci, cj), i �= j,

let
d(ci, cj)

be the distance between the city ci and the city cj . One has to find a permutation
π′ of the cities

(cπ′(1), . . . , cπ′(k)),

such that
k∑

i=1

d(cπ′(i), cπ′(i+1)) ≤
k∑

i=1

d(cπ(i), cπ(i+1)),

∀π �= π′, (k + 1 ≡ 1).

TSP can be defined as the search for a minimal Hamiltonian cycle in a complete
graph.

The simplest evolutionary approach to this NP-hard problem is outlined in
what follows. A potential solution for the problem (a chromosome) is a string of
length k that contains a permutation π of the set

{1, . . . , k},
and represents the order of visiting the k cities. Let S denote the search space
(the permutation set). Fitness assignment is applied by the criterion function f
given by:
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f : S → �+, f(π) =
k∑

i=1

d(cπ(i), cπ(i+1)),

(k + 1 ≡ 1),

The fitness function is to be minimized. Thus, the fitness of a chromosome is
the length of the Hamiltonian path that visits the cities in the order specified
by the permutation.

3 Crossover Operators for Permutation Based Encoding

A brief review of recombination operators for permutation based encoding [6]
is presented in what follows. All these crossover operators are compared via
numerical experiments with the recombination operators proposed in the next
section.

The Order Crossover (OX) is based on the idea that the order of alleles and
not their positions are relevant. The offspring are obtained by keeping a sequence
of alleles from one parent and the other alleles from the second parent - but in the
same order. In the Order Based Crossover (OBX) several alleles from one parent
are selected and their order in the offspring is imposed by the other parent. In
the Edge Recombination Crossover (ERX), the edges of a tour are considered
as containing the relevant genetic material. It actually considers that the path
representation does not contain enough information and therefore, the edges list
is added. When using the Partially-Mapped Crossover (PMX), a sequence of one
parent is mapped onto a sequence of the other parent and the rest of the alleles
are exchanged. In Cycle Crossover (CX) the offspring is created by filling each
position with the corresponding allele from one of the two parents. Maximal
Preservative Crossover (MPX) is similar to PMX, but it has the advantage
that it destroys a limited number of edges. When using the Alternating-Position
Crossover (APX), the offspring is created by taking one allele from each parent’s
first position, continuing with the second position and so on, ignoring the alleles
already existing. Position Based Crossover (PBX) selects several alleles from
one parent and their positions is imposed on the corresponding alleles of the
second parent.

4 Proposed Recombination Operators

4.1 Adaptive Goal Guided Recombination

The Adaptive Goal Guided Recombination (AGGX), originally introduced in [2]
and further improved in [3], is passing to the offspring not only genetic infor-
mation from the parents, as a standard crossover, but certain genetic infor-
mation from the parents best ancestors (LineBest) and from the best global
(GlobalBest) as well.
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The concept of relevant genetic material is introduced in this context as rep-
resenting the chromosomal information that can be retrieved in both LineBest
and GlobalBest. The fact that genetic information from the GlobalBest has been
preserved in individuals that represent the best ancestors of some chromosomes
from the current population, allows us to consider it as being relevant for the
search process. We use this information in order to accelerate the search process
by orienting it towards promising regions of the search space.

In order to be able to differentiate between good and bad genetic material,
we have to decide what relevant genetic material means when considering per-
mutation based encoding. In TSP for example, it is not important that a certain
city has been visited at a certain moment of time, but rather the succession
of visited cities, because the edges of a tour can be seen as the carriers of the
genetic information, according to [9].

Because preserving diversity in the search space, particularly in the first stages
of an evolutionary algorithm, represents a condition for avoiding the search to
become trapped into a local optimum, the amount of relevant genetic information
passed to the offspring is controlled by taking into account the number of the
current generation related to the total number of generations.

Let us consider NoEdges to be the total number of common genes of Glob-
alBest and LineBest, NoCrt the number of the current generation and NoGen
the number of generations after which the algorithm ends if no better solutions
are found. The number of (randomly chosen) genes kept in the offspring is given
by:

NoKept = NoEdges ∗ e−
m∗NoGen−NoCrt

m∗NoGen ,

where m is a factor that controls the length of the sequences of genes passed to
the offspring. Experimental results have shown that 10 is a good value for this
parameter.

NoKept is an exponentially increasing function that ensures that the diversity
is increased in the first stages of the algorithm and the search becomes more goal-
oriented in the final stages by keeping in the configuration of the offspring more
relevant genetic information from the LineBest and the GlobalBest. We also
transfer to the offspring a randomly chosen sequence of genes from one parent.

4.2 Best-Worst Recombination

The Best-Worst Recombination (BWX) scheme, introduced in [4], is performed
in an environment where each individual has extra knowledge about the best
individual (GlobalBest) obtained so far in the search process and also about
the worst individual GlobalWorst obtained so far. The goal of BWX is twofold:
to use the good genetic material contained in the GlobalBest while performing
recombination and to avoid transmitting to the offspring bad genetic material
already contained in the GlobalWorst during the search process.

If one of the parents contains genetic material that can be also retrieved in
the GlobalBest, we consider that these genetic traits should be also passed to
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the offspring in order to accelerate the search process. This strategy will save
time needed to find good characteristics for the offspring, by using the already
obtained ones. An exploitation of the search space is achieved by means of this
strategy, because we choose good genes that should be passed to the offspring
and we realize a local search around them.

If one of the parents contains genetic material that can be also retrieved
in the GlobalWorst, we pass to the offspring a permutation of that succession
of edges. This strategy will save search time by avoiding those configurations
that prove themselves to represent bad genetic material, as part of the worst
individual obtained so far. The exploration of the search space is also performed
by the perturbation of these configurations. However, not all genetic material
contained by the GlobalWorst can be considered as being not good to the search
process: there might be sequences of genes that represent good genetic material,
but combined with other sequences of genes lead to the worst configuration
obtained so far. In order to avoid the extinction of good genetic material, when
performing the permutation of the sequences that belong to both parent and
GlobalWorst, the probability that we obtain the same sequence is equal to the
probability of obtaining any other permutation of those genes. For the same
reason, if there are sequences belonging to both GlobalBest and GlobalWorst,
these will be considered as good genetic material and passed to the offspring in
that exact form.

4.3 Best Order Crossover

The new proposed Best Order Crossover (BOX) also exploits the fact that the
order of the cities is important, not their positions. The main new feature of
the proposed crossover operator is the use of genetic material belonging to the
GlobalBest individual together with genetic information from the two parents
that are subject to recombination.

Several cutting points are randomly chosen. The number of cutting points is
randomly selected and can be even zero. Every two consecutive cutting points
(including the beginning and the end of the chromosome array) will generate a
sequence of alleles; when the number of cutting points is 0, we will only have
one sequence containing the whole chromosome.

One of the following values will be assigned to each resulting sequence: -1, -2,
-3. These values identify the source used for creating the offspring. A sequence
identified by -1 means that the alleles will be taken from the main parent. A
sequence identified by -2 means that the alleles will be taken from the other
parent and when -3 is assigned to a sequence, the alleles will be taken from
GlobalBest.

For example, in order to create the first offspring, we consider the first parent
as the main parent. When we have a -1 sequence in offspring, we take the corre-
sponding positions in the same order from the main parent. For a -2 sequence,
we take the corresponding positions from the main parent but the order is given
by the other parent. For a sequence identified by -3, we take the corresponding
positions from the main parent but in the order imposed by GlobalBest.
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5 Experimental Results

Several TSP instances [8] are considered in order to provide a comparative anal-
ysis of the recombination operators for permutation based encoding.

A standard Genetic Algorithm (GA) is considered for numerical experiments.
The population consists of 100 individuals and roulette selection, inverse muta-
tion with 0.05 mutation rate and the various recombination operators are used.
Furthermore, elitism ensures that the fitness of the best solution in the popu-
lation does not deteriorate as the generation advances. For the considered TSP
instances, the GA is applied with the most popular recombination operators for
permutation based encoding [6] described in Section 3 and the proposed AGGX,
BWX and BOX operators presented in Section 4.

Table 1 presents the average results over 10 runs obtained after 1000 genera-
tions. The columns represent the TSP instances used in experiments while the lines
of the table give the GA results based on 11 different recombination operators.

The test results indicate the acceleration of the search process when us-
ing the AGGX, BWX and BOX recombination operators (last three lines in
Table 1). Moreover, the introduced BOX outperforms all the other operators for
all considered problems.

Table 1. Average GA results over 10 runs obtained after 1000 generations with all
considered recombination operators for 10 TSP instances (given in columns)

EIL51 ST70 PR76 EIL76 KROA100 LIN105 PR124 TS225 GIL262 PR299

OX 486 873 153359 708 36992 28907 149098 509356 9322 247282
OBX 623 1424 238253 1082 70942 51956 314630 980075 16847 479800
ERX 594 1383 208515 1060 73739 43120 233143 873696 16703 414322
PMX 520 1010 162829 751 44563 32064 173774 583968 10487 307267
CX 593 1247 205497 969 62446 41386 239291 757458 13286 344999
MPX 841 1739 284426 1265 83980 55282 317210 811696 14387 357980
APX 1067 2394 407957 1826 122240 88653 498100 1336437 22599 626387
PBX 593 1429 215691 983 72991 52944 311195 1103359 19434 513789
AGGX 597 945 206457 856 34876 25763 135974 537425 12876 354765
BWX 464 792 141767 652 33652 23342 129811 484764 9208 226592
BOX 460 741 121591 605 27563 19575 93154 383227 6937 172867

The performance of BWX is clearly better than that of AGGX emphasizing
the advantages of considering the information generated by the GlobalWorst
solution in addition to the genetic material from the parents and the GlobalBest.
It is interesting to observe that BOX performs better than AGGX and BWX
although it relies on a more simple scheme. BOX takes into account positions
order from GlobalBest only compared to AGGX which also considers LineBest
or to BWX which also considers GlobalWorst.

Figure 1 depicts the improvement in percentages generated by AGGX, BWX
and BOX after 1000 generations compared to the best solution reported by all
other recombination operators.
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Fig. 1. Solution improvement of AGGX, BWX and BOX after 1000 generations

The analysis of solution improvement confirms BOX as the most efficient
operator. AGGX was able to bring an improvement compared to other operators
only for a few TSP instances while BWX is able to steadily improve solution
quality but a lower rate compared to BOX.

6 Conclusions

Several recombination operators for permutation based encoding in GAs are
analysed and compared for a set of TSP instances. Numerical results indicate
a superior performance of the BWX and BOX recombination operators able
to bring a significant improvement in the solution quality compared to both
the best and average results from the other considered operators. The main
features which make BWX and BOX more efficient refer to combining genetic
material from the selected parents while considering the best (and/or worst)
potential solutions obtained up to the current generation in the search process.
Comparing BWX to BOX, we notice an interesting behaviour as BOX is capable
to obtain overall better results based on a more simple recombination scheme
compared to BWX. Further numerical experiments will be carried out to extend
the current results to other TSP instances and problems that can be addressed
with a permutation-based encoding in a genetic algorithm.
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Abstract. The Linear Ordering problem (LOP) is an NP-hard problem, which 
has been solved using different metaheuristic approaches. The best solution for 
this problem is a memetic algorithm, which uses the traditional approach of 
hybridizing a genetic algorithm with a single local search; on the contrary, in 
this paper we present a memetic solution hybridized with multiple local 
searches through all the memetic process. Experimental results show that using 
the best combination of local searches, instead of a single local search, the 
performance for XLOLIB instances is improved by 11.46% in terms of quality 
of the solution. For the UB-I instances, the proposed algorithm obtained a 
0.12% average deviation from the best known solutions, achieving 17 new best 
known solutions. A Wilcoxon test was performed, ranking the proposed 
memetic algorithm as the second best solution of the state of the art for LOP. 
The results show that the multiple local searches approach can be more 
effective to get a better control in balancing intensification/diversification than 
the single local search approach. 

Keywords: Metaheuristics, Memetic algorithm, Linear Ordering Problem, 
Local Search, Intensification/diversification balance. 

1   Introduction 

Given a Cij matrix of weights of  size n × n, the linear ordering problem (LOP) 
consists in finding a permutation p of columns (and rows) such that the sum of the 
weights in the upper triangle is maximized. Its mathematical expression is: 

( ) ( )

1

1 1

max ( )  
i j

n n

LOP p p
i j i

pC C
−

= = +

=
⎛ ⎞
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⎝ ⎠

∑ ∑
 

(1) 
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Here pi is the index of column (and row) i in the permutation. In LOP, the 
permutation p provides the ordering of rows and columns, as described by Laguna [1]. 

The Linear Ordering Problem has been described as an NP-hard problem by Karp 
and Thatcher [2] and Garey and Johnson [3]. 

Important applications of LOP exist in scheduling, social sciences, electronics, 
archeology, and particularly in economics, where it is applied to solve the problem of 
triangulating the input-output tables in the economic model by Leontief [4]. 

2   Related Work 

The memetic algorithm by Schiavinotto and Stutzle [5] currently offers the best 
solution of the state of the art for LOP. In this work a genetic algorithm was 
hybridized with a single local search on an insertion neighborhood. The single local 
search included in the memetic algorithm uses a criterion between first and best. The 
final configuration of memetic includes a population size of 25 individuals, an 
offspring formed by 11 children generated by OB crossover, a diversification by 
reinitializing of population (after 30 iterations have occurred without changes in 
fitness average). The final memetic algorithm didn´t include a mutation operator. 

One of the best solutions for LOP is the Tabu search by Laguna et al. [1]. This 
solution includes an intensification phase using short-term memory based on a tabu 
criterion, a diversification process through a long-term memory that uses a frequency 
register, and an additional intensification process that applies a path relinking strategy 
based on elite solutions. The Tabu search algorithm uses two different local searches 
(first and best) in its different processes. These local searches explore an insertion 
neighborhood through consecutive swap movements. 

A benchmark library and a comprehensive study of heuristic methods were 
developed by Martí [6]. In this work, under the same experimental conditions and on 
the same standard sets of instances (OPT-I and UB_I), 10 of the top performing 
heuristic algorithms are assesed. The highest performing algorithms were the memetic 
algorithm and Tabu search. 

Memetic algorithms are commonly implemented as evolutionary algorithms 
endowed with a single local search component [7]. The use of multiple local searches 
in the memetic algorithm is associated to learning approaches [8], but this strategy has 
a high computational cost. On the contrary, we propose a less expensive new approach 
by incorporating in a memetic algorithm multiple local searches with different levels of 
intensification, according to the requirements of the processes included in the 
algorithm. 

3   Local Searches 

The insertion neighborhood used by the local searches implemented, is defined by the 
insert operation: π × {1, … , n}2  π . 
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1 1 1

1 1 1

( , , , , , , , )    
( , , )

( , , , , , , , )    
i i j i j

j i j i i

i j
insert i j

i j

π π π π π
π

π π π π π
− + +

− − +
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 (2) 

This neighborhood was implemented applying the exploration strategy inspired on the 
Dynasearch method proposed by Congram [9]. The insertion is made by a series of 
swap movements between adjacent elements, where i = j ± 1. The change in the 
objective function value is given by: 

 

   

 1;
( , , )  

1.
i j j i

j i i j

s

c c i j
i j

c c i j

π π π π

π π π π

π
−

−

= +⎧⎪Δ ⎨ = −⎪⎩
 (3) 

Since the change evaluation for each movement is constant, the cost to evaluate the 
neighborhood is O(n2). For optimizing the execution time, the costs of all the swap 
moves are pre-calculated like in the Tabu search by Laguna [1]. The expression for 
this calculation is: 

dij = cij – cji   ∀i,j = 0.. n-1. (4) 
 

In this work two local search algorithms with different levels of 
intensification/diversification were implemented. The algorithm in Figure 3 corresponds 
to LSf local search [5], which has an external cycle to examine all the sectors in the 
permutation order. For each sector, an internal cycle evaluates all the neighbors searching 
for the best (if none is better it returns the less worse neighbor solution). 

                                                                          

LSf Algorithm(ππππ ) 
    for (i = 0.. n-1) do 
        r¯ arg max r. r = i  f (insert(π,i,r¯ )) 
        π’= insert ((π,i,r¯)) 
        if f (π’) > f (π) then 
            return (π’) 
        end_if 
    end_for 
   return (π) 
end_LSf,Algorithm (π ) 

 

Fig. 1. LSf algorithm 

On the other hand the Best local search [1] is much more intensive: it starts from a 
feasible solution which is improved over the time. All sectors are scanned in the 
permutation order; all the consecutive positions forward and backward from the 
current position are examined, choosing the position which produces the highest 
increment (or the lowest decrease) in the objective function value for carrying out the 
movement. The process is repeated as long as the current solution is improved,  
Figure 4 shows the algorithm for the Best local search. It is worth mentioning that the 
Best local search is more intensive and its cost is greater than the cost of the LSf 
algorithm. As we can see, both searches have a variable cost. 
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Fig. 2. Best algorithm 

4   Proposed Memetic Algorithm (MLSM) 

The proposed memetic algorithm that we denote by the acronym MLSM (multiple 
local search memetic) is hybridized with different local searches. Figure 1 shows the 
pseudo-code for MLSM. 

MLSM Memetic Algorithm 
Population RandomGeneratepopulation( ); 

  ImprovePopulation  BBeessttLLooccaall  SSeeaarrcchh(Population);   
while (not stop condition) 

if stagnation  then 
   Population Selectbestindividual(Population); 

   Population  RandomGeneratepopulation( );//diversification 
           ImprovePopulation  LLSSFFLLooccaallSSeeaarrcchh(Population); 

     end_if 
     for i 1..#crossovers do 
           select π a, π b from Population( ); 
           offsprings OB_crossover( ); 
          ImprovePopulation  BBeessttLLooccaallSSeeaarrcchh(Population); 
      end_for 
   Population SortPopulation(Population); 
     best_individual Select_best(SortedPopulation) 

end_while (reach stop condition); 
end_Memetic Algorithm 

 

Fig. 3. Proposed memetic algorithm MLSM 

In the proposed memetic algorithm, the initial population is obtained by generating 
randomly 36 individuals, to which the Best local search is applied. 

For subsequent generations, two parents are randomly selected for applying 
crossover. From the first parent a set of positions are randomly selected (0.4 * 
instance size), then the values in the non-selected positions are copied directly to the 
corresponding positions of the offspring. In the next step, the values in the selected 
positions are ranked according to the order in the second parent and copied to the 
vacant positions of child. Figure 2 shows this crossover process. In the selection 
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process, the first father is randomly chosen according to a uniform distribution and 
the second parent is chosen giving preference to the best elements of the population. 
A general condition for the selection of parents is that they haven’t recently generated 
offspring. The Best local search is applied to the new population. 

To build the new population, the 25 best individuals are chosen from the current 
population and from the generated offspring, duplicates are eliminated. 

An extra diversification by randomly regenerating the individuals in the current 
population is applied, remaining only the best individual. This process is triggered to 
avoid premature convergence when the average of the population objective function 
does not change during five consecutively generations. In this case an LSf Local 
search is applied to all the individuals in the new population. 

 
 
 
 
 
 
 
 
 
 
 

 

Fig. 4. An OB crossover example 

5   Experimental Results  

Experimental work was conducted on a Dell Power Edge 2600 with a XEON 
processor at 3.06 GHZ and 4GB in RAM. The algorithm was coded in C++, and 
compiled in Visual Studio 2005. Each algorithm was executed using two time limits 
(10 and 600 seconds) for each instance and a seed of 1471. The instances were 
grouped into four sets: RandAII, Spec, RandB, XLOLIB, and RandAI. 

A first experiment to assess different combinations of the local search strategies 
(Best (B) and LSf (LSF)) on the memetic algorithm was performed. They are applied 
to the initial population, to the population after the crossover and to the population 
after the diversification process. The experiment was carried out using the XLOLIB 
instances. Table 1 shows the results for the best combinations. The first column shows 
the combination of local searches. The combination (B, B, B) corresponds to a single 
local search memetic algorithm (SLSM, traditional approach), that is used as base 
case. The third column includes the average deviation from the best known solution 
(%), and the fourth column contains the difference in performance for the 
corresponding combination with respect to the performance of the base combination. 
The best combination (B, LSF, B), highlighted in the table, achieves a performance 
improvement of 11.4% with respect to the base case. In the table, the acronym NA 
indicates that no local search was applied. 
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A second experiment was carried out to assess the performance of the proposed 
memetic algorithm, which incorporates the best configuration of local searches. The 
MLSM algorithm was compared average wise with the two best metaheuristics: tabu 
search by Laguna (TS) [1] and memetic algorithm by Schiavinotto (SM) [5]. The 
results for these two metaheuristics were obtained from the benchmark library 
developed by Marti et al. [6] and are shown on Table 2.  

Table 1. Average deviation from best known solutions and percentage improvement with 
respect to the base SLSM algorithm 

Table 2. Experimental results for UB-I instances (10 sec.) 

As can be seen, the proposed MLSM algorithm achieves a comparable 
performance to the memetic algorithm by Schiavinotto (SM). Afterwards non-
parametric Wilcoxon tests were performed to compare MLSM with respect to the 
tabu and memetic algorithms, applying time limits of 10 and 600 seconds. MLSM 
significantly outperforms the Tabu solution for the two different time limits (the 
results are not shown by space restrictions). The results of the experiment with SM 
algorithm are shown in the Table 3. In this table, when R+ is larger than R-, the SM 
algorithm is better than MLSM, the opposite is true if R- is greater than R+. If the 
greatest of R+ and R- is greater than the reference value (R), then the performance 
difference is statistically significant, otherwise both algorithms have the same 

Combination of local 
searches 

Memetic 
algorithm  

Average deviation from best 
known (%) 

Percentage 
improvement versus  

base SLSM 

B, B, B                      Base SLSM 0.18974923 0 
LSF, LSF, B MLSM 0.19692336 -3.78084802 
B, LSF, B MLSM 0.16805435 11.43344824 
LSF, B, B MLSM 0.19661945 -3.62068399 
NA, NA, B SLSM 0.17349502 8.566153338 
LSF, LSF, LSF SLSM 0.42988623 -126.554927 
B, LSF, LSF MLSM 0.40227557 -112.003796 

Instances Performance TS by Laguna [3] SM by Schiavinotto [5] MLSM 
% Error (Avg) 0.12 0.05 0.11 

RandA1 
# Best 5 33 19 

% Error (Avg) 0.01 0 0.001 
RandA2 

# Best 3 39 33 
% Error (Avg) 0 0 0.27 

RandB 
# Best 20 20 0 

% Error (Avg) 0.61 0.12 0.169 
XLOLIB 

# Best 0 2 1 
% Error (Avg) 0.45 0.049 0.073 

Spec 
# Best 3 3 4 

% Average Error 0.23 0.04 0.12 
#Total Best 31 97 57 
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performance. In all cases, considered reliability is 0.05. As we can see, the memetic 
algorithm by Schiavinotto[5] outperforms significantly the performance of MLSM in 
6 of 10 cases for 10 seconds. In the test with 600 seconds MLSM was outperformed 
by SM only in 3 of 10 cases.  The performance increment of the MLSM algorithm 
could be explained because the multiple searches approach permitted to incorporate a 
better balance of intensification/diversification than the single search approach.  

Additionally, with the proposed memetic algorithm MLSM 17 best known 
solutions were improved. These new best known solutions were obtained when the 
MLSM algorithm was carried out using a time limit of 600 seconds. Table 4 shows 
these new best known solutions. 

Table 3. The Wilcoxon test (memetic algorithm by Schiavinotto [5] and MLSM) 

Execution time limit of 10 seconds 

Prom. RandA 
I(100) 

RandA 
I(150) 

RandA 
I (200) 

RandA 
I(500) 

RandA 
II(150) 

RandA 
II(200) 

RandB XLOLIB
(150) 

XLOLIB 
(250) 

Spe
c 

N 25 25 25 25 25 25 20 39 39 7 
N 7 24 25 25 4 12 20 39 33 3 
R+ 23 282 246 325 10 55 210 749 558 4 
R- 5 18 79 0 0 23 0 31 3 2 
R 26 219 236 236 NA 65 158 531 391 NA 
Winner none SM SM SM NA none SM SM SM NA 

Dif.Sig.? No Yes Yes Yes NA No Yes Yes Yes NA 
Execution time limit of 600 seconds 

N 25 25 25 25 25 25 20 39 39 7 
N 0 8 16 15 0 3 0 39 1 3 
R+ 0 36 128 88 0 6 0 537 1 4 
R- 0 0 8 32 0 0 0 243 0 2 
Ref NA 33 107 95 NA NA NA 531 NA NA 
Winner SM=MLSM SM SM SM=MLSM SM=MLSM NA S=MLSM S S=MLSM NA 

Dif.Sig.? No Yes Yes No No NA No Yes No NA 

Table 4. New best solutions 

Set Instances Old best solutions New best solutions 

N-t1d200.13 409234 409270 

N-t1d500.15 2411718 2412400 

N-t1d500.16 2416067 2416446 

N-t1d500.17 2401800 2402438 

Rand AI 

N-t1d500.18 2421159 2421511 

N-atp134 1796 1797 
Spec 

N-atp163 2073 2075 

N- t75d11xx_150.mat 9642140 9643446 

N - tiw56r67_150.mat 2056347 2056446 

N - stabu2_250.mat 11500448 11500845 

N - stabu3_250.mat 11900315 11901939 

N - t59d11xx_250.mat 3841167 3841376 

N - t75d11xx_250.mat 25017059 25022475 

N - t75n11xx_250.mat 4524942 4525197 

N - tiw56n54_250.mat 2098726 2098877 

N - tiw56n62_250.mat 4142745 4143351 

XLOLIB 

N - tiw56n72_250.mat 11149706 11151094 
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6   Conclusions 

In this work the linear ordering problem is approached. We propose a memetic 
algorithm that incorporates multiple local searches instead of a single local search. A 
combination of different local searches is evaluated for the process of improving the 
individuals. 

The MLSM algorithm was tested on the UB-I instances, obtaining 0.12% in the 
average deviation from the best known solution, comparable with the memetic 
algorithm by Schiavinotto, and it outperforms the Tabu by Laguna by 48% in solution 
quality. The Wilcoxon non-parametric test shows that MLSM significantly 
outperforms the Tabu solution; but the memetic algorithm by Schiavinotto 
outperforms significantly the performance of MLSM in 6 of 10 cases for 10 seconds. 
In the test with 600 seconds MLSM was outperformed by SLSM only in 3 of 10 
cases. The recovery of the MLSM performance could be explained because the 
multiple local searches approach permits to get a better control of the balance of 
intensification/diversification than the single local search approach. With the 
proposed memetic algorithm MLSM, 17 best known solutions were improved. We are 
currently applying the multiple local searches approach in other metaheuristics. 
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Abstract. Some Hybrid Packing Systems integrate several algorithms to solve 
the bin packing problem (BPP) based on their past performance and the 
problem characterization. These systems relate BPP characteristics with the 
performance of the set of solution algorithms and allow us to estimate which 
algorithm is to yield the best performance for a previously unseen instance. The 
present paper focuses on the characterization of NP-hard problems. In related 
work, characterization metrics are traditionally oriented towards problem 
structure. In this work, we propose metrics based on descriptive statistics for the 
Bin Packing Problem (BPP). The proposed metrics are of general purpose, 
meaning that the metrics do not depend on problem structure and can be applied 
to BPP and other problems to complement existent metrics. The “enhanced” 
Hybrid Packing System outperforms the version that does not take advantage of 
the general-purpose metrics; the results obtained show a 3%-improvement with 
respect to the reference Packing System. 

Keywords: Hybrid Solution Systems, Bin Packing Problem, Problem 
Characterization, Heuristic Algorithms, Algorithm Selection. 

1   Introduction 

The benefits and shortcomings of approximate solution algorithms for complex 
optimization problems are widely studied. However, the lack of formal methods to 
characterize the performance of such algorithms makes it difficult to evaluate and 
select among them [1, 2, 3, 4].  

In this work we seek to characterize NP-hard optimization problems in order to 
select the best approximation algorithm for the solution of a given problem instance; 
the algorithm portfolio is part of a hybrid solution system. As a practical example, we 
attend the BPP. The proposed characterization process is based on statistical 
techniques and machine learning, and forms part of a methodology oriented to the 
construction of prediction models of algorithmic performance [5]. A prediction model 
is constructed based on a learning set of problem instances and is then applied to infer 
the best-performing algorithm for new, previously unseen problem instances. 
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The set of learning instances is the outcome of a characterization process for 
optimization problems and class-transformation techniques. For each instance, the 
characterization process extracts difficulty metrics, and identifies - among a set of 
available algorithms the one that yields the best performance. The class-
transformation methods conserve for each instance only the best-performing 
algorithm in the set. The transformation is necessary in setups where it is feasible to 
execute only one solution algorithm per each problem instance. 

For characterization, five metrics specific to the problem were used and 21 new 
metrics based on classical statistical descriptive measures were incorporated. A set of 
standard BPP instances was used to validate the performance of the prediction model. 
Experimental results show a prediction accuracy of 79% surpassing the 76% 
previously reported [1]. However, these percentages represent an upper bound from 
exact result of prediction model accuracy for which reason it was necessary to 
establish a fair measure. 

2   Algorithm Selection for a Hybrid Solution System 

The present work extends a Methodology for Development of Hybrid Solution Systems 
based on Algorithms Selection [5]. Using this methodology, critical characteristics for a 
solution instance are identified and the performance of available solution algorithms is 
evaluated. Through a learning process, a prediction model that relates the characteristics 
of the instance to the performance is built. Such models make it possible for a new 
instance to infer the algorithm with the best performance. This system is composed of 
three main elements: problem and algorithm characterization, building of a prediction 
model, and the best-performing algorithm inference. The extension takes advantage of 
three proposed strategies: general-purpose characterization metrics, multiclass instances 
and realistic model evaluation.  

3   Characterization of Optimization Problems  

The characterization process for an instance I of an optimization problem consists in 
transforming its parameters into a set of metrics, which aim to represent the solution 
difficulty. In algorithm selection, these metrics are used to solve an instance I, inferring 
based on the metrics which algorithm will respond with the best performance. Each 
metric must be represented with a unique numeric value, and preferably mutually 
independent of the other metrics. Also, the time necessary to calculate the metric set must 
be relatively small in comparison to the time required for the inference and the execution 
of the selected algorithm [6].  

Despite of its practical and theoretical importance, little effort has been dedicated 
investigating problem structure in previous work. This may be partially due to the 
difficulty in characterizing the structure of complex real-world problems [3, 4, 7].  

Previous works propose metrics that quantify characteristics specific to problem 
structure [5, 6, 8]. Some propose the use of metrics based on statistical measures [9]. 
In this work, measures of both types are formulated for the Bin Packing Problem. 
Also, the necessity of instance transformation methods is identified for instances that 
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have more than one algorithm associated with the best performance (solution quality 
and execution time). The nature of the algorithm selection problem requires that the 
prediction model infers a unique algorithm for each given instance; that is because we 
consider it feasible to execute only a single algorithm.  

4   Study Case: BPP Solved with Heuristic Algorithms 

4.1   Bin Packing Problem 

This work considers a discrete one-dimensional version of BPP, this is a classic NP-
Hard combinatory optimization problem, in which there is a sequence n objects, that 
will be distributed of L = {a1,a2,...,an}, each object with a size 0 < s(ai) ≤ c, and 
unlimited bins, where each of them have c capacity. The aim consists in finding the 
distribution of objects inside of a set of identical bins. Objects are allocated inside the 
bins in such a way that the bin capacity is not exceeded. In this version, object and bin 
dimensions are depreciable. In other words, when bin capacity permits to assign more 
objects, they can be accommodated without any restriction regarding the height or 
length of the object. 

The aim is to find a minimal  L partition: L = B1 ∪ B2 ∪ ....  ∪ Bm. Such that, in 
each set Bj, the sum of the size of each object w(ai) in Bj does not exceed c. Where 1 ≤  
j ≤ m [10]. 

4.2   Approximation Solution Algorithms 

In this work, seven solution algorithms for BPP were used. Five of the algorithms are 
deterministic for specific purpose: First Fit Decreasing (FFD), Best Fit Decreasing 
(BFD), Match to First Fit (MFF), Match to Best Fit (MBF), and Modified Best Fit 
Decreasing (MBFD) [11, 12]. The remaining algorithms are non deterministic and of 
general purpose: Threshold Accepting (TA) [13] and Ant Colony Optimization 
(ACO) [14]. 

Information on algorithm performance for the nondeterministic algorithms was 
obtained calculating average performance for each instance in 30 executions, which is 
the minimum acceptable sample size [15]. 

5   Proposed Metrics for BPP Characterization 

5.1   Problem Characterization 

With the goal of modeling the structure of a instance, Pérez and Cruz [5] formulated 
the SPI (Specific-purpose Metrics) set, formed by five difficulty metrics: instance 
size (p), occupied capacity (t), dispersion (d), factors (f),  and container usage (b).  

In this work, two set of metrics based on descriptive statistics are proposed [16]. 
Different to the former metrics, these can be applied to a wide variety of problems.  
GPI set (General- purpose Metrics); they characterize the weight distribution of BPP 
objects. Table 1 shows the 21 classical descriptive measures taken directly from 
statistics to define this set.  
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Table 1. Types of descriptive measures used to define the GPI set 

Type Measures 

Centralization 
Mean (arithmetic, harmonic and geometric), Median 
and Mode. 

Dispersion 
Range, Deviation (Sample Standard and Distribution 
Standard), Variance (Sample and Distribution), 
Variation Coefficient and Standard Error. 

Position 
(Quantiles) 

Deviation of ranges (Quartiles, Deciles and 
Percentiles). 

Form 
Skewness (Pearson’s Coefficient - typical, median, 
mode -, Momental Skewness, Bowley Skewness) and 
Kurtosis. 

GPIc (General-purpose Metrics scaled by the bin capacity). This set is obtained 
from the GPI set. The weight of the objects w is scaled by the bin capacity c, as is 
showed in Equation 1. 

, 1, 2, ..., .c i
i

w
w i n

c
= =  (1) 

5.2   Algorithm Characterization 

Two metrics were applied to determine solution quality: the absolute and the 
theoretical ratios. The first was used on instances that have solutions reported in the 
literature as the best found. The second was applied to instances that do not have a 
reference solution.  

Equation 2 corresponds to the absolute ratio ra, which is the ratio between, the 
number of bins of the obtained solution zobt, and the number of bins of the best 
reference solution zobt.  

best

obt
a

z
r

z
=  (2) 

Theoretical ratio rt, formulated in Equation 3, is one of the most common metrics for 
Bin Packing: the ratio between zobt and the theoretical number of bins zt. This latter 
measure is a lower bound of the optimal bin number, and is equal to the sum of the 
object sizes divided by bin capacity (see Equation 4).  
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In order to determine the best-performing algorithm for a given instance, greater 
priority was given to ratios than to run time. 
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5.3   Transformation from Multiclass Instances to Single-Class Instances 

The proposed methods for transforming multiclass instances to single-class instances 
are described below.  

EL (Encapsulation of Labels): This method considers each different class 
appearing in the dataset as a new class. A similar method called n-Model has been 
used by Boutell [16] and Wieczorkowska [18].  

ELP (Encapsulation of Labels with Partitioning). First, initial groups of instances 
are defined using the classes generated with the EL method. Each group is partitioned 
using the K-Means method [19]. If the distance between the centers of the subgroups 
overcomes a threshold, set in this work at 0.5, the partition is conserved. The obtained 
groups are labeled as new classes, derived from the original classes.  

VE-SI (Vertical Elimination - Single-Label Instances). A common transformation 
method is to eliminate all multiclass instances (horizontal elimination). VE-SI is an 
alternative proposal to eliminate classes (vertical elimination). For each instance, only 
the first associated class Y is conserved, where Y is a set of classes that occurs for 
single-class instances. For those instances with several classes in Y, one of their 
classes is select at random.  

As can be observed, transformation methods hide information for the construction of 
the prediction models. Methods EL and ELP encapsulate class combinations, taking 
them as new classes. The VE-SI keeps only one class for each class combination.  

6   Experimentation 

The goal of the experiments is to analyze how the proposed measures impact the 
prediction accuracy. In particular, for algorithm selection applied to the BPP, in the 
context of a Hybrid Solution System. For the experimentation, two sets of 
optimization instances were used. Through the characterization process described in 
Section 5, the optimization instances were transformed into learning instances. The 
learning instances of BPP used to build the algorithm selector are called ASBPP 
(Algorithm Selection for Bin-Packing Problem). The ASBPP-training set is formed by 
2,430 random BPP instances and performance information [5] of seven solution 
algorithms. The ASBPP-test set is formed by 1,369 standard BPP instances [20, 21] 
and information from the seven algorithms previously mentioned.  

To build a prediction model of algorithm performance, the classification technique 
C4.5 of Quinlan [22] was applied to ASBPP-training. For model validation, two 
methods were applied, that are described widely in Dallas [23]: Resubstitution 
Validation (RV) and Validation with the Test Dataset (VTD).  

To determine the prediction-model accuracy for a given instance, Pérez and Cruz 
[5] established the following criterion: the instance is well-classified if there is a 
common class between the set of predicted classes and the set of exact classes.  

7   Results 

Table 2 shows the accuracy results for the algorithm selector when applying the three 
transformation methods (EL, ELP and VE-SI) described in Section 5.3. We observed 
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that with the VTD validation method the SPI-GPIc set, applying the ELP transformation 
method obtains better performance; the same behavior is observed for the RV validation 
method. The incorporation of general-purpose metrics permits to improve on the 76% 
accuracy reported for the VTD in previous work [5]. 

Table 2. Results of the methods of validation with the ELP transformation 

Accuracy (%) Transformation
Method 

Indice Set 
RV VTD 

SPI 88.8066 77.0636 EL 
SPI-GPIc 92.0165 76.6983 

SPI 88.0247 76.0636 
ELP 

SPI-GPIc 93.3745 79.4010 
SPI 84.8560 68.8824 

VE-SI 
SPI-GPIc 87.8189 70.2703 

The results obtained with the EL and the ELP transformation methods are an upper 
bound for the exact result. In order to make a fairer evaluation, it was necessary to 
apply the VE-SI transformation method. For both validation methods RV and VTD, 
the SPI-GPIc obtains higher accuracy percentage than other set. The transformation 
method VE-SI corresponds to realistic conditions. Therefore, in experimental 
conditions oriented to practical aims, the SPI-GPIm, which is composed by specific 
and general purpose metrics scaled by mean, obtained a greater accuracy with both 
validation methods.  

8   Conclusions 

In this work, a characterization process to extract learning instances from a set of 
optimization instances was proposed. In order to demonstrate the feasibility of the 
proposal, the Bin Packing Problem, solved with seven approximation solution 
algorithms, was characterized. Learning instances of Bin Packing were used in the 
construction of performance-prediction models. The models were validated with a set 
of standard instances aiming to quantify the impact of incorporating new 
characterization metrics to existent metrics developed in previous work [5]. 

For characterization of Bin Packing Problem, metrics derived from classical 
statistical measures are proposed. These metrics are of general purpose, because they 
are independent of the problem and can be applied to other optimization problems. 
Each metric is easily computed and represented by a numerical value. 

For model construction, the C4.5 learning technique was applied. Like other 
classifiers, it does not support instances with more than one class associated 
(dominant algorithm). For this reason it was necessary to develop three techniques to 
transform instances with more than one associated algorithm: EL, ELP, and VE-SI 
transformations. The first two encapsulate an algorithm set into one class, and the last 
eliminates algorithms, preserving only one. Also, a transformation is necessary for 
setups where, for a given instance, only one solution algorithm can be executed.  
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Previous work reported a prediction accuracy of 76%, using the C4.5 and the Test 
Dataset validation method. Under the same conditions, an increase of 3.4% was 
obtained by incorporating a set of general-purpose metrics GPIc and applying the 
transformation technique ELP. The EL and ELP produce a model prediction that 
infers one or more algorithms for a given instance. The VE-SI produces a prediction 
model that infers a single algorithm for a given instance. For this reason, the VE-SI 
provides an lower bound of the exact result for prediction model accuracy when the 
EL and ELP transformations are applied. An accuracy of 70.27% was obtained by 
using VE-SI and SPI-GPIc, which represents an adequate result for real-word life 
conditions.  
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Abstract. Non-stationarities in EEG signals coming from electrode arte-
facts, muscular activity or changes of task involvement can negatively
affect the classification accuracy of Brain-Computer Interface (BCI) sys-
tems. In this paper we investigate three methods to alleviate this: (1)
Regularization of Common Spatial Patterns (CSP) towards stationary
subspaces in order to reduce the influence of artefacts. (2) Unsupervised
adaptation of the classifier bias with the goal to account for systematic
shifts of the features occurring for example in the transition from cali-
bration to feedback session or with increasing fatigue of the subject. (3)
Decomposition of the CSP projection matrix into a whitening and a ro-
tation part and adaptation of the whitening matrix in order to reduce
the influence of non-task related changes. We study all three approaches
on a data set of 80 subjects and show that stationary features with bias
adaptation significantly outperforms the other combinations.

Keywords: Brain-Computer Interface, Common Spatial Patterns, sta-
tionary features, adaptive classification.

1 Introduction

Brain-Computer Interface (BCI) systems [4] aim to translate the intent of a sub-
ject measured from brain signals e.g. EEG into control commands for a computer
application or a neuroprosthesis. A popular paradigm for BCI communication is
motor imagery i.e. subjects perform the imagination of movements with their feet
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or hands, the imagined movements are detected by the system and translated into
computer commands. The detection step often involves the extraction of relevant
features by a spatial filtering method called Common Spatial Patterns (CSP) [1].
The CSP filter is computed during the calibration session, but can be adversely
affected by noise and non-stationarities e.g. coming from changes in impedance,
muscular activity or eye movements. Moreover, even optimal filters may result in
bad classification accuracies as the distribution of the features can change over
time due to differences between sessions e.g. no feedback vs. feedback or changes
of task involvement. Therefore this paper aims at both, we propose a regularized
version of CSP to alleviate the impact of bad trials and noisy electrodes and we
combine it with methods which adapt to changes in the feedback session.

Recently, several approaches were proposed to reduce the impact of non-
stationarities in BCI applications. For example [10] uses techniques for co-adaptive
learning of user and machine, [9] investigates different methods for unsupervised
adaptation of the classifier and [8] uses adaptive spatial filtering. Other ap-
proaches use extra measurement like EOG or EMG to remove artefacts [2] or
apply covariate shift adaptation to account for shifts of the features [5].

This paper is organized as follows. In Section 2 we present stationary CSP
and the adaptation methods. Section 3 describes the experimental setup. After
that we present and analyse the results in Section 4. Finally we concludes with
a short summary and future research ideas.

2 Methods

Stationary CSP

Stationary Common Spatial Patterns (sCSP) is inspired by invariantCSP [2, 6].
However, in contrast to the latter it is completely data driven without using neu-
rophysiological prior knowledge or extra measurements. The objective function
of sCSP trades-off discriminativity and stationarity as it maximizes the variance
of one class while minimizing the variance of the other class, but at the same
time it penalizes non-stationary directions:

max
w

w�Σ+w
w�{Σ+ + Σ− + λΔ}w , (1)

max
w

w�Σ−w
w�{Σ+ + Σ− + λΔ}w . (2)

Note that w is the sCSP filter, Σ+ and Σ− are average covariance matrices of
the two classes, Δ is the regularization term and λ is a trade-off parameter.

In order to estimate the regularization term Δ, we first compute the trial-wise
covariance matrices Σ(k)

+ and Σ(k)
− for both classes. After that we compute the

deviations of the trial-wise covariance matrices from the class-average covariance
matrix i.e. Δ(k)

i := P
(
Σ(k)

i − Σi

)
with i being the class indicator. Note that

P is an operator to force symmetric matrices be positive definite. This assures
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that the penalty term is always positive. In our study we simply flip the sign of
negative eigenvalues. The regularization term Δ is finally defined as the average
of the difference matrices Δ(k)

i over all trials k and the two classes i.

Unsupervised Bias Adaptation

In this paper we use the bias adaptation method PMean introduced in [9]. This
method adapts the bias b of an Linear Discriminant Analysis (LDA) classifier
wT x + b(t) by updating the global mean μ of the features:

b(t) = wT μ(t − 1), (3)
μ(t) = (1 − η) · μ(t − 1) + η · x(t), (4)

where t is the trial number, η ∈ [0 1] is a constant, w are the weights of the LDA
classifier and x is the feature vector. Note that the adaptation is only performed
in the feedback session and only affects the bias and not the weights.

Whitening Adaptation

The main idea of whitening adaptation is to decompose the CSP projection
into a whitening P and a rotation B part. The rotation part is assumed to
be fixed, but the whitening matrix is updated during feedback. This idea was
introduced in [8]. There the covariance matrix was updated using blocks of data.
In this work, we update the covariance using the same formula as for PMean,
i.e. equation (4), because this approach only needs to store one sample rather
than a block of data and allows a continuous adaptation:

P(t) = VD−1/2VT , (5)
Σ(t) = (1 − η) ·Σ(t − 1) + η ·Σt, (6)

where t is the trial number, V and D are the eigenvectors and eigenvalues of
Σ(t−1), η ∈ [0 1] is a constant and Σt is the covariance matrix of trial t. As before
the adaptation is only performed in the feedback session and is unsupervised.

3 Experimental Setup

The experiments are based on data from a joint study [3] with Univesity
Tübingen. We asked 80 volunteers to perform motor imagery tasks with the
left and right hand or with the feet. For each user we select the best binary
task-combination and estimate parameters like frequency band or time interval
of interest in a calibration session (150 trials) without providing feedback. After
that we perform a test session consisting of 300 trials and provide 1D visual
feedback i.e. a moving arrow on a screen. All subjects in this study are BCI
novices. We use recordings of 68 preselected electrodes densely covering the mo-
tor cortex, three CSP directions per class, power features, an LDA classifier and
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error rate to measure performance. We select the λ parameter for sCSP from
the set of candidates {0, 0.1, 0.025, 0.05, 0.075, 0.1, 0.25, 0.5, 0.75, 1, 2.5, 5, 10}
by 5-fold cross-validation on the calibration data. As the authors in [9] we use
η = 0.05 for PMean. For the whitening adaptation η is chosen to be one order
of magnitude smaller i.e. 0.005 as the method is more sensitive to changes.

4 Results

At first we compare the performances of CSP and sCSP with and without using
adaptation. Fig. 1 shows six scatter plots, each displaying the error rates of two
methods which we want to compare. We see that in general sCSP performs much
better than CSP, although for some subjects it can lead to slightly worse results.
We will analyse the reasons for the performance increase further below. We also
see that using bias adaptation improves classification results as it reduces shifts
in the features which can occur between calibration and test session1. However,
except for a few users PMean is superior to whitening adaptation (see right
bottom panel). We also investigated the combination of sCSP with both adap-
tation methods, but it did not bring any significant improvements over sCSP and
PMean. We also observed unequal false positive and false negative rates when
using CSP or sCSP. This bias comes from a shift in the distribution of features
between calibration and test phase and can be resolved by bias adaptation.

In order to evaluate the significance of our results we use the Wilcoxon signed-
rank test. Table 1 shows the p-values (one-sided) of different comparisons using
either all subjects or dividing them into three groups based on their error rates:
0% - 15%, 15% - 30% and above 30%. Note that the null hypothesis of the
test states that the median of the distribution of error rate differences is zero.
Together with the scatter plots from Fig. 1 we can not only tell whether there is a
significant difference between two methods or not, but also which one performs
better. Most significant improvements are obtained for subjects in the above
30% error rate group. For these participants both using stationary features and
adapting to changes is advantageous, whereas users who perform well do not
benefit from sCSP. This is intuitive as subjects with low error rates usually have
a clean signal i.e. it is not affected by artefacts and the signal to noise ratio is
higher than in subjects who lack BCI efficiency. Therefore using sCSP does not
bring any advantage. However, since these subjects can also suffer from shifts in
the features (as introduced by changing from calibration to feedback condition),
adaptation methods may improve the classification results.

In the following we would like to analyse the reasons for the performance gain
on a specific participant. This subject performs left vs. right motor imagery and
has an error rate of 28.67% when using CSP. However, the error rate decreases
to 8% when applying sCSP (with λ = 0.25), it is 6% for both sCSPpmean and
sCSPwhitening and it is 10.33% for CSPpmean and 9.67% for CSPwhitening.
So why does CSP perform so poorly compared to the other methods?

1 Note that visual feedback was only provided in the test session.
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Fig. 1. Six scatter plots comparing the error rates of different methods. Each subject
is represented by a blue dot. The percentage of points lying above or below the black
line is shown in red and indicates which of the compared methods performs better. We
see that both sCSP and bias adaptation, especially PMean, decrease error rates.

Table 1. Overview of p-values for different method combinations using Wilcoxon
signed-rank test (one-sided). Bold values are significant when α = 0.05. Grouping
is performed based on the error rates of the worse method (x-axis in Fig. 1).

Compared Methods Groups based on error rate (in %)
0 − 15 15 − 30 > 30 all

sCSP better than CSP 0.4924 0.4510 0.0118 0.0301
sCSPpmean better than sCSP 0.0033 0.0076 0.0006 0
sCSPwhitening better than sCSP 0.4925 0.0098 0.0103 0.0022
sCSPpmean better than CSPpmean 0.2429 0.2035 0.0192 0.0117
sCSPwhitening better than CSPwhitening 0.2146 0.4691 0.0089 0.0138
sCSPpmean better than sCSPwhitening 0.0605 0.0011 0.0130 0

sCSPpmean better than CSP 0.0026 0.0014 0.0022 0

In order to answer this question we will first identify the dimensions which
are responsible for the bad performance of CSP. It seems that two out of the
six CSP filters are corrupted by noise and non-stationarities and degrade the
overall performance since when classifying the data without dimensions 2 and 3,
the error rate of CSP decreases to 10%. If on the other hand we include one of
the noisy dimensions, the error rate increases to more than 20%. Fig. 2 shows
the filters of dimension 2 and 3 for CSP and sCSP using the same scale. We see
that the CSP filters heavily weight electrodes at different locations including ar-
eas which are primarily not responsible for performing motor imagery like frontal
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Fig. 2. Filters of noisy dimensions 2 (top) and 3 (bottom) for CSP and sCSP

and temporal areas. Since the filters are obviously corrupted, the error rates of
the corresponding features are almost at chance level. In contrast to that the
corresponding sCSP filters are much less affected by artefacts in the data which
leads to a more reasonable weighting of the channels and smaller error rates.

A remaining question is what effect does the reduction of the weights have
on the features. In Fig. 3 we plot the calibration and test features of the noisy
dimensions 2 and the most discriminant2 dimension 4 for CSP and sCSP. As can
be seen from the left panel there is a significant shift in dimension 2 between
calibration and test features. Since the influence of bad trials and noisy elec-
trodes is reduced when using sCSP, this shift is much weaker in the right panel.
So we conclude that for this subject non-stationarities in the data, most prob-
ably eye movements and some noisy electrodes, have corrupted two CSP filters
and thus lead to shifts in the features. These shifts can be either removed by
applying adaptation methods like PMean or by computing stationary features
with sCSP.

If we analyse Fig. 4 we see that using whitening adaptation also reduces the
shift in dimension 2 and 3. This figure shows the mean absolute difference be-
tween calibration and test features for each dimension after a different number
of updates of the covariance matrix. The reduction of the shift in dimension 2
and 3 is probably the main reason for the performance gain of CSPwhitening.
However, whitening adaptation does not only reduce the shift between dimen-
sions but can also increase it e.g. for dimension 6. We conjecture that this may
be a reason why whitening adaptation is inferior to PMean.

2 The error rate of this dimension is 16% for CSP and 17% for sCSP.



40 W. Wojcikiewicz, C. Vidaurre, and M. Kawanabe

−2 −1 0 1 2
−3.5

−3

−2.5

−2

−1.5

−1

−0.5

0

0.5

1

1.5

Dimension 2

D
im

en
si

on
 4

CSP

 

 

calibration features
test features

−2 −1 0 1 2
−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

2.5

3

Dimension 2

D
im

en
si

on
 4

sCSP

 

 

calibration features
test features

Fig. 3. Visualization of feature dimension 2 and 4 for CSP and sCSP. The shift between
calibration and test features in dimension 2 is due to eye movements artefacts which
adversely affect the CSP filter, but have less impact when using sCSP.
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Fig. 4. Mean absolute differences between calibration and test features for different
feature dimensions after a different number of update steps of the covariance matrix.

We would further like to note that not in all cases sCSP and PMean have
the same effect, namely the reduction of the shift in the features. For some sub-
jects applying sCSP helps a lot, whereas CSPpmean or CSPwhitening does not
perform any better than CSP. In these subjects the influence of noise and non-
stationarities is often so strong that all CSP filters are more or less corrupted.
Thus adaptation methods can not improve results as no dimension is discrim-
inative. In our example on the other hand there is a discriminative dimension
after application of CSP, but other noisy dimensions lead to a shift in the fea-
tures and affect the performance negatively. In both cases sCSP reduces the
influence of noisy and non-stationarity directions and can improve classification
accuracy. However, since sCSP is computed on calibration data it is not able
to capture changes which does not appear during this phase. Therefore combin-
ing sCSP with PMean provides best results as it reduces the adverse effects on
non-stationarities in both the calibration and the test session.
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5 Conclusion

We presented an extension of CSP which explicitly measures non-stationarities
and regularizes the CSP directions towards stationary subspaces. We showed that
the main reason why sCSP improves performance is that it reduces the influence
of bad trials (artefacts) and noisy electrodes which can corrupt the CSP filters.
Unlike other methods, such as invariantCSP, our method is completely data-
driven and does not need additional recordings or models of the expected change
that occurs in the EEG. However, it cannot capture changes which occur only
in the feedback session since sCSP is computed on calibration data. Therefore
further methods of adaptation are required. We showed that combining sCSP
with PMean significantly outperforms the baseline and is also superior to sCSP
with whitening adaptation.

In future research we would like to investigate other data-driven regularization
criteria and compare sCSP to invariantCSP with additional EOG and EMG
recordings.
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Abstract. The design of efficient protocols for mesh-based Peer-to-Peer (P2P)
networks has many challenges, one of them is bandwidth allocation. On one hand,
peers demand high Quality of Experience and network traffic when they watch
their streaming contents. On the other, Internet Service Providers (ISPs) support
their business with the capacity of their international links. A recent strategy con-
sidered in order to meet both requirements is the Proactive Provider Participation,
shortly named P4P [1], [2]. This paper addresses the multi-objective P4P problem
for live video content. First, we introduce a Ford-Fulkerson-based solution, that
solves the P4P problem when only one content is distributed. Second, a greedy
randomized technique is applied when multiple contents are shared. Finally, our
algorithm is tested in a real multiple-content scenario, showing that the results
highly outperform current strategies.

Keywords: Peer-to-Peer, P4P, Network Optimization.

1 Introduction

An important amount of today’s Internet traffic is due to P2P networks, particularly
for live video streaming [3,4]. For this reason, several peer-to-peer streaming networks
were developed in the last years. The most successful ones are PPlive, TVUnetwork,
SopCast, with proprietary and unpublished mesh-based protocols [3]. These are virtual
networks developed at the application layer, over the Internet infrastructure. The nodes,
called peers, offer their resources to others, basically because they share interests in
common. The users can connect and disconnect freely. This makes P2P networks an
attractive tool for them, but increases P2P’s design challenges, because the bandwidth
resource fluctuates uncontrolled. In mesh-based protocols, the cooperation is the key el-
ement in order to assure a certain quality of experience to end-users [3]. There are three
main steps in all mesh-based P2P protocols for cooperation. First, when a peer enters
the net it should discover other peers sharing the same content, which is called swarm
selection strategy. Once a new peer knows other peers in his swarm, he must select the
best ones to cooperate, what is called peer selection strategy. Finally, it should decide
which pieces of the streaming content should be asked first, called the piece selec-
tion strategy [5], [6]. This paper is focused on the swarm selection strategy and in the
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peer selection strategy. The main issue is to allocate the largest amount of traffic in the
network without bottlenecks, and keeping the quality of experience between peers. In
Sect. 2 the mathematical P4P model is explained (based on [1]). The reader can find
related work on P4P in [7], [8], [9]. Section 3 contains a polytime resolution for one
content. A Greedy Randomized heuristic [10] is proposed in Sect. 4 for the general
case. In Sect. 5, we introduce this algorithm in a real P2P platform, called GoalBit [11].

2 Mathematical Model

This model is inspired in [1], where the authors simplify the problem into a linear
programming one in order to solve it.In order to represent the complexity and scale
of a real scenario with millions of peers, the peers are grouped in nodes. Each node
is a geographical subset of Internet (for example: an autonomous system or an ISP
point-of-presence), and they are interconnected by real links. Inside each node could
be several peers sharing contents. Consider a network N = (V, C) with nodes set
V = {v1, . . . , vn}, and a non-negative matrix with null diagonal C = (ci,j) such that
for each pair of different nodes vi and vj there are two one-way links, with capacities
ci,j and cj,i. The upload and download bandwidths are uk

i and dk
i , i = 1, . . . , n re-

spectively, where k ∈ {1, . . . , K} represents different contents (each node vi has K
possible contents to download). Each link (i, j) uses a certain percentage of its capacity
due to other applications, which is denoted by bi,j (called the background traffic). Be
P = Pk1

1 , . . . ,Pkm
m a set of oriented paths in the network, where Pkh

h = (xh, . . . , yh)
(xh is the uploader and yh is the downloader). Be t1, . . . , tm their respective traffic
magnitudes. In words: xh uploads a traffic magnitude th of content type kh to yh by
the oriented path Pkh

h . We assume that the intermediate nodes does not consume band-
width. The ISPs objective (1) is to reduce the bottleneck over the most expensive edges
in Internet, subject to the satisfaction of peers in the network (first constraint). The
other constraints express that the set of oriented paths must be feasible (not exceeding
the link’s capacities neither the bandwidths). We will assume a practical intra-domain
traffic hypothesis: uk

i = 0 or dk
i = 0 for each node vi. Basically, the network works in

steady state, where all the traffic uploaded is downloaded [1], [2].

min
P

max
(i,j):i�=j

ρ(P) = bi,j +

∑
h:(i,j)∈Pkh

h

th

ci,j
, s.t. (1)

P4P Model ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

max
P

m∑
h=1

th (2)

∑
h:xh=i,kh=k

th ≤ uk
i , ∀i ∈ V, k ∈ {1, . . . , K} (3)

∑
h:yh=j,kh=k

th ≤ dk
j , ∀j ∈ V, k ∈ {1, . . . , K} (4)

bi,jci,j +
kh∑

h:(i,j)∈Ph

th ≤ ci,j , ∀i �= j ∈ V (5)
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In practice, once we have a set of oriented paths P and their respective magnitudes, it
is possible to converge probabilistically to that traffic distribution in a real network. In
order to reach this goal the following strategies can be followed: the swarm for a peer
located at node vi, that asks for content k, is populated with the following proportion of

peers from node vj : wk
ji =

∑
h:(j,i)∈Pk

h
th∑

x∈V

∑
h:(x,i)∈Pk

h
th

. Moreover, the peer statistically takes

in consideration these weights also in his peer selection strategy in order to have a faster
converge. See [12] for details.

3 A Polytime Resolution for One Content

Although the high complexity of the general P4P formulation, we show there is a Fully
Polynomial Time Approximation Scheme (FPTAS) when one content is distributed in
the network (i.e. K = 1 in the P4P Model) in Sect. 3. These algorithm is naturally
extended with a greedy randomized technique discussed in Sect. 4.

Definition 1. An algorithm is a Fully Polynomial Time Approximation Scheme (FP-
TAS) for the optimization problem P if for any given instance I and ε > 0, it finds
in polynomial time in the input size I and in 1

ε a solution S, which complies that
|val(S) − val(I)| < ε × val(I), where val(I) is the optimal value for instance I .

Algorithm 1. P = MaxFlow((V, C), B, u, d, ε)
1: Cnet = C × (1 − B)
2: Nin = (V, Cnet)
3: Naux = Extend(s, t,Nin, u, d)
4: (PM , φmax) = FordFulkerson(Naux)
5: ρmin = maxi�=jbij

6: ρmax = 1
7: while |ρmax − ρmin| > ε do
8: ρ = (ρmin + ρmax)/2
9: Cnet = C × (ρ × 1 − B)

10: Update(Naux)
11: (P , φ) = FordFulkerson(Naux)
12: if φ = φmax then
13: ρmax = ρ
14: else
15: ρmin = ρ
16: end if
17: end while
18: return P

Algorithm MaxFlow constructs an auxiliary network connecting every node of the
original network N = (V, C) with two ideal nodes s and t, and finds the minimum link
utilization of the original network preserving at the same time the maximum flow (using
Ford-Fulkerson Algorithm iteratively). It receives a network N = (V, C), two vectors u
and d that represent the upload and download bandwidths for each node, the background
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matrix B and a given tolerance ε > 0 from Definition 1. Lines 1 − 2 substract the
background traffic keeping the remainder Cnet and define a network Nin = (V, Cnet).
In Line 3 an auxiliary network Naux is constructed by extending Nin with Function
Extend. It connects two ideal nodes s (the source) and t (the terminal) to Nin, where
s (resp. t) is connected with every node vi ∈ V with its upload (download) capacity ui

(resp. di). Immediately in Line 4, a max-flow φmax is found in Naux between s and t,
calling the classical Ford-Fulkerson Algorithm, where P is the set of output paths and
their flow magnitudes (recall that Ford Fulkerson returns the min-cut, but a maximal
flow can be saved as well). Next, the main idea is to find the minimum percentage link
utilization ρ that achieves φmax. The block of Lines 5 − 17 consists of a bipartition
search in the closed interval [ρmin, ρmax], where ρmax = 1 (all resources are used) and
ρmin = maxi�=jbij (no resources are used), until the desired tolerance ε is met. In each
iteration, the capacities Cnet of the auxiliary network Naux are modified, according
with ρ. Note that the logic of the bipartition preserves the maximum flow φmax.

Theorem 1. Algorithm MaxFlow is a FPTAS for the P4P Problem when K = 1.

Proof. Consider the set of output paths (with magnitudes) P in the auxiliary network
Naux and remove the ideal nodes s and t. The proof consists of three steps: feasibility,
optimality and computational effort.

1. We assert that P is a feasible set of paths for the P4P model: In effect, it is clear that
φmax is preserved during the entire Algorithm MaxFlow, and by construction it
is the maximum flow in the original network, satisfying constraint 2. Constraints 3
and 4 are fulfilled since the links capacities between s, t and every node vi in the
original network are chosen with respective capacities ui and di. Constraint 5 is
satisfied: set ρ : ρmin ≤ ρ ≤ 1. The total flow for link (i, j) does not exceed its
capacity, since Line 9 assures that cnet

i,j = ci,j × (ρ − bij) and:

bi,jci,j +
kh∑

h:(i,j)∈Ph

th ≤ bi,jci,j + cnet
i,j ≤ ci,jρ ≤ ci,j ,

where bi,jci,j is the total traffic inside link (i, j) given to other applications.
2. Observe that P is an optimal set of paths. The Ford-Fulkerson algorithm finds the

maximum flow between the nodes s and t in the auxiliary network Nin, which has
a direct interpretation in the original network N .

3. Finally, MaxFlow is a polytime algorithm: since Ford-Fulkerson is polynomial
in the number of nodes n, it suffices to show that the number of iterations i in
the bi-partition search is polytime in n and 1/ε. Given ε > 0, there exists an in-
teger i such that 2i > 1

ε . Consequently, MaxFlow runs in polytime with n and
in i < 
log21/ε� < 1 + 1

ε steps, which is a linear expression in 1
ε as required in

Definition 1. These inequalities hold for any given ε > 0, so the global error can be
bounded as well as the relative error.

In conclusion, MaxFlow is a FPTAS for the P4P problem when one content is deliv-
ered, as we wanted to prove.
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4 A Metaheuristic Approach for Multiple Contents

To the best of our knowledge, there is not an exact resolution in polytime for multiple
contents [12]. A possible metaheuristic approach is detailed next.

Algorithm 2. PRP = RandPriority(U, D, C, B, p)
1: PRP = ∅
2: while (length(p) > 0 AND C ≥ 0) do
3: k = ChooseContent(p)
4: PRP = PRP ∪ MaxF low((V, C), B, Uk, Dk)
5: Update(U,D, C, B, p)
6: end while
7: return PRP

Algorithm RandPriority is very simple, and proposes a Greedy Randomized gen-
eralization for multiple contents [10]. It receives the bandwidth matrices U and D (that
store the bandwidth of every node for each content), the capacity and background ma-
trices C and B respectively and a probability vector pk that measures the priority to the
content type k. In Line 1, the set of paths PRP is empty. In each iteration, a content is
chosen randomly according with the priority vector p (Line 3). Immediately, in Line 4
Algorithm MaxFlow is called, in order to find the best routing for that content. The
obtained flows are added to PRP , and the bandwidth and capacities updated in Line 5
(the entry k in the priority vector p is deleted, so content k is not considered any more).
The process is repeated until there is no more capacity or after all contents were de-
livered. In order to get a reference of the performance achieved by RandPriority, it
is desired to find an upper bound for the maximum traffic. We can easily translate ev-
ery multiple-content instance into a songle-content one, identifying all contents as the
same, and considering new upload and download bandwidths u

′
i and d

′
i for each node

vi [12]:

u
′
i =

∑
k

uk
i ; d

′
i =

∑
k

dk
i

In this way, the total traffic in the new single-content network φB is certainly not lower
than the original traffic φ for the corresponding multiple content instance.

Definition 2. Given an instance for the general P4P Model, the performance coeffi-
cient for an algorithm that achieves link utilization ρ and total traffic φ is defined by:

α = ρ
φB

φ
, (6)

where φB is the traffic in the single-content network (obtained identifying contents)
found applying Algorithm MaxFlow.

Algorithm BestPaths combines these ideas, calling RandPriority iteratively, and
returning the best output (considering the performance coefficient, which is measured
in each iteration).
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Algorithm 3. PBP = BestPaths(U, D, B, C, p, Iter, φB)
1: for i = 1 to Iter do
2: (Pi) = RandPriority(U,D, B, C, p)
3: (ρi, φi) = Calculate(Pi)
4: αi = ρi

φB
φi

5: end for
6: αj = min1≤i≤Iterαi

7: return PBP = Pj

5 Empirical Results
5.1 Performance in a Real Platform for One Content

In this work we implemented Algorithm MaxFlow to converge empirically to the op-
timum P4P routing in a real P2P video streaming platform, called GoalBit [11], when
only one content is distributed. It is known that BitTorrent works in downloading, but
does not comply real time requirements for streaming applications [13, 6]. GoalBit
maintains the BitTorrent’s philosophy, trying to extend its success to video streaming.
The routing protocol we propose acts exactly in the moment of the peer list conforma-
tion, applying MaxFlow algorithm to skew routing to converge to the theoretical P4P
solution. Emulations were carried out with information provided by The Uruguayan
National Telephony Operator ANTEL1 from their GoalBit deployed live service. We
contrast the peer selection strategy using Algorithm MaxFlow versus the Classical
GoalBit strategy (based on BitTorrent) [11]. For all emulations we evaluate the qual-
ity of experience of final users (buffering time), the total amount of exchanged traffic
and the one which crosses international links. In particular, we show the results of two
emulations for the cases of 60 and 100 simultaneous peers connected in average.

Tables 1 and 2 show, for both strategies, the total traffic (incoming and outgoing
international links traffic2). These tables also show the percentage growth of incoming
and outgoing traffic PGin and PGout when the P4P model is applied, in relation with a
Classical routing. Specifically:

PGin = 100 × (
InP4P

InClassic
− 1); PGout = 100 × (

OutP4P

OutClassic
− 1),

where InP4P , InClassic and OutP4P and OutClassic represent the total incoming and
outgoing traffic for P4P and Classic models respectively. It is desirable to obtain nega-
tive percentage growth, interpreted as a reduction in the international links, and conse-
quently, an improvement in relation with the Classical routing strategy.

It can be appreciated from Table 1 that the incoming reduction is 47.57%, while the
outgoing reaches 74.96%, keeping the total traffic achieved by the Classical routing.
Also, Table 2 shows important reductions for the 100 simultaneous peers case, and an
increasing in total traffic is perceived. Figure 1 shows that the buffering time distribu-
tions are quite similar for both techniques. In both cases, the 85% of peers perceived

1 This paper was supported by The National Telephony Operator ANTEL (www.antel.com.uy).
2 As we can only measure the traffic through the outgoing and incoming links to and from

Uruguay, this will be our reference node.
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Fig. 1. Buffering time for 60 peers Fig. 2. Buffering time for 100 peers

Table 1. Link utilization for 60 peers

Model Incoming Outgoing Total

Classic 31656 31366 183069
P4P 7927 16446 183067

%growtraffic -47.57 -74.96 0.0

Table 2. Link utilization for 100 peers

Model Incoming Outgoing Total

Classic 5681 10253 55078
P4P 3657 4451 58893

%growtraffic -56.59 -35.63 6.93

a buffering time lower than 55 seconds. In contrast, for the 100 simultaneous peers
case, P4P present much lower buffering times when compared with the Classical strat-
egy (see Fig. 2). A 68% of peers wait no more than 38 seconds to start playing when
P4P is applied, but only a 27% of peers can start playing the video during the same
time. Many emulations were carried out for different inputs showing similar bandwidth
savings, close to 30% in average [12].

5.2 Simulation for Multiple Contents

In order to understand the performance of Algorithm BestPaths, we developed a sim-
ple simulation, taking uniformly random bandwidth matrices U = n × Rand(n, k),
D = n × r × Rand(n, k), background and capacity matrices B = 0 and C =
k × s × Rand(n, n). The integers n and k are the number of nodes and contents in
the network respectively; the factors r > 1 and s > 1 regulate how pessimistic or op-
timistic the scenario is. Note that an increment in these factors mean higher expected
download bandwidths and capacities. We called BestPaths taking Iter = 10 in order
to find better results.

In Table 3 and Table 4 we specified (by the parameters n, k, r and s) a set of scenar-
ios. Also, these tables show the results of the simulation. We ran 5 times each scenario
in order to avoid random effects, and count the number of times the bound is reached
(column %Success of Tables 3 and 4). They also show for each scenario the mean and
standard deviation for: output link utilization ρ, (μρ, σρ), output traffic φ (μφ, σφ), and
quotient between φ and the respective upper bound φB (called μφ/φB

and σφ/φB
re-

spectively). It can be appreciated that the bound is reached in every optimistic instance
(when r = s = 2). Interestingly, a success can be afforded in pessimistic scenarios also
(see for example Row 3 of Table 4, when the resources were limited with r = 1.2 and
s = 1.5, and the optimum was achieved in all instances).
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Table 3. BestPaths vs Bound for different instances when r = 2 and s = 2

Scenario n k r s μρ σρ μφ σφ μ φ
φB

σ φ
φB

%Success

1 20 5 2 2 0.9169 0.0959 1012.8 67.56 1.0000 0.0000 100
2 20 10 2 2 0.8022 0.0411 2040.4 54.16 1.0000 0.0000 100
3 40 5 2 2 0.8716 0.0807 4042.4 106.95 1.0000 0.0000 100
4 40 10 2 2 0.7361 0.0854 8068.3 278.12 1.0000 0.0000 100

Table 4. BestPaths vs Bound for different instances when r = 1.2 and s = 1.5.

Scenario n k r s μρ σρ μφ σφ μ φ
φB

σ φ
φB

%Success

1 20 5 1.2 1.5 0.9907 0.0207 1008.7 31.83 0.9961 0.0043 20
2 20 10 1.2 1.5 0.9651 0.0482 1943.0 105.90 0.9978 0.0028 40
3 40 5 1.2 1.5 1.0000 0.0000 4036.8 125.42 1.0000 0.0000 100
4 40 10 1.2 1.5 0.9500 0.0314 7935.9 212.31 0.9952 0.0057 20

6 Conclusions

In this work, the Proactive Provider Participation (P4P) model was analyzed. When all
peers are interested in exactly one content, the problem can be solved with the desired
accuracy, combining a Ford-Fulkerson approach and a bi-partition scheme. However,
a greedy randomized technique was developed for the general case, inspired in the
success for single content distribution. It selects contents randomly and allocates band-
width according with the previously methodology for one content. Emulations contrast-
ing a bandwidth allocation in a real platform (GoalBit) and the P4P resolution are very
challenging. They indicate a 30% link utilization reduction in average with our P4P
application, and at the same time the quality of experience seems to improve. We car-
ried out simulations for optimistic and pessimistic scenarios when multiple contents
are delivered. An upper bound for the maximum traffic was introduced, identifying all
contents as the same. Every optimistic instance achieves 100% success, meaning that
the maximum flow is sent at a minimum link utilization running the greedy randomized
algorithm for multiple contents. This ideal upper bound is also achieved in every pes-
simistic scenario, at least once. Qualitatively, this highlights the competitiveness of the
P4P model for bandwidth allocation.
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Abstract. Modelling non-stationarities is an ubiquitous problem in neu-
roscience. Robust models help understand the underlying cause of the
change observed in neuroscientific signals to bring new insights of brain
functioning. A common neuroscientific signal to study the behaviour of
the brain is electro-encephalography (EEG) because it is little intrusive,
relatively cheap and easy to acquire. However, this signal is known to be
highly non-stationary. In this paper we propose a robust method to vi-
sualize non-stationarities present in neuroscientific data. This method is
unaffected by noise sources that are uninteresting to the cause of change,
and therefore helps to better understand the neurological sources respon-
sible for the observed non-stationarity. This technique exploits a robust
version of the principal component analysis and we apply it as illus-
tration to EEG data acquired using a brain-computer interface, which
allows users to control an application through their brain activity. Non-
stationarities in EEG cause a drop of performance during the operation
of the brain-computer interface. Here we demonstrate how the proposed
method can help to understand and design methods to deal with non-
stationarities.

Keywords: non-stationarity, modelling, robust statistics, Principal
Component Analysis, EEG, BCI.

1 Introduction

Understanding the cause of non-stationarity in neuro-scientific data is an im-
portant step to improve the knowledge of brain functioning. Robust models
of non-stationarities are a powerful tool to understand the cause of change in
neuroscientific signals. In this paper we present a method to robustly model
and visualize non-stationarities in neuroscientific data and apply it to electro-
encephalographic signals (EEG). EEG is a very common way to record brain
activity because it is little intrusive and relatively cheap and easy to acquire.
However, this signal is known to be highly non-stationary.

The method we propose is robust because it is unaffected by noise sources
(aftefacts) that are not interesting to study the cause of the non-stationary
present in the data. Thus, it allows researchers to better understand the neuro-
logical sources responsible for the observed statistical changes. This technique
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c© Springer-Verlag Berlin Heidelberg 2011



52 J. Pascual, M. Kawanabe, and C. Vidaurre

exploits a robust version of the principal component analysis (PCA). To illus-
trate the usefulness of the method, we apply it to EEG data acquired using a
brain-computer interface (BCI) [1], which allows users to control an application
through their brain activity. In the usual machine approach, a calibration session
(i.e. without feedback) is necessary to extract meaningful features and train the
corresponding classifier. Examples of EEG signals are collected where the user
receives a cue to perform repeatedly a small number of e.g. motor imagery tasks
[2]. A calibration of about 30 minutes is sufficient to adapt the system to the
subject and start the feedback. During feedback the users are enabled to transfer
information through their brain activity and control applications.

However, non-stationarities in EEG can cause a drop of performance (cf. [3–
6]). One situation commonly affected by a performance drop is the step from
calibration to feedback recordings. In this paper we apply our robust PCA to this
problem and demonstrate how the proposed method can help to understand and
design methods to deal with non-stationarities. The study is performed offline
with data of 80 users from whom we can analyze and visualize the task-unrelated
changes from calibration to feedback.

This paper is divided into five sections. Section 2 is a description of the exper-
imental setup. Section 3 describes our proposed method. Then we present the
results of the study in Section 4 and, finally a conclusion is outlined in Section 5.

2 Experimental Setup

Data were recorded in a one-day session from 80 healthy BCI-novices (39m, 41f;
age 29.9±11.5y; 4 left-handed) in a common study performed by the Universities
of Tübingen and Berlin [7]. Each data set was acquired during a single BCI
session with a classical motor imagery paradigm. The participants were sitting
in a comfortable chair with arms lying relaxed on armrests.

Brain activity was recorded from the scalp with multi-channel EEG amplifiers
using 119 Ag/AgCl electrodes in an extended 10-20 system sampled at 1000 Hz
with and band-pass filtered from 0.05 to 200 Hz.

First, the subjects performed three calibration runs (regarded as offline data
later in the text) in which every 8s one of three different visual cues (arrows
pointing left, right, down) indicated to the subject which type of motor imagery
to perform: left/right hand or foot. Three runs with 25 trials of each motor
condition were recorded and automatic variance based artifact rejection was
applied on the calibration data to reject trials and channels.

Each binary class combination was analyzed using a semi-automatic procedure
where a specific frequency band and time interval were found to calculate the
filters associated to Common Spatial Patterns (CSP). This technique is widely
employed in BCI research and a detailed introduction can be found in [8]. Then, 2
of the classes with best discriminability were selected and the subjects performed
feedback (regarded as online data later in the text) with three runs of 100 trials
each, although for some subjects only one or two runs were recorded.
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The analyses presented in this paper are performed only in the two selected
classes. The covariance matrices for PCA are computed from band-pass filtered
EEG data in a subject-optimized frequency band (therefore their mean is zero).

3 Methods

The method suggested in this paper is inspired by the work described in [10].
There, the author proposed a low-dimensional description for the shift of co-
variance matrices where the data are recorded during a specific condition, in
particular, a feedback BCI session consisting of several runs. Changes in the
data are analyzed by applying PCA to the covariance matrices obtained from
each of the feedback runs and it is shown that the first principal component is
sufficient to explain the change in the data.

The work presented here differs from the previous in two aspects: we have
robustified it using tools from robust statistics and we have extended it to
the situation in which the shift can occur between different defined conditions
(in particular, we will apply it to the change from calibration, condition 1, to
feedback, condition 2).

The reason to extend the method to changes that can occur when the partici-
pant is immersed in different situations is quite obvious: to visualize and analyze
the change that occurs between one and another. However, the reason to robus-
tify the method might not be so clear. As PCA is computed from covariance
matrices, it is very sensitive to the quality of their estimation. Noises due to
sources different from the ones in study, might influence the parameters needed
to calculate covariance matrices. For example, electrode noise very much affects
the variance estimation, however, it is uninteresting to find neuroscienfic reasons
for brain pattern changes.

Technically, our robust PCA is developed upon the theory of robust statis-
tics. As in our previous work with robustly averaged covariance matrices [9], we
replace the Euclidean error measure with an “outlier-insensitive” one for defin-
ing the desired low-dimensional approximations of observed data, which has the
effect of minimizing the effect of noise. From this robust objective function, we
derive an iterative algorithm which can automatically detect outlying informa-
tion and which makes the PCA calculation robust (by reducing the influence of
the noisy data through decrement of its weight). An illustrative example can be
found in Figure 1.

In order to find prominent changes from one condition to the other, we propose
to use the robust PCA centered at a prefixed matrix Σ0 whose optimization
problem is formulated as follows:

min
β1,...,βn∈R,V ∈Sym(d)

n∑
i=1

ρ(||Σi − Σ0 − βiV ||2), (1)

s.t. ||V || = 1,
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Fig. 1. The sample covariance matrices Σ̂j(j = 1, ..., 12) are approximated linearly
by calculating the largest eigen value of V (Δ̂), which is the covariance matrix of
the vectorized Σ̂j matrices. PCA obtains a Principal Component affected by outlying
information. However, robust PCA (RPCA in the figure) minimizes the effect of Σ̂12

as an outlier and computes the desired direction of variance.

where {Σi}n
i=1 are sample covariance matrices under the second condition (e.g.

feedback), Σ0 is the average covariance under the first condition (e.g. calibra-
tion), the symmetric matrix V is the principal component matrix (the most
prominent change in the covariance matrices) and {βi}n

i=1 are the principal com-
ponent scores, i.e. 1-dimensional coordinate values of the covariances {Σi}n

i=1

in the principal component direction V . We deploy the standard matrix norm
(Frobenius) ‖X‖2 = Tr

(
XX�)

here, and the function ρ is monotonically in-
creasing slower than linear, which makes the principal component robust against
outlying sample covariances. We remark that we obtain the ordinal matrix PCA
[10], when the function ρ is linear.

The solution {βi}n
i=1 and V of can be obtained from the equations:

βi = 〈Σi − Σ0, V 〉 , (2)
n∑

i=1

ρ′i 〈Σi − Σ0, V 〉 (Σi − Σ0) =
n∑

i=1

ρ′i β2
i V , (3)

where ρ′i = ρ′
(‖Σi − Σ0 − βiV ‖2

)
and 〈X, Y 〉 := Tr

(
XY �)

. The first equa-
tion (2) shows that βi is 1-dimensional projection of the difference Σi −Σ0 onto
the PCA direction V , while the other equation (3) leads to an eigenvalue prob-
lem of larger size by vectorizing all the matrices. We remark that the weights
{ρ′i}n

i=1 attenuate the influence of outlying covariances: the weight ρ′i is small,
if the 1-dimensional approximation Σ0 + βiV is far from the covariance Σi.
By checking the weights {ρ′i}n

i=1, we can also find out the trials (time intervals)
containing uninteresting noises/artefacts.
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The eigen matrix V obtained by our robust PCA is the most prominent change
in covariance matrices between the two conditions. However, it is not easy to
interpret this matrix directly. Therefore, in our experiments, we always present
the first eigen vector of the matrix V , which can be nicely plotted over the
scalp for further neurophysiological inspections. Our entire analysis procedure is
summarized in the flow-chart Fig. 2.

Fig. 2. The flow-chart of our robust PCA analysis for BCI data

4 Results

To illustrate the proposed method, we have chosen a classical problem in the
machine learning approach to BCIs: non-stationarities become specially apparent
between the initial calibration without feedback and the online operation of the
system. By applying our robust PCA method, we expect to obtain a robust
model that allows us to visualize the real source of change.

First, the data of the calibration and feedback runs are filtered in the frequency
band obtained from the analysis of calibration data (cf. 2). Then, the data is
epoched and one covariance matrix is calculated for each trial. All covariance
matrices belonging to the calibration are robustly averaged to compute Σ0 (cf.
[9]). Next, the method is applied to calculate the principal source of variation
between calibration and feedback.

In order to show the non-stationarity in the electrode space, we can apply
an eigen-value decomposition of the matrix V (see Section 3) and choose the
eigen-vector corresponding to the most extreme eigen-value. This eigen-vector
can be then interpreted as the source of the main variance of the transfer from
calibration to feedback conditions. Figure 3 depicts the result of applying PCA
modified for two conditions (left panel) and the proposed robust PCA (right
panel) to data of one BCI user. We can observe how PCA fails to show the
real source of variation, whereas robust PCA minimizes the effect of outlying
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and uninteresting information (an electrode artifact) and finds the real non-
stationarity due to the change between calibration and feedback, which has a
strong focus in the parieto-occipital area. In the analyzed data, 40% of the users
(32 out of 80) suffered from some type of noise or artifact that caused the non-
robust method to fail, but the actual source of change was recovered with the
robust PCA version presented in this paper.

Fig. 3. Principal Component of the change from calibration to feedback for one user.
The left panel shows that the result is affected by an electrode artifact and the true
non-stationarity is not observable. On the right panel, the figure is obtained using the
robust method. It has a strong focus in the parieto-occipital area.

The frequency band in which the feedback was performed (subject dependent,
but usually either in the μ and/or β bands) is less pronounced during the on-
line session (feedback), resulting in a strong difference between calibration and
feedback conditions. This is observable in the topography displayed in Figure 3
which suggests that during the calibration a strong parietal rhythm is present
due to the low visual input induced by the absence of feedback. However, that
rhythmic activity is decreased during online operation due to the greater de-
mand for visual processing. Other reasons for this effect could be considered,
as for example fatigue [11], which can generate a similar topography as the one
obtained here. Nevertheless, its effects are incremental over a longer time period,
unlike in the step from calibration to feedback. In order to find out whether the
user experienced fatigue as well, robust PCA could be applied at the beginning
and end of the feedback period to observe the corresponding topography and
interpret it.

In Figure 4, the spectra for the conditions offline (calibration) and online
(feedback) of one channel in the parieto-occipital area is depicted, in particular
the one represented with a cross in the right panel of Figure 3. The values on the
horizontal color bar depict a significant difference between the two conditions
when the signed squared r-value is above 0.0148 or respectively below -0.0148.
The difference in power between the two spectra is obviously significant in the
band of interest.
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Fig. 4. Spectra for one channel (see Figure 3) in the occipital-parietal area. The power
during calibration is significantly greater than the power during feedback in the band
of interest (marked in gray).

5 Conclusions

In this paper, we have presented a novel algorithm to visualize the real source of
neurological processes caused by non-stationarities. The method automatically
reduces the effect of unrelated outlying information. We successfully applied it to
model the change between calibration and feedback sessions of a BCI application
with data of 80 users. For forty percent of the participants, the actual source of
change was hidden behind artefactual noise but could be revealed applying our
robust PCA algorithm. This result allowed to formulate a neuroscientific expla-
nation of the now modelled and observable change. As we are able to modell the
non-stationarities, we can also apply the result of the proposed analysis in other
algorithms (such as CSP) to avoid, e.g., performance drops in BCI applications.
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Abstract. In this paper a method is proposed for performance eval-
uation of road traffic control strategies. The method is designed to be
implemented in an on-line simulation environment, which enables opti-
misation of adaptive traffic control. Performance measures are computed
using a fuzzy cellular traffic model, formulated as a hybrid system com-
bining cellular automata and fuzzy calculus. Experimental results show
that the introduced method allows the performance to be evaluated us-
ing imprecise traffic data. The fuzzy definitions of performance measures
are convenient for uncertainty determination in traffic control decisions.

Keywords: fuzzy numbers, cellular automata, road traffic control.

1 Introduction

On-line simulation is an effective approach for performance evaluation and op-
timisation of adaptive road traffic control [5]. The term on-line means that the
simulation is synchronised with real time and it is adjusted to traffic data. In
this technique real-time traffic measurements are the main inputs to a traffic
model, which is used to predict future evolution of the traffic flow. Applying a
predictive traffic model, the performance of traffic control is estimated in terms
of travel times, delays, queue lengths, etc. These performance measures and their
predicted short-term evolution are compared for all alternative control strategies
(e.g. travel routes or traffic signal timings). On this basis, a strategy that leads
to an optimal performance of the traffic control is selected for implementation.

An important requisite for the on-line simulation is a suitable traffic model
that should present a well-balanced trade-off between accuracy and computa-
tional complexity to enable the on-line processing of traffic data. A representa-
tion of uncertainty is necessary in the model to take into account the inherent
complexity of traffic processes. Furthermore, the individual features of vehicles
have to be modelled as they have a significant influence on the performance of
traffic control. The traffic model also has to provide interfaces for many different
sources of traffic data that have become available recently (e.g. vision-based mon-
itoring systems [11] and vehicular sensor networks [7]). To facilitate the on-line
simulation, the traffic model has to be adjusted in order to maintain consistency
between simulated and measured traffic.
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The issues discussed above have motivated the development of a fuzzy
cellular traffic model, which was formulated as a hybrid system combining cel-
lular automata and fuzzy calculus [10]. The fuzzy cellular model is based on a
cellular automata approach to traffic modelling that ensures the accurate sim-
ulation of real traffic phenomena (for an overview see [8]). The original feature
distinguishing this model from the other cellular models is that vehicle position,
its velocity and other parameters are modelled by fuzzy numbers. Moreover, the
rule of model transition from one time step to the next is also based on fuzzy def-
initions of basic arithmetic operations. The application of fuzzy calculus helps
to deal with imprecise traffic data and describe uncertainty of the simulation
results. These facts along with low computational complexity make the model
suitable for the on-line processing of traffic data.

Hybrid systems that combine the cellular automata and fuzzy logic are typi-
cally referred to as fuzzy cellular automata (FCA) [2]. FCA-based models have
found many applications in the field of complex systems simulation e.g. [1], [12].
A road traffic model of this kind has been proposed in [3]. In such models,
the local update rule of classical cellular automata is usually replaced by a fuzzy
logic system consisting of fuzzy rules, fuzzification, inference, and defuzzification
mechanisms. A different approach is used in this paper: current states of the cells
are determined by fuzzy sets and calculus with fuzzy numbers is involved in the
update operation. The innovative features of the proposed methodology are the
elimination of information loss caused by defuzzification and the incorporation
of uncertainty in simulation results.

In this paper the fuzzy cellular model is applied to on-line simulation in order
to evaluate the performance of road traffic control. To reduce the computational
effort associated with on-line simulation, the fuzzy cellular model is implemented
using a concept of ordered fuzzy numbers [4]. Algebra of the ordered fuzzy num-
bers is significantly more efficient than the solution based on classical fuzzy
numbers and extension principle applied in [10]. These advantages enable com-
putationally efficient evaluation of performance measures that are represented
by means of fuzzy numbers. As it is shown in this paper, this representation is
convenient for the determination of uncertainty in traffic control decisions.

The introduced method provides significant improvement when comparing
with the state-of-the-art techniques. Existing methods use traffic parameters
that describe queues or groups of vehicles rather than individual cars [6], [14].
However, modern sensing platforms offer traffic data concerning the parameters
of particular vehicles (position, velocity, acceleration, class, etc.) [7]. These data
cannot be fully utilised when using the existing methods. In the proposed ap-
proach the precision of traffic state description is variable and can be adjusted
to match the precision of available traffic data.

The rest of the paper is organised as follows: Section 2 describes the fuzzy
cellular traffic model. Basic measures for the evaluation of traffic control perfor-
mance are defined in Section 3. In Section 4, an issue of imprecise traffic data
processing is discussed. Section 5 contains the results of an experimental study.
Finally, conclusions are given in Section 6.
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2 Traffic Model for On-Line Data Processing

A traffic lane in the fuzzy cellular model is divided into cells that correspond
to the road segments of equal length. The traffic state is described in discrete
time steps. These two basic assumptions are consistent with those of the Nagel-
Schreckenberg cellular automata model. Thus, the calibration methods proposed
in [9] are also applicable here for the determination of cells length and vehicles
properties. A novel feature in this approach is that vehicle parameters are mod-
elled using ordered fuzzy numbers [4]. The rule of model transition from one time
step to the next is also based on fuzzy definitions of basic arithmetic operations.

Hereinafter, all the ordered fuzzy numbers are represented by four integers and
the following notation is used: A = (a(1), a(2), a(3), a(4)). This notation is suitable
for both triangular as well as trapezoidal membership functions. The arithmetic
operations of addition and subtraction as well as the minimum function are
computed for the ordered fuzzy numbers A, B using the following definition:

o(A, B) = (o(a(1), b(1)), o(a(2), b(2)), o(a(3), b(3)), o(a(4), b(4))), (1)

where o stands for an arbitrary binary operation.
The road traffic stream is represented in the fuzzy cellular model as a set of

vehicles. A vehicle n is described by its position Xn,t, velocity Vn,t (in cells per
time step), maximal velocity Vmax,n and acceleration An. All these quantities
are expressed by fuzzy numbers. The position Xn,t is a fuzzy number defined
on the set of cells indexes. Velocity of vehicle n at time step t is computed as
follows:

Vn,t = min {Vn,t−1 + An(Vn,t−1), Gn,t, Vmax,n} , (2)

where Gn,t = Xn−1,t −Xn,t − (1, 1, 1, 1) is the fuzzy number of free cells in front
of a vehicle n, n−1 denotes the number corresponding to the lead vehicle. If there
is no lead vehicle in front of the vehicle n then Gn,t is assumed to be equal to
Vmax,n. Acceleration is defined as a function of velocity to enable implementation
of a slow-to-stop rule that exhibits more realistic driver behaviour [8]. After
determination of velocities for all vehicles, their positions are updated as follows:

Xn,t+1 = Xn,t + Vn,t. (3)

The preceding formulation of the traffic model is illustrated in Fig. 1, which
shows the results of numerical motion simulation of two accelerating vehicles
during three time steps. Fig. 1 presents membership functions of the fuzzy num-
bers representing vehicles positions, the remaining parameters of vehicles are
listed in Table 1. The maximal velocity of vehicles in this example is set as
follows: Vmax,n = (1, 2, 2, 3). The acceleration can take two fuzzy values de-
pending on the vehicles velocity: An(Vn,t−1) = (1, 1, 1, 1) if Vn,t−1 = Vmax,n or
Vn,t−1 = Vmax,n − (1, 0, 0, 0) and An(Vn,t−1) = (0, 1, 1, 1) else.

Since the fuzzy cellular model is designed to be used for the performance
evaluation of traffic control, it has to take into account the status of traffic
control operations. In case of a traffic signal control, drivers reactions to traffic
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Fig. 1. Motion simulation of two vehicles: a) t = 1, b) t = 2 c) t = 3

Table 1. Vehicles parameters for the simulation illustrated in Fig. 1

t X1,t A1,t G1,t V1,t X2,t A2,t G2,t V2,t

0 (1,2,2,2) (0,1,1,1) Vmax,1 (0,2,2,2) (0,0,0,0) (0,1,1,1) (0,1,1,1) (0,1,1,1)
1 (1,4,4,4) (0,1,1,1) Vmax,1 (0,2,2,3) (0,1,1,1) (0,1,1,1) (0,2,2,2) (0,2,2,2)
2 (1,6,6,7) (1,1,1,1) Vmax,1 (1,2,2,3) (0,3,3,3) (0,1,1,1) (0,2,2,3) (0,2,2,3)
3 (2,8,8,10) (1,1,1,1) Vmax,1 (1,2,2,3) (0,5,5,6) (1,1,1,1) (1,3,3,3) (1,2,2,3)

signals need to be considered. The influence of traffic signalisation is simulated
in this study by introducing phantom vehicles in cells corresponding with the
locations of traffic signals. Actual as well as maximal velocity of a phantom
vehicle is always equal zero (0, 0, 0, 0). Such vehicle is inserted into simulation
during the red signal period and removed when the green signal is active.

3 Performance Measures

There are several different measures available that can be employed for the eval-
uation of traffic control performance e.g.: average delay per vehicle, maximum
individual delay, percentage of cars that are stopped, average number of stops,
queue length, throughput of intersections, and travel time. In this section an al-
gorithm is provided for computing the basic performance measures in the fuzzy
cellular model. For the formal presentation of the algorithm a function SC is
defined that acts on directed fuzzy numbers:

SC(A) = (s(1), s(2), s(3), s(4)), s(i) =
{

0, |AC | < 5 − i

1, |AC | ≥ 5 − i
(4)

where AC is a set of integers used in notation of the fuzzy number A, which satisfy
condition denoted by C: AC =

{
a(i) ∈ {

a(1), a(2), a(3), a(4)
}

: a(i) satisfies C
}

.
Function SC(A) allows us to determine a level of confidence that the condition

C is satisfied by A. The value of this function is (0, 0, 0, 0) if the condition C is
false for A and (1, 1, 1, 1) if the condition is true. Any other combination of s(i)

means that the condition is partially satisfied by A. For example, let us check
the condition ”vehicle is stopped” for the second time step of the simulation pre-
sented in Fig. 1 (t = 2). Such a condition can be written as Vn,2 = 0 and the cor-
responding form of the function (4) is S=0(Vn,2). The values of this function are
as follows: S=0(V1,2) = (0, 0, 0, 0) for the lead vehicle and S=0(V2,2) = (0, 0, 0, 1)
for the following vehicle (see Table 1). It means that the lead vehicle is not
stopped and there is a possibility that the following vehicle is stopped.
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Traffic performance measures can be now formulated in terms of the fuzzy
cellular model, using the function SC . The most commonly used criteria of per-
formance are average delay and average number of stops. Average delay in time
steps per vehicle is defined as:

D = 1
N

∑
n

∑
t S=0(Vn,t) (5)

where N is the total number of vehicles. The quotient A/N of an ordered
fuzzy number A and an integer N is computed according to formula: A/N =
(a(1)/N, a(2)/N, a(3)/N, a(4)/N). Additionally, the values of a(i)/N are rounded
to the nearest integers.

A stop of a vehicle is the situation in which the velocity of a vehicle is higher
than zero for the previous time step of simulation (t − 1) and it is zero for the
current time step (t). Thus, the average number of stops is given by:

S = 1
N

∑
n

∑
t min {S>0(Vn,t−1), S=0(Vn,t)} (6)

If a vehicle n is stopped in queue, then the number Gn,t of free cells in front of
it is zero. In this study the length of a vehicle is assumed to be equal one cell,
therefore the average queue length in cells can be computed using the following
formula:

Q = 1
T

∑
n

∑
t S=0(Gn,t) (7)

where T is the number of steps in the analysed time period of traffic simulation.
The main advantage of the presented model relies on the fact that the per-

formance estimation of traffic control is computationally efficient and the un-
certainty of the results is taken into account. The results concerning traffic
performance are represented by means of fuzzy numbers. As it is shown in
Section 5, this representation is convenient for the determination of uncertainty
in control decisions.

4 Modelling of an Imprecise Traffic Information

Precise data on the parameters of each particular vehicle are often hardly avail-
able due to lack of sensing devices and high transmission costs. This section
discusses an issue of imprecise traffic data processing with application of the
fuzzy cellular model.

Let us assume that the data on vehicles locations are delivered with a pre-
cision, which is insufficient to place vehicles in specific cells. It means that the
available traffic information describes the number of vehicles that are located in
a given segment of cells. In Fig. 2 an example is illustrated, which corresponds
to information indicating that there are three vehicles present in the segment of
fifteen cells. This information is introduced in the model through assumption of
the four instances that are shown in Fig. 2 a)-d). For the instances a and b it
was assumed that the vehicles are equally spaced and are moving with maximal
velocity. The instances c and d represent the least possible situations in which
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Fig. 2. Representation of imprecise traffic information in fuzzy cellular model

the vehicles are stopped in a queue. A fusion of these four instances is achieved
by using ordered fuzzy numbers to describe the vehicles positions (Fig. 2 e-g).

To generalize the example discussed above, let us consider N vehicles located
in a road segment that consists of cells cS , ..., cE . A position of vehicle n (n =
1, ..., N) is defined by the following equations:

x
(1)
n,t = cS + N − n, x

(2)
n,t = cS +

∑N
i=n+1 min

{

L/N�, v(2)

max,i + 1
}

,

x
(3)
n,t = cE −∑n

i=2 min
{

L/N�, v(3)

max,i + 1
}

, x
(4)
n,t = cE + 1 − n, (8)

where L=cS−cE+1 is the number of cells in the road segment (precision unit).
The above definition allows the imprecise data to be utilised for the evalua-

tion of traffic control performance. It demonstrates also the applicability of the
introduced approach for modelling the imprecise traffic information.

5 Case Study

The fuzzy cellular model was applied to performance evaluation of traffic control
at a road work zone. Fig. 3 a) shows a schematic layout of the simulated situation.
Average delay was analysed in this experiment for two different control strategies.
At the beginning of each simulation vehicles were randomly placed on road lanes
approaching the work site (lanes A and B). In the first strategy a green signal is
displayed for the traffic lane A. Afterwards, when all vehicles vacate this lane, the
green light is activated for the opposite direction (lane B). The second control
strategy assumes that an inverse traffic signal sequence is used (the green signal
for lane B is activated at first). For both strategies the average delay per vehicle
was calculated as a fuzzy number according to equation (5). Simulations were
executed for various numbers of vehicles generated in the traffic lanes and for
different precision units. The precision unit L was defined as the number of cells
in segments that are used for determination of the initial vehicles locations.

The average delays Di = (d(1)
i , d

(2)
i , d

(3)
i , d

(4)
i ) evaluated for both control strate-

gies (i = 1, 2) have to be compared in order to select the optimal strategy for
implementation. An example of such comparison is presented in Fig. 3 b) and
c). The simulation was executed for 50 and 45 vehicles placed in lanes A and
B respectively (NA = 50, NB = 45). It can be observed that the optimal con-
trol strategy cannot be selected without ambiguity and the uncertainty of this
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Fig. 3. a) Lane closure on two-lane road using traffic signals, b)-f) Experimental results

selection arises when higher precision units are in use. The uncertainty of strategy
selection was determined using the following formula:

UNC = 1−max{P (D1 <D2), P (D2 <D1)}+min{P (D1 <D2), P (D2 <D1)} , (9)

whereP (C) denotes a probability of satisfying condition C. The probabilities
in equation (9) were computed using a method of fuzzy numbers comparison
proposed in [13]. The uncertainty takes a value between 0 and 1 (0 - 100 [%]).
Contour plots in Fig. 3 d)-f) present the results of uncertainty determination
that were obtained assuming various absolute differences between the numbers
of vehicles placed in traffic lanes A and B (|NA−NB|). The differences are equal
10, 5 and 0 for Fig. 3 d), e) and f) respectively. It can be seen that the uncertainty
increases when the difference |NA − NB| is decreased. The uncertainty level is
similar for precision units in a range from 1 to 16 cells; however, further decrease
in the traffic data precision causes a significant increase of the uncertainty. This
way of analysis allows us to determine the minimal precision of traffic data,
which is necessary to select the optimal control strategy using the proposed
performance evaluation method.

6 Conclusions

The fuzzy cellular model enables the evaluation of performance measures for
road traffic control. Imprecise traffic data can be utilised in the proposed hybrid



66 B. P�laczek

modelling approach. The results of performance evaluation are represented in
terms of ordered fuzzy numbers. This representation is suitable for the uncer-
tainty determination in traffic control decisions that are based on the perfor-
mance comparison for several candidate control strategies. The uncertainty level
can be used to decide if the currently available traffic data are sufficient for the
selection of optimal control strategy. It allows the precision level of traffic mea-
surements to be dynamically adapted to both the current traffic situation and
the requirements of traffic control system.
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Abstract. In this work we develop an improved heuristic based on ge-
netic programming (GP) for the matrix bandwidth minimization prob-
lem (MBMP). This problem consists in rearranging the rows and columns
of a sparse matrix such that the non-zero elements are in a band as close
as possible to the main diagonal. We evaluated our heuristic on a set of
25 benchmark instances from the literature and compared with state-of-
the-art algorithms. The obtained results are very encouraging and point
out that GP is an appropriate method for solving the MBMP.

Keywords: bandwidth minimization problem, heuristics, genetic pro-
gramming.

1 Introduction

The matrix bandwidth minimization problem (MBMP) has been subject of re-
search for at least 42 years, beginning with the Cuthill-McKee algorithm in 1969.
The problem consists of finding the a permutation of the rows and columns of a
matrix that keeps all the non-zero elements in a band that is as close as possible
to the main diagonal.

Formally, the MBMP can be stated as follows: given a sparse matrix A =
[aij ]n×n, we are interested in finding a permutation of the rows and columns
that minimizes the distance b of any non-zero entry from the center diagonal.
The problem plays an important role in solving large linear systems because
Gaussian elimination can be performed in O(nb2) on matrices of bandwidth b,
while in the general case the algorithm is performed in O(n3).

The problem can be defined in the context of graphs as follows: let G = (V, E)
be a finite graph with |V | = n and f : V → {1, ..., n} a labelling of its nodes,
then the bandwidth of G under f is defined as:

Bf (G) = max{|f(vi) − f(vj)| : (vi, vj) ∈ E}. (1)

Then the bandwidth minimization problem (BMP) consists of finding a labeling
f which minimizes Bf (G).

The graph and the matrix versions of the bandwidth problem are equivalent.
The equivalence is clear if we replace the nonzero entries of the matrix by 1’s and
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interpret the result as the adjacency matrix of a graph. In [10], it is described
an example that shows this equivalence.

On graphs the BMP arises on more subtle ways and finds several applications:
circuit design, data mining, VLSI design, network survivability, data storage,
industrial electromagnetics, etc.

The bandwidth problem is NP-hard [11], even for some special cases and as
well is NP-hard to approximate within any constant.

Due to its practical applications, the MBMP has generated a considerable
interest over the years being proposed several exact and heuristic algorithms.
Corso and Manzini [1] proposed two exact algorithms that solved problems for
randomly generated graphs with nodes up to 100. The first heuristic algorithm
for solving the MBMP was proposed by Cuthill-McKee [2]. The difficulty of
obtaining optimum solutions for the MBMP has led to the development of several
metaheuristics. The first such algorithms were the Tabu Search (TS) heuristic
proposed by Marti et al. [8], the Greedy Randomized Adaptive Search Procedure
(GRASP) combined with a Path Relinking (PR) method described by Pinana
et al. [12] and the genetic algorithm (GA) suggested by Lim et al. [5]. More
recently, Rodrigues-Tello et al. [13] proposed an improved Simulated Annealing
(SA) heuristic, Koohestani and Poli [3] described the first genetic programming
approach and finally, Mladenovic et al. [10] elaborated a variable neighbourhood
search (VNS) based heuristic for reducing the bandwidth of a matrix.

The aim of this paper is to describe an improved heuristic based on genetic
programming for solving the MBMP. Our heuristic is tested against state-of-
the-art algorithms on a set of 25 benchmark instances from the literature and as
will be shown in the computational experiments section, the proposed approach
provides high quality solutions.

2 The Genetic Program for Solving the MBMP

Genetic programming addresses one of the central goals of computer science,
namely automated programming, whose goal is to create, in an automated way,
a computer program that enables the computer to solve the problem. Koza [4]
suggested that the desired program should evolve itself during the evolution
process. In other words, instead of solving a problem by building an evolution
program that solves it, we should rather search the space of possible computer
programs for the best one. This evolution method is called Genetic Programming
(GP).

Genetic programming is a branch of genetic algorithms. The main difference
between genetic programming and genetic algorithms is the representation of the
solution, namely, genetic programming creates computer programs in the Lisp
or scheme computer languages as the solution while genetic algorithms create a
string of numbers that represent the solution.

In genetic programming are used four steps in order to solve problems:

1) Generate an initial population of random compositions of the functions and
terminals of the problem (computer programs).
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2) Execute each program in the population and assign it a fitness value accord-
ing to how well it solves the problem.

3) Create a new population of computer programs.
i) Copy the best existing programs

ii) Create new computer programs by mutation.
iii) Create new computer programs by crossover.

4) The best computer program that appeared in any generation, the best-so-far
solution, is designated as the result of genetic programming.

In what it follows we present an heuristic algorithm for solving the MBMP based
on genetic programming.

2.1 Genetic Representation

An individual is represented as a list of interchanges of lines or columns:

I = (W1 < k1
s , k1

d >, W2 < k2
s , k2

d >, ..., Wm < km
s , km

d >), (2)

where Wi ∈ ′L′,′ C′ (’L’ means an interchange of lines, and ’C’ is an interchange
of columns) and ki

s respectively ki
d are the two lines/columns to be interchanged.

The permutations are applied successively, in order. Given the following matrix:

A =

⎛
⎝11 12 13

21 22 23
31 32 33

⎞
⎠ (3)

and the individual I = (C < 1, 3 >, L < 2, 1 >), the matrix undergoes the
following permutations:

1. the columns 1 and 3 are interchanged and results the following matrix:

A1 =

⎛
⎝13 12 11

23 22 21
23 32 31

⎞
⎠ , (4)

2. the lines 2 and 1 are interchanged and the result is:

A2 =

⎛
⎝23 22 21

13 12 11
23 32 31

⎞
⎠ . (5)

Therefore the resulted matrix after applying the individual (program) I is A2.

2.2 Initial Population

In our program the initial population is generated randomly. The length of each
individual is chosen at random, up to twice the size of the matrix.



70 P.C. Pop and O. Matei

2.3 The Fitness Value

Every solution has a fitness value assigned to it, which measures its quality. In
our case, the fitness value is given by the bandwidth of the matrix resulted after
a program is applied to the original matrix.

2.4 Genetic Operators

We considered three operations for modifying structures in genetic program-
ming: crossover, mutation and pruning. The most important one is the crossover
operation. In the crossover operation, two solutions are combined to form two
new solutions or offspring.

Crossover. Two parents are selected from the population by the binary tour-
nament method. The two programs can undergo two types of crossover with the
same probability: one-cut crossover, respectively a concatenation.

– One-cut crossover operator
Offspring are produced from two parent solutions using the following
crossover procedure described by Matei in [9]: it creates offspring which
preserve the order and position of symbols in a subsequence of one parent
while preserving the relative order of the remaining symbols from the other
parent. It is implemented by selecting a random cut point. The first offspring
is made of the first part of the first parent, respectively the second part of
the second parent. The other offspring is made of the second sequence of the
first parent, respectively the first sequence of the first parent.

Given the two parents:

P1 = (M1
1 M1

2 |M1
3 M1

4 ), (6)
P2 = (M2

1 M2
2 |M2

3 M2
4M2

5 ), (7)

where the superior index represents the parent (first or second), the number
of elements of the parent represent the number of permutations (interchanges
of lines or columns) and ”|” defines the cutting point, then the offspring are:

O1 = (M1
1 M1

2 |M2
3 M2

4 M2
5 ), (8)

O2 = (M2
1 M2

2 |M1
3 M1

4 ). (9)

– Concatenation operator
The concatenation operator concatenates two programs. The first offspring
is formed by adding the second parent at the end of the first one. The other
offspring is made of the second parent followed by the first one.

Given the same two parents:

P1 = (M1
1 M1

2 M1
3 M1

4 ), (10)
P2 = (M2

1 M2
2 M2

3 M2
4 M2

5 ), (11)
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the offspring are:

P1 = (M1
1 M1

2 M1
3 M1

4 |M2
1 M2

2 M2
3M2

4 M2
5 ), (12)

P2 = (M2
1 M2

2 M2
3 M2

4 M2
5 |M1

1 M1
2M1

3 M1
4 ). (13)

This example shows one of the main advantages of genetic programming
over genetic algorithms: in genetic programming identical parents can yield
different offspring, while in genetic algorithms identical parents would yield
identical offspring.

The concatenation operator is of great importance because it is the most
important way of evolving programs to longer ones (with more moves).

Mutation. Mutation is another important feature of genetic programming.
We use in our GP six random mutation operators chosen with the same
probability:

1. addition of a move: an allele (position in an individual) is chosen at random
and a new random move in inserted in that place. This way, the length of
the individual increases.

2. removal of a move: a move is chosen randomly and removed from the indi-
vidual. This way, the length of the individual decreases.

3. exchange of two moves: two alleles randomly selected are swapped.
4. replacement of the item which undergoes the move:] a column is replaced by

a line or the other way around: e.g. L < 1, 4 > is replaced by C < 1, 4 >.
5. replacement of the position of the items which undergo the move: e.g. L <

2, 3 > by L < 1, 5 >.
6. replacement of the entire move: a randomly selected allele is replaced by a

new one, yet generated randomly.

The choice of which of the operators described above should be used to create
an offspring is probabilistic. Their probability of applications are called opera-
tor rates. Typically, crossover is applied with highest probability, the crossover
rate being 90% or higher. On the contrary, the mutation rate is much smaller,
typically being in the region of 10%.

Pruning. It is often the case that longer individuals contain shorter sequences
of moves which lead to better results. This is the reason for introducing a new
operator, called pruning.

Given an individual:

P = M1M2M3...MkMk+1...Mn, (14)

the pruning operator generates a new individual:

P = M1M2M3...Mk (15)
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holding the following condition:

f([M1M2M3...Mk]) = min
i=

−→
1,n

f([M1...Mi]), (16)

where f([M1...Mi]) is the fitness value of the sequence of moves [M1...Mi].
The pruning operator is deterministic and it is applied for all individuals.

2.5 Selection

The selection process is deterministic. In our algorithm we use the (μ + λ) se-
lection, where μ parents produce λ offspring. The new population of (μ + λ)
is reduced again to μ individuals by a selection based of the ”survival of the
fittest” principle. In other words, parents survive until they are suppressed by
better offspring. It might be possible for very well adapted individuals to survive
forever.

2.6 Genetic Parameters

The genetic parameters are very important for the success of a GP, equally
important as the other aspects, such as the representation of the individuals,
the initial population and the genetic operators. The most important parameters
are:

– the population size μ has been set to 5 times the size of the matrix. This
turned out to be the best number of individuals in a generation.

– the intermediate population size λ was chosen twice the size of the popula-
tion: λ = 2 · μ.

– mutation probability was set at 10%.

In our algorithm the termination strategy is based on a maximum number of
generations to be run.

3 Computational Results

The performance of our heuristic approach based on GP was tested on 25
benchmark instances from the Harwell-Boeing sparse matrix collection (available
from http://math.nist.gov/MatrixMarket/data/Harwell-Boeing). The Harwell-
Boeing Sparse Matrix Collection is a set of standard test matrices arising from
problems in linear systems, least squares, and eigenvalue calculations from a
wide variety of scientific and engineering disciplines.

The testing machine was an Intel Dual-Core 1,6 GHz and 1 GB RAM. The
operating system was Windows XP Professional. The algorithm was developed
in Java, JDK 1.6.

In the next table we compared the solution qualities (i.e. the minimum band-
width obtained) of our genetic programming based heuristic with other five best
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Table 1. Computational results for the 25 medium instances from the Harwell-Boeing
Sparse Matrix Collection

Instance n GP VNS [10] SA [13] GA [5] GRASP-PR [12] TS [7]

arc130 130 63 63 63 63 63 64
ash85 85 9 9 9 9 9 9
bcspwr01 39 5 5 5 5 5 5
bcspwr02 49 7 7 7 7 7 7
bcspwr03 118 9 10 10 12 11 11
bcsstk01 119 16 16 16 16 16 17
can 144 144 13 13 13 15 14 14
can 161 161 18 18 18 19 18 19
dwt 234 117 11 12 11 12 11 11
gent113 104 25 27 27 27 27 27
gre 115 115 22 23 23 24 24 24
gre 185 185 19 21 22 22 22 22
ibm32 132 11 11 11 11 11 12
impcol b 59 19 20 20 20 21 21
impcol c 137 27 30 30 31 31 32
lund a 147 23 23 23 23 23 23
lund b 147 23 23 23 23 23 23
mcca 168 32 37 37 37 37 37
nos1 158 3 3 3 4 3 3
nos4 100 10 10 10 10 10 10
steam3 80 7 7 7 7 7 7
west0132 132 28 32 33 33 35 34
west0156 156 33 36 36 37 37 37
west0167 167 34 34 34 36 35 34
will199 199 66 65 65 66 69 67

algorithms from the literature: Variable Neighborhood Search (VNS) [10], Sim-
ulated Annealing (SA) [13], Genetic Algorithm (GA) [5], Greedy Randomized
Adaptive Search Procedure Path Relinking (GRASP-PR) [12] and Tabu Search
(TS) [8].

Analyzing the computational results, it results that our proposed heuristic
based on GP performs very well in terms of solution quality in comparison with
the state-of-the-art algorithms for solving the MBMP: in 15 out of 25 instances
we obtained the same bandwidth as the best of the compared algorithms, in 9
out of 25 instances we improved the value of the bandwidth and in one case
(instance will199) the bandwidth provided is higher than solution provided by
the VNS and SA algorithms.

Regarding the computational times, it is difficult to make a fair comparison
between algorithms, because they have been evaluated on different computers
and they are implemented in different languages. However, it should be noted
that our heuristic is slower than the compared algorithms and therefore our
approach will be appropriate when the execution speed is not critical.
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4 Conclusions

We described an improved heuristic for solving the matrix bandwidth minimiza-
tion problem based on genetic programming. The computational experiments
show that our approach behaves very well in comparison with five of the best
metaheuristics proposed for MBMP in terms of solution quality. We plan to im-
prove the running times of our heuristic by developing a parallel implementation
strategy of the algorithm.

Acknowledgments. This work was cofinanced from the European Social Fund
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Abstract. In dealing with real-world large games it has been argued that some
players may not be affected by the actions of all other players, i.e. that in a given
situation of the game a player may be inclined to believe that only a subset of the
rest of the players has a real influence on his payoff. In this paper some numeri-
cal experiments simulating such a situation using a Crowding based Differential
Evolution algorithm adapted for detecting Nash equilibria are presented.

1 Introduction

In a continuous era of globalization one wonders how much ones actions and results are
affected by agents acting at a relatively high distance. From a theoretical point of view,
in large non-cooperative games - involving hundreds of players - each player’s action
is supposed to take into account the actions off all other players. But sometimes, due to
geographical or other physical constraints, this is not possible. What happens in a large
game when players decide to only take into account the actions of a neighboring set
of players? What happens if, in different situations of a game, players decide to switch
opponents according to personal criteria? What happens if their decision is overridden
by a small group of major players that influence the entire game? While studying dif-
ferent types of interactions between players using a differential evolution algorithm, a
micro-macro effect causing a simple type of emergent behavior is observed.

After a short introduction about the emergence phenomenon in Section 2 the gener-
ative relation used for computing Nash equilibria of noncooperative games is described
in Section 3. Three types of interactions between players are proposed in Section 4.
Numerical results presented in Section 7 are obtained using the Adapted Crowding Dif-
ferential Evolution algorithm described in Section 6 for several instances of the Cournot
oligopoly (Section 5).

2 Emergence

Emergence is a concept widely used in sciences, the arts and engineering. A short de-
scription would state that “emergence” is the notion that the whole is not the sum of its
parts [6]. For example, flocks of birds flying in lockstep formation and schools of fish
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swimming in coherent array abruptly turn together with no leader guiding the group [3].
The emergence of order and organization in systems composed of many autonomous
entities or agents is a very fundamental process.

Several attempts to classify and formalize the concept of emergence have been made
[5]. In [7], [1] and [4] formalization attempts using grammars, formal languages and
mathematics are proposed. The ubiquitousness of emergence in various, very different,
fields prohibits - for the moment - a unified formalization that would fit every form of
emergence encountered. However, one of the most important common characteristics
across these fields that can be outlined [16] is represented by the micro-macro effect,
which refers to the properties, behaviors, structures or patterns appearing at a higher
macro level that cannot be explicitly found at the lower, micro level. Such an effect
is induced and studied in this paper. Thus a micro-macro emergence effect observed
in Cournot oligopolies where players are allowed to interact with each other - while
keeping the non-cooperative nature of the game - by switching opponents is presented.

3 Generative Relations for Nash Equilibria

A generative relation for Nash equilibria is a relation between two strategy profiles that
enables their comparison with respect to the Nash solution concept, i.e. it evaluates
if one is “closer’ to equilibrium. In [8] such a generative relation has been formally
introduced.

3.1 Nash Ascendancy Relation

A finite strategic game is defined by Γ = ((N, Si, ui), i = 1, n) where:

– N represents the set of players, N = {1, ...., n}, n is the number of players;
– for each player i ∈ N , Si represents the set of actions available to him, Si =
{si1 , si2 , ..., simi

} where mi represents the number of strategies available to player
i and S = S1 × S2 × ... × SN is the set of all possible situations of the game;

– for each player i ∈ N , ui : S → R represents the payoff function.

Denote by (sij , s
∗
−i) the strategy profile obtained from s∗ by replacing the strategy of

player i with sij i.e.

(sij , s
∗
−i) = (s∗1, s

∗
2, ..., s

∗
i−1, sij , s

∗
i+1, ..., s

∗
1).

The most common concept of solution for a non cooperative game is the concept of
Nash equilibrium [10,11]. A collective strategy s ∈ S for the game Γ represents a Nash
equilibrium if no player has anything to gain by changing only his own strategy.

Consider two strategy profiles x and y from S. An operator k : S × S → N that
associates the cardinality of the set

k(x, y) = |({i ∈ {1, ..., n}|ui(yi, x−i) ≥ ui(x), yi �= xi}|

to the pair (x, y) is introduced.
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This set is composed by the players i that would benefit if - given the strategy profile
x - would change their strategy from xi to yi.

Let x, y ∈ S. We say the strategy profile x Nash ascends the strategy profile y in and
we write x ≺ y if the inequality

k(x, y) < k(y, x)

holds.
Thus a strategy profile x ascends strategy profile y if there are less players that can

increase their payoffs by switching their strategy from xi to yi than vice-versa. It can
be said that strategy profile x is more stable (closer to equilibrium) then strategy y.

Two strategy profiles x, y ∈ S may have the following relation:

1. either x dominates y, x ≺ y (k(x, y) < k(y, x));
2. either y dominates x, y ≺ x (k(x, y) > k(y, x));
3. or k(x, y) = k(y, x) and x and y are considered indifferent (neither x dominates y

nor y dominates x).

The strategy profile s∗ ∈ S is called non-ascended in Nash sense (NAS) if

�s ∈ S, s �= s∗such that s ≺ s∗.

In [8] it is shown that all non-ascended strategies are NE and also all NE are non-
ascended strategies. Thus the Nash ascendancy relation can be used to characterize the
equilibria of a game.

4 Proposed Players Interactions

The following generalization of a non-cooperative game may be considered as Γ =
(N, S, U, R) where:

– N represents the set of players, N = {1, ...., n}, n is the number of players;
– for each player i ∈ N , Si represents the set of actions available to him, Si =
{si1 , si2 , ..., simi

} where mi represents the number of strategies available to player
i and S = S1 × S2 × ... × SN is the set of all possible situations of the game;

– R = {r1, ...rd} is the set of possible preferences for the players. For each situation
s of the game we define Ri(s) : S → R, Ri(s) = rk represents the preference of
player i for all other players j having Rj(s) = rk;

– for each player i ∈ N , ui : S × Ri(S) → R represents the payoff function,
U = (u1, ..., un);

Considering a situation s ∈ S of the game, a player j having the connection rj(s) is
considered connected to all players k having the same connection value rk(s) = rj(s).
Players connected to each other may erroneously consider that the game is limited only
to their connections and compute their payoffs according to this belief. Thus its payoff
function uj(s) will only take into account players that are connected to j. This approach
represent a more realistic model of a large game as real players may not bother to take
into account all their opponents or they may not be aware who all the players involved
in the game are.

Three types of interactions among players are studied in this paper.
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Fig. 1. Left: Two situations of the game with different connections between players. Player 4 in S2
is connected to players 2 and 5. In S1 player 2 is connected to player 1 and 3. These connections
result in player 4 being influenced in some measure by players 2 and 5 but also indirectly, when
comparing situation S2 to S1 to players 1 and 3 (right).

Type A. The simplest type of interaction is to consider that players are related to each
other in a ’static’ manner. The relationship between them is set beforehand and no
changes are made, i.e. ri(s′) = ri(s′′), ∀i ∈ {1, ..., n} and all s′, s′′ ∈ S.

Type B. Players connections differ from situation to situation. When faced with a
choice, if allowed, a player will chose the connections that seem to ’promise’ the highest
payoff. Figure 1 illustrates interactions between five players in two situations of a game.
When comparing two situations of a game the connections between players within both
situations affect the entire game.

Type C. In real world games, although players may choose, either aware of the mistake
or not, which are their ’worthy’ opponents, there are some major players in the game
that cannot be ignored and whose actions affect the payoffs of all other players.

Using the Nash ascendancy relation and Players Interactions. Although players may
’believe’ to find themselves within a certain neighborhood, when comparing two situ-
ations of the game the ’real’ evaluation is taken into account without considering any
kind of relationship between players (which is equivalent to considering that they are
all related in this case).

5 The Cournot Oligopoly

The Cournot oligopoly model was proposed by Antoine Augustine Cournot [2] and has
since then been used as a reference model in economic applications [15].

Let qi, i = 1, ..., N denote the quantities of an homogeneous product - produced by
N companies respectively. The market clearing price is

P (Q) = a − Q,

where Q is the aggregate quantity on the market. Hence we have

P (Q) =
{

a − Q, for Q < a,
0, for Q ≥ a.
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Let us assume that the total cost for the company i of producing quantity qi is
C(qi) = cqi . Therefore, there are no fixed costs and the marginal cost c is constant,
c < a. Suppose that the companies choose their quantities simultaneously. The payoff
for the company i is its profit, which can be expressed as:

ui(q1, q2, ..., qN ) = qiP (Q) − C(qi).

If we consider

Q =
N∑

i=1

qi,

then

ui(q1, ..., qN ) = qi(a − (q1 + q2 + ... + qN ) − c),

and there is one Nash equilibrium that can be computed by

qi =
a − c

N + 1
, ∀i ∈ {1, ..., N}.

Apart from its applications in economy the Cournot oligopoly model can be used to test
the behavior of different evolutionary approaches computing Nash equilibria for a large
number of players.

In our case, if Type A or Type B of connections are considered then we can write

ui(q1, ..., qN ) = qi(a − (q1ρ1 + q2ρ2 + ... + qNρN ) − c),

where

ρj =
{

1, ri(q1, ..., qN ) = rj(q1, ...., qN )
0, ri(q1, ..., qN ) �= rj(q1, ...., qN ) .

In the case of Type C of connections, if we denote by r∗ ∈ R the set of the major
players of the game, we have:

ui(q1, ..., qN ) = qi(a − (q1ρ1 + q2ρ2 + ... + qNρN ) − c),

and

ρj =
{

1, ri(q1, ..., qN ) = rj(q1, ...., qN ) ∨ rj(q1, ...., qN ) = r∗

0, ri(q1, ..., qN ) �= rj(q1, ...., qN ) .

Thus major players consider that their payoffs are only affected by other major players
while all other players are affected by the actions of any major player.

Because the Cournot oligopoly model is a symmetric one an asymmetric version is
considered where the payoff function for player i is computed by

ui(q1, ..., qN ) = qi(a + i − (q1ρ1 + q2ρ2 + ... + qNρN ) − c).



80 R.I. Lung

6 Adapted Crowding Differential Evolution (ACDE)

Crowding Differential Evolution (CrDE) [14] which extends the Differential Evolution
(DE) algorithm [12] with a crowding scheme has already been used for Nash equilibria
detection [9].

Individuals evolved by ACDE represent situations of the game. Each situation of the
game is composed by the strategies chosen by each player.

Regarding the crowding scheme, the only modification to the conventional DE is
made regarding the individual (parent) being replaced. Usually, the parent producing
the offspring is substituted, whereas in CrDE the offspring replaces the most similar
individual among the population if it Nash ascends it. A DE/rand/1/exp [13] scheme is
used.

The adapted version of the CrDE method takes into account possible player interac-
tions when creating an offspring using the DE scheme. Thus the offspring will inherit
the connection from the parent with the highest payoff.

7 Numerical Simulations

Numerical simulations are performed for Cournot games with 12, 30, 90 and 300 play-
ers. A maximum number of 3 · 106 payoff functions evaluations is set for a population
of 50 players. The crowding factor is set to 50, F = 0.01 and pc = 0.9. A player may
choose among d = 3 connections, R = {0, 1, 2} with an extra type of connection for
Type C experiments.

7.1 Type A Interactions

For all situations of the game players interactions are constant throughout the evolution-
ary process. In all experiments interconnected players form sub-games evolving toward
the Nash equilibrium of the sub-game. Table 1 presents average distance to Nash equi-
libria of the global game. Thus, if in evaluating the Nash ascendancy relation the entire
set of players is taken into account, the ACDE converges to the NE of the game, but
significantly slower. Results concerning convergence to the Nash equilibrium in large
Cournot games can be found in [9].

Table 1. Type A interactions. Average distance to Nash equilibria of the d = 3 sub-games formed.

Cournot Modified Cournot
No of players Avg Dist to NE St Dev Avg Dist to NE St Dev
12 1.25 0.38 1.73 0.52
30 6.45 0.55 7.45 0.60
90 10.63 1.29 14.03 1.01
300 47.29 1.54 48.16 1.67
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Table 2. Average number of players grouped in sub-games for the Cournot oligopoly and the
modified asymmetric Cournot oligopoly

Cournot Modified Cournot
No of players Avg No. players in a subgame St Dev Avg No. players in a subgame St Dev
12 4 0 4 0
30 10 0.2 10 0.4
90 30 2.3 30 2.41
300 100 3.58 100 3.87

7.2 Type B Interactions

For each player in each individual in ACDE a random number between 0 and d − 1 is
generated. All players having the same number consider to be connected to each other
and their payoff is computed considering only players connected to each other. However,
different individuals will have different sets of connections. This can be interpreted by
the fact that players may change their beliefs regarding their opponents in different sit-
uations of the game. In this case the ACDE population may be regarded as a complex
network. At a micro-level, within each individual players evolve their connections, while
at a macro level sub-games with equal number of players emerge. This emergent behav-
ior is illustrated by the fact that in all experiments number of players connected to each
other converges towards N/d, i.e the total number of players divided by the number of
connection possibilities among players. Table 2 presents the average number of players
belonging to the same sub-game with the standard deviation of that number.

7.3 Type C Interactions

When dealing with major players two approaches have been considered. The first one
allows players to become major players during the offspring creation process if one of
the major players is selected as a parent and if its payoff is higher than the payoff of
the other two parents selected. In this case, in all runs and for all considered number of
players, all players are converted to major players, which would be expected and may
be explained by the fact that by the definition of their payoff functions their payoffs
will be higher than that of the other players. However, if the set of the major players
is, in a more realistic approach, considered to be an exclusive one and no other players
may enter it, then the same kind of emergent behavior as observed in the case of type
B interactions appears - the other players form subgames of equal sizes as illustrated in
Table 3. The number of major players considered is 10% of the total number of players.

Table 3. Number of players in sub-games formed by type C interactions

Cournot Modified Cournot
No of players No. of major pl. Avg. no. players/sub-game St Dev Avg. no. players/sub-game St Dev
12 3 3 0 3 0
30 3 9 1.3 9 1.5
90 9 27 2.13 27 2.87
300 30 90 3.59 90 3.81
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8 Conclusions

A simple type of emergent behavior in large games obtained by considering different
types of interactions among players involved in large Cournot oligopolies are presented.
When players are allowed to interact with each other (but not cooperate) sub-games of
equal size are formed. This result indicates that the equilibrium state when considering
relations among players is achieved when players group themselves in similar games.
Although for type B interactions sub-games are formed, these are interconnected games
and their equilibrium is analytically difficult to compute. Further work consists in study-
ing different kinds of interactions and possible emergent behavior in large games and
using them in real economic settings.
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Abstract. The undesired effects of data gathered from real world can
be produced by the noise in the process, the bias of the sensors and
the presence of hysteresis, among other uncertainty sources. In previous
works the learning models using the so-called Low Quality Data (LQD)
has been studied in order to analyze the way to represent the uncertainty.
It makes use of genetic programming and the multiobjective simmulated
annealing heuristic, which has been hybridized with genetic operators.
The role of the tree generation methods when learning LQD was studied
in that paper. The present work deals with the analysis of the generation
methods relevance in depth and provides with statistical studies on the
obtained results.

Keywords: Genetic Programming, Genetic Algorithm and Program-
ming, Low Quality Data, Multiobjective Simulated Annealing.

1 Introduction

With the scarce energy sources and the worsening environmental pollution, how
to use the existing energy is becoming a very important challenge in various
fields of modern engineering [8,6,16]. For example, notorious efforts have been
made within the area of lighting control systems, whose aim is to control the
electrical power consumption for the ballast in the installation so the luminance
complies with the regulations. In [13,15] a lighting control system was considered
to show the relevance of the uncertainty for an efficient energy use. The typi-
cal control loop includes a light sensor, the light ballasts and a light controller.
The sensors measure the amount of light in a room, but they have some draw-
backs: they operate with hysteresis and saturation [6] and their measurements
depend on the light sensor unit. In the studied literature, when obtaining models
for simulation, only crisp values are regarded as the measurements from light
sensors. Obviously, the inputs and outputs of the light sensor models obtained
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are also crisp variables. But several studies have presented the decrease in the
performance of crisp algorithms as data uncertainty increases [5].

An approach for learning white box models when LQD is available is pre-
sented in [15,2], where the variables are assumed with an unknown uncertainty
value modelled as a fuzzy number. The white box models include an equation
-represented as a nodes tree- setting the relationship of the output variable with
the feature space and a set of constants. Some of the constants are use to model
the vagueness of the variables and others are used as terminal nodes in the
equation. A genetic programming hybridized with Genetic Algorithm (hereafter
GAP) which is evolved by means of a Multi Objective Simulated Annealing algo-
rithm (hereinafter MOSA) is proposed, and a random tree generation algorithm
to create the individuals is carried out in the evolutionary algorithm. A MOSA
hybridized with genetic operators is proposed (hereinafter, SAP), and a random
tree generation algorithm to create the individuals is carried out in the evolu-
tionary algorithm. The results show that the proposed algorithm remails with
the same performance index even though LQD is given. The relevance of three
generation algorithms in MOSA hybridized with genetic operators is studied in
[2]. The approach makes use of fuzzy fitness funcions. Consequently, the rele-
vance of the tree generation methods is focused on the first generations due to
the temperature grading and the need to search in the whole variables space.
Two algorithms were compared. On the one hand, the so-called GROW GP tree
generation algorithm, described in [7], chooses a node type with equal prob-
ability, including the terminal and non-terminal ones. On the other hand, [9]
offers an alternative tree-creation algorithm, the Probabilistic Tree Creation 1
(PTC1), which gives the user control over the expected tree size, the maximum
deth and the probabilities of appearance of functions within the tree, providing
in addition, very low computational complexity.

The present work aims to extend it with the representation and comparison
of the model learning evolution when genetic programming and uncertainty are
considered for the two tree generation methods proposed, GROW and PTC1.
For this purpose, an statistical study of the results has been done. The remainder
of this manuscript is as follows. Firstly, a description of the simulated annealing
approach for learning white box models with LQD is included. Then, the dif-
ferent tree generation methods employed in this comparison are detailed. The
experiments and the results are discussed next, while in the last section the
conclusions are drawn and the future work is proposed.

2 White Box Models SAP Learning with LQD

Soft Computing includes the set of techniques that allow learning models using
the knowledge in the data [1,3,11,17]. There are several uncertainty sources in
data gathered from real processes [4]. In this work, we study data which has
been gathered as crisp data but that are highly imprecise, i.e., the data gathered
from light sensors [6,13]. In [15] a SAP approach for learning white box mod-
els from this kind of data is presented.In that study, the representation of the
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vagueness in a GP model is represented by two constants C− and C+ assigned
to each imprecise variable which evolves in the learning process. These constants
represent the limits of a triangular membership function for an α-cut= 0 which
is associated with each imprecise variable. Let us suppose the training data set
being the set {dj

i}, with i = {0, . . . , D} for each of the D variables Xi and
j = {1, . . . , N} and N the number of examples in the data set. Then, when-
ever an imprecise variable Xi is evaluated for the example j, a fuzzy number
with a triangular fuzzy membership defined through the three following values
[dj

i −C−, dj
i , d

j
i +C+] is returned. If symmetrical membership functions are con-

sidered, only one constant per imprecise variable is needed. As in classical fuzzy
logic literature, crisp values from constants or from crisp variables are extended
to fuzzy singletons, so only operations with fuzzy numbers are required. In order
to reduce the computational cost, the solution presented in [14] is used, and
evaluations are calculated only for certain predefined α-cuts.

An individual in this study is a compound of the equation representation, the
constants vector and the specification of the uncertainty, which is provided with
the number of constants used to represent the uncertainty and the list of indexes
of the input variables in the dataset that are supposed to manage LQD. As in
Genetic Programming hybridized with Genetic Algorithms (hereinafter, GAP)
models, the equation representation consists of a nodes tree, each internal node
corresponds with a valid operator, and the leaf nodes correspond with a variable
or a constant index. The number of constants is predefined, so the constant
vector in all individuals has the same size. The first group of constants in the
constant vector is assigned to the uncertainty management. The generation of a
nodes tree is the well-known random strategy given by the GROW method [7].

Evolving GAP individuals introduce four genetic operators, two come from
GP evolution (the GP crossover and mutation) and two come from GA (GA
crossover and mutation). The GP operators introduce variability in the structure
of the model, in other words, the equation itself. The GA operators modify
the vector of constants. In all the cases, there is a predefined probability of
carrying out each of these genetic operators. In each run, the type of operation
to carry out is chosen, that is only GP or GA operations can take place, but
never both in the same run. The fitness of an individual is calculated as the
mean squared error, which in fact is a fuzzy number. To reduce the width of
the intervals and to obtain models that include the desired output crisp data
two more objectives have also been considered, so multi-objective techniques are
needed. The evolutionary algorithm is the MOSA proposed in [10,14].

3 Tree-Generation Algorithms

Tree-creation plays an important role in GP algorithms since a good random
tree-creation is needed to create the number of trees that will compose the
initial population and the subtrees used in subtree mutation. Besides, as stated
in [9], tree creation is also related with tree bloat, that is, the tendency of GP
trees to grow during the evolutionary process [12] which causes the slowdown of
the evolutionary process by making individuals more resistant to change. This
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section discusses the role of the tree generation methods when learning LQD.
The above mentioned SAP approach is used for learning models with such kind of
data, and two different techniques for tree generation are compared: the GROW
and the PTC1 methods.

In [7] the so-called GROW GP tree-generation algorithm has been widely
used since its formulation despite having several weaknesses. Although originally
not designed to control the depth and the size of the tree, it can be easily
extended to do so. To generate a tree, the algorithm chooses a node type with
equal probability. The choice of a node includes the terminal and non-terminal
nodes. Once a node has been chosen, and attending to the arity of the node,
the algorithm moves to each of its operands and is executed recursively. This
process continues either until all the leaf nodes are terminal nodes, or either the
depth limit or the tree size limit is reached. In these two latter cases, the tree is
filled with terminal nodes.

On the other hand, [9] propose an alternative tree-creation algorithm, the
Probabilistic Tree Creation 1 (PTC1). This algorithm gives the user control
over the expected tree size, a method parameter. Instead of attempting to gen-
erate completely uniformly distributed tree structures, PTC1 allows user-defined
probabilities of appearance of functions within the tree plus a desired maximum
depth D, providing in addition, very low computational complexity. However,
PTC1 does not provide any control over the variance in tree size generated,
which limits its usefulness. In this algorithm, the set of functions F is divided
into two disjoint subsets: terminals nodes set T , each one with probability qt,
and non-terminals nodes N , each one with probability qt. The recursive method
chooses between terminal and non-terminal nodes type for the current node with
probability p (see Eq. 1), where bn is the arity of non-terminal n. When a termi-
nal node type is chosen, variable or constant is decided according to qt. In case
of non-terminal nodes, the node type will be selected according to qn. Each of
its operators is chosen recursively. Both {qt} and {qn} are given by the user.

p =
1 − 1

Etree∑
n∈N qnbn

(1)

4 Experimentation and Results

In the experimentation stage, the performance of GROW and PTC1 algorithms
when learning models with LQD is compared when both regression and time
series problems are faced. Several different synthetic LQD data set are gener-
ated. In order to obtain such LQD, a two step procedure has been carried out:
firstly, the crisp data sets have been generated and then the uncertainty have
been introduced to the data. Four different problems are proposed, three of them
correspond with regression problems and one is a time series problems. In re-
gression problems the model can not be a function of the output variable, while
in the time series problems this variable can be included in the equations. The
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output variable should be included in an equation and it must be affected with
a delay operator at least. Time series problems models should be evaluated
recursively, that is, the output at time t should be calculated using the previously
calculated values of the output variable. The regression problems are defined
through f1, f2 and f3 in Table 1, while f4 represents a time series problem. In
all the cases, four input variables are considered ({x0, x1, x2, x3}. The variable
time t is used to calculate the values of the examples {xi, ∀i}. It is included the
output variable calculated with the corresponding formulae fi. The second step
for generating the LQD data sets is the aggregation of uncertainty to the data.
For each variable in an example, a random value in the range [−1e−4, 2e−4] is
added. All the involved variables in a data set are affected, including the output
variable, so that all the variables are parameterized as imprecise. The parameters
used are presented in Table 2. Although the number of iterations is set to 1000,
data has been gathered each 200 iterations in order to determine the fitness
evolution during the simulated annealing run.

Table 1. Formulae for the data sets generation

f1 = x1 + x0 ∗ (x2 − 0.5) t = {1, . . . , 100}
f2 = 2 ∗ x1 ∗ x2 x0 = abs(cos(t))
f3 = cos(x0) ∗ (x2 − x1) x1 = abs(sin(t))
f4 = 2 ∗ x2 ∗ delay(f4) x2 = abs(cos(t) ∗ sin(t))

x3 = random in the range [0, 1]

Table 2. Parameters used in the experimentation stage. When LQD is assumed, all the
variables are set as imprecise variables. In all the cases symmetrical triangular mem-
bership functions are used, so only one constant in the GA constants vector is needed
per variable. Whenever time series learning is carried out the models are evaluated
recursively.

Parameter Value Parameter Value

α−cut 0.95 population size 50

Constants range [-10,10] GP mutation prob. 0.25

C− == C+ range [0, 0.01] % GP crossover prob. 1

SA Δ value 0.1 GA mutation prob. 0.5

SA initial temperature 1 GP crossover prob. 1

SA final temperature 0 stop generation {50, 100, 300}
PTC1 Constant prob. 0.3 generations 1000

PTC1 Operators probability
+ 0.145 - 0.145 * 0.145 / 0.145 max 0.08

min 0.08 delay 0.1 sin 0.08 cos 0.08

No of GA constants 7 Maximum size 5

Maximum depth 5

For both the GROW and the PTC1 methods with each of the four datasets,
ten runs have been carried out. Results are shown in Table 3 and Figure 1. The
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Table 3. Mean of the MSE values for the individuals with the best value of the fitness
sum in each of the ten runs performed for the four datasets. Results shown should be
multiplied by 10−3.

200 400 600 800 1000

Dataset GROW PTC1 GROW PTC1 GROW PTC1 GROW PTC1 GROW PTC1

f1 1.153 1.197 1.208 1.336 1.166 1.391 1.166 1.480 3.613 1.480

f2 12.254 3.096 11.677 2.751 11.637 2.751 11.557 3.076 0.628 1.611

f3 0.038 0.190 0.038 0.179 0.042 0.299 0.042 0.299 0.041 0.629

f4 2.529 2.591 3.076 2.440 2.359 2.206 2.170 2.490 2.138 2.553

Fig. 1. Boxplots for the values of the individuals with the best value of the fitness sum
in each of the ten runs performed for the four datasets

former shows the values for the means of the MSE of the individuals with the
best value for the sum of squared values for the considered fitness in the MOSA:
the MSE (mean squared error), number of covered examples and mean output
width. On the other hand, in the depicted boxplots, it is shown that PTC1 has
a faster convergence than GROW as results are more stable during the succesive
iterations. Values for the medians when GROW is used are slightly better than
the ones for the PTC1 method, consequently, better results could be obtained if
the number of iterations is increased.
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5 Conclusions and Future Work

An statistical study on the results gathered from the run of two tree genera-
tion algorithms in SAP learning problems whith LQD has been studied. Data
has been gathered each 200 iterations in order to study the fitness evolution.
This study reveals that the choice of the suitable tree generation algorithm is
relevant to the obtained results. The algorithms used are the GROW and the
PTC1. Both behave in a similar way, nevertheless the PTC1 is shown to have a
better convergence, although the medians values obtained when GROW is used
are slighty better, so it can be assumed that if the number of iterations were
increased, the performance would improve. Future work includes the study of
the evolution of the diversity that each of the tree generation algorithms induces
through the temperature evolution in the MOSA learning process, should be
considered.
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Abstract. This work presents a hybrid framework solution to describe context 
and develop context-aware systems. The framework intends to provide best 
domain knowledge expressiveness combining First Order Logic, Temporal 
Logic, and Fuzzy Logic. The framework engine was developed to be used in 
Object-Oriented systems, integrating the domain rules and system objects using 
an event-based architecture. The framework has been exemplified based on its 
capability to perform information fusion based on a heterogeneous context 
definition. 

Keywords: Information Fusion, Context Representation, Context Reasoning.  

1   Introduction 

Context-aware systems have been developed since the 1990 decade [1]. A system is 
context-aware if can extract, interpret, use context information, and adapt its 
functionality to the current context of use [2]. The architecture of these systems needs 
to provide mechanisms to deal with large information and knowledge volumes, 
supported by sensors and users. Performing information fusion according to domain 
knowledge needs to be supported by a best context representation. For authors Baader 
et al. [3], the integration of heterogeneous information into a unique semantic level is 
a challenge that remains opened. 

Besides the context representation issue, there is a concern about adaptability 
mechanisms. In many occasions, the essence of context-aware systems is related to 
monitoring and inference capability. The context reasoning mechanism for 
information fusion is critical for many reasons, such as user comfort, precision of 
results, and real-time requirements.  

There are many ways for context representation and the development of context-
aware systems [4]. The Object-Oriented (OO) approach and Rule-Based (RB) 
approach consist of a set of the most used techniques to represent knowledge and the 
development of context-aware systems into a complementary way.  
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Based on this scenario, this works presents a framework called Real-Time Multiple 
Logic Reasoner (RT-MLR), that aims to provide a solution for context representation 
and context reasoning, combining OO e RB approaches. 

This work assumes that the expression of the rules using software objects and 
heterogeneous logics may improve context representation and context reasoning. 
With the RT-MLR solution, the rules can be written through three logic types: First-
Order Logic, Temporal Logic, and Fuzzy Logic. Also, context monitoring through an 
event-based approach allows for adequate computational cost. The RT-MLR takes the 
advantage of the software objects and domain rules association, aiming to investigate 
only the rules associated with facts that have been changed in the context. 

The RT-MLR has been exemplified based on its capability to perform information 
fusion of military tracks [5]. These applications are good examples of context-aware 
systems and real-time context reasoning.  

This paper has four sections apart from the introduction itself. Section 2 discusses 
issues in the development of context-aware systems, and context representation. 
Section 3 presents the implemented framework.  The case studies of a military context 
application and its results are shown in Section 4. Section 5 presents the conclusion 
and future work paths. Any comparison between the rule-based approach and other 
approaches (e.g. statistical approach) to perform data fusion is beyond this work. 

2   Context Representation and the System Development Issue 

Rules in context-aware systems have been used with different purposes since 1993 [6-7] 
until present days [8]. Unfortunately, the integration of RB and OO has some issues. 

In the OO approach, the current state of the objects and relations represents the 
current context. Simple context-aware systems may be developed using the OO native 
resources [9]. The main idea in using OO to develop context-aware systems is the 
benefits of encapsulation and reutilization [4]. According to Bouzy and Cazenave [9], 
the strength in the OO approach lies in the simplification of knowledge representation 
of complex domains. Nevertheless, Java and other OO languages usually have no 
native resources to support a complete inference mechanism. It is possible to 
represent First Order Logic rules with Java operators. However, sometimes is 
necessary to aggregate more semantic value to the knowledge representation. Fuzzy 
Logic, for example, enables to express the knowledge of human experts in a more 
concise way. Temporal Logic, on the other hand, is useful for behaviours that can 
only be identified if one considers the events related to the time they occurred.  

On the other hand, the RB approach consists of a widely accepted way to describe 
the domain knowledge. Context-aware systems are developed to act according to 
domain rules, which have a logical and formal property. In context-aware systems, the 
need for performing reasoning is aligned with the RB approach [10].  The main 
feature of RB approach is the high level of formality provided [4]. 

2.1   Integrating Software Objects with Formal Rules 

A RB system usually has a database for the rules and facts. Whenever a rule or fact 
needs to be considered in a context investigation, it will be necessary to insert or 
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remove the rule or fact of its database. In contrast, when the rules are written with the 
software objects, the management of the rules is unavailable in execution-time. The 
rules are compiled with the source code of the system. The uses of software object to 
express the rules introduces the problems of code maintenance.  Whenever a rules 
need to be considered in investigation, it will be necessary to re-compile the source 
code. Consequently, this program will probably present a best performance, because it 
will not be necessary to perform a search into a database.  

The concept integration occurs less traumatic for facts database. There is nothing 
that does not allow the expression of rules through software objects. The only 
restriction can be the real-time requirements, because the actions of inserting and 
removing in a high change context may result in a high computational effort. 

2.2   Context Monitoring 

It is very important to deal with contexts that have system objects with constant 
changes. Continuous context monitoring is in line with real-time requirements. The 
reason for this is that rules need to be investigated whenever changes occur in the 
domain context. It is not enough to have resources to make inferences – it is also 
necessary to perform an automatic on-line monitoring of system objects, without 
direct instructions from the software programmer.  

Continuous monitoring needs to cover all the situations the inference engine must 
be used in. Basically, there are two ways to make continuous monitoring [11]: 
through the pooling process, or based on specific events (event-based approach). The 
first one has an inherent problem that refers to computational performance, as the 
process consists of a cyclical evaluation of system object data. The second one has 
better computational performance, as the process consists of performing context 
reasoning according to determined related event (e.g. data modification). 

3   The Framework 

The Real Time Multiple Logic Reasoner (RT-MLR) has been designed to support 
context representation and context reasoning, combining the RB method with the 
regular OO architectures in a hybrid solution. A domain expert can express the 
knowledge trough multiple logic rules using the programming language syntax itself. 

3.1   Assumptions 

RT-MLR assumes an event-based approach, which means that rules are fired when 
significant changes in the domain occur. This is the key for the continuous monitoring 
capability of the RT-MLR. Each rule is described with system objects, naturally 
associating objects with rules. When some object changes its value, only associated 
rules are fired. Additionally, if a software engineer knows which rules can be applied 
for each event at design-time, fewer rules will be investigated. The OO approach is 
useful for both parts of system, application domain and RT-MLR. The OO approach 
also has an inherent reusability capability, which allows the development of 
applications by reusing previously written rules, just by using an association class. 
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In the RT-MLR the precedence is only set by the sequence in which the rules are 
added to a set of rules. Rules that are inserted later have higher precedence. As in the 
work of Dörflinger [12], the hierarchy solves the problem of mutual exclusion. In 
fact, for the First-Order Logic, the set exists only to define the precedence of the 
rules. However, in the case of fuzzy rules, each group should aggregate the rules that 
relate to the same output variables (variables that appear at the rule conclusion).  

For First-Order Logic, the RT-MLR works with the closed world assumption in a 
non-monotonic logic and also with the unique name assumption. For Temporal Logic, 
the RT-MLR uses the concept of Interval Temporal Logic [13]. Applying Temporal 
Logic operators onto system objects means that a list of values with timestamp will be 
created for each associated object. Thus, the application does not need to keep values 
in runtime, as values are automatically memorized by the RT-MLR. Besides, 
Temporal Logic rules will be investigated as First-Order Logic, but the evaluation 
also will look for values and their timestamps in the RT-MLR memory. Finally, for 
Fuzzy Logic, rules are investigated like any other. The left side of each fuzzy rule is 
evaluated based on the domain objects and fuzzy operators. If the membership of the 
premise is greater than zero, the rule is fired, generating an output function for each 
fired rule. The output functions of the fired rules are aggregated and the final function 
is then deffuzyfied to produce a scalar value for the output variable.  

3.2   Implementation 

The software engineer can develop an application in the manner that is the most 
convenient. Using framework, the engineer has to design the classes that will be used 
in some rule, extending a class called Observable Data (OD). OD encapsulates Java 
basic types and provides a mechanism to automatically associate a rule to the object. 
The getters and setters methods of OD allow data changes concurrently. Additionally, 
it is possible to establish a confidence interval for attribute values to define the 
minimum variation accepted as relevant to rule investigation. Thus, small variances in 
value that are not considered relevant and associated rules will not be investigated.  

Basically, a class Rule has two parts: premise and conclusion. Conclusion is an 
abstract class of framework, forcing the software engineer to extend Conclusion class 
and implementing a conclusion method. When premise is valid, conclusion is valid 
and method conclusion is called in. It is useful when one needs to program 
instructions according to the conclusion result. 

Developing premise is quite simple, as premise is a combination of implemented 
operators (see table I). Each operator is a class of framework and it is only necessary 
to instantiate the operator object with another operator object, OD or Java instruction 
(fuzzy operators accept a special object argument called Fuzzy Set). Each rule needs 
to be part of one or more RuleSet object. There is nothing to do for the rule set of 
First-Order Logic and Temporal Logic rules. However, for Fuzzy Logic, a domain 
class needs to be created extending the class FuzzyRuleSet (FRS). FRS is abstract, 
which forces the software engineer to implement a fuzzyLogicRulesSetConclusion 
method. This method is called at the end of the deffuzyfication process.  

It is also possible to combine different logic operators. The type of RuleSet will 
determine the nature of rules. For example, it is possible to write a rule combining 
Fuzzy Logic operators with First-Order Logic operators. However, the combination of 
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operators does not change the nature of the rule. Thus, even the First-Order Logic rule 
uses of a Fuzzy Logic operator, the nature of a rule will not be changed. In this case, 
for example, a deffuzyfication process will not be carried out. 

Table 1. RT-MLR Operators 

Logic Type Operators Classes [Meaning]
First Order Eq [=], Not [¬], Ht [>], He [ ], Lt [<], Le [ ], And [ ], Or [ ], XOr [ ], Exists [ ( ,

L)], All [ ( , L)].
Temporal ThereWas [ ( ,T1, T2)], Count [ ( , T1, T2)], Average [Avg( , T1, T2)], 

Occurs [ ( 1, before or after, 2, T1, T2)].
Fuzzy IsF [ S(X)], AndF [Min( (X), (Y))], OrF [Max( (X), (Y))], NotF[1 - (X)].

 

4   Case Studies 

In military applications, decisions comply with doctrines that specify procedures in 
different situations. These procedures are based on data from different sources (sonar, 
radar, GPS etc.) and knowledge from experts. Data combination and fusion is usually 
performed to provide a better scenario understanding. In naval systems, tracks are 
representations of a detection of some entity (ships, aircrafts, helicopters, and so on). 
A track representation consists of estimated position, speed and course of radar dots.  

Aiming to support the case studies, a simple simulation environment of a military 
application has been created with the RT-MLR.  It is possible to simulate radar tracks 
that represent measurements made by two different radar nodes (R1 and R2). Track is 
a class in this environment and all attributes of it is an ObservableData framework 
class. 

4.1   Correlation of Military Tracks  

A well-known issue in data fusion in military contexts is to provide a correlation with 
tracks, as different radars often provide tracks that refer to the same entity. Military 
applications need to perform context reasoning if they wish to know whether tracks 
from different sources refer to the same entity (correlation). 

Track to track correlation is made with rules that compare kinematic data of tracks. 
Rules are fired by reception of new data, but, previously to comparison, kinematic 
data of tracks are aligned in time. The following attributes are used: position (P), 
speed (S) and course (C). The correlation process is done by comparing the module of 
the difference (Δ) between each attribute of two tracks (T1 e T2) with a default value, 
in order to decide if the attributes from the different tracks belong to the same target.  

|PT1 – PT2| ≤ 500 yards AND |ST1 – STt2| ≤ 5 knots AND |CT1 –CT2| ≤ 2degrees→ T1 = T2 (1)

Three scenarios were created for context reasoning on the correlation problem.  The 
first scenario has two vessels 5 miles apart and moving in intersection courses. The 
second scenario has a small vessel and a helicopter, in the same course. The third 
scenario has two ships in manoeuvring trajectories (fig. 1). 
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Fig. 1. Tested scenarios for track association (case study 1) 

The tests were performed using two simulated radars. Each radar has two radar 
dots, generating four tracks (2 tracks per radar node). The rule tries to associate all 
four tracks and should associate two and should not associate the other two. The rule 
tests objects characteristics conditions during a certain time (5 seconds). Target 
kinematics represents objects characteristics and time represents the temporal context. 
Tracks correctly correlated are TP, incorrectly correlated are FP, correctly 
uncorrelated are TN and incorrectly uncorrelated are FN. The average values taken 
over 20 (n) executions are shown in Table 2.  

Table 2. Case study 1: metrics and results    

Scenario 
Error  
(FP+ FN)/n 

Precision 
(TP+ TN)/n 

Pos. reliability  
TP/(TP + FP) 

Neg. reliability 
TN/(TN + FN) 

Support 
TP / n 

Cover  
 (TP + FP) /n 

1 0.01 0.99 1 0.99 0.49 0.49 

2 0.02 0.98 1 0.96 0.48 0.48 

3 0.01 0.99 1 0.99 0.50 0.50 

Low error and high precision values as obtained by the model show that the 
classifier is working properly, i.e., correlating just tracks that are really supposed  
to be correlated. High positive reliability values mean that, of all the tracks that have 
been correlated, almost all of them should indeed have been correlated.  The high 
negative reliability values mean that, from all tracks that have not been correlated, 
almost all of them were not supposed to be correlated either. The coverage values 
close to 0.5 combined with high positive reliability values show that there is a balance 
within correlated tracks and non-correlated tracks. Support values almost equal to 
coverage values show that almost all tracks that should be correlated have been really 
done. 

4.2   Correlating Tracks with Context Characteristics for Hostility Estimation 

A second example considers geographic context. The objective is offers a measure for 
the hostility of each unknown track. Hostility increases in a scale from 0 to 100. A set 
of fuzzy rules were created by a domain expert to define the hostility. Rules correlate 
tracks with commercial routes considering 4 inputs: angle between track´s course and 
commercial routes; distance from track to route; speed of track; and, the size of track. 
Fuzzy sets were defined by a domain expert for these 4 variables. 
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An example of fuzzy rule reflecting the expert belief that the track is probably a 
freighter may be created relating a track and a route to define the hostility: 

IF course closeness IS near AND axis distance IS close AND speed IS 

regular AND size IS big THEN hostility IS low 

Other rules may consider different aspects of context to conclude something about 
hostility. For instance, an expert can create a rule specifically to detect and classify 
with high hostility certain targets flying straight to the ship. The rule may be: 

IF course closeness IS near AND distance IS close AND size IS small 

AND speed IS big THEN hostility is severe. 

Different fuzzy rules are combined to infer a final hostility for tracks. One test 
scenario with three tracks was created (fig. 2). First track (T1) is a freighter moving 
near a commercial route. Second track (T2) is a fighter in a course of interception. 
The third (T3) is a medium size ship out of commercial routes. Hostility was 
calculated by rules during the time of test (around 3 minutes). Mean and standard 
deviation of hostility were calculated for each track. Table 3 shows the results.  

T1: 20 knots
T2: 800 knots

T3: 25 knots

System’s ship

Route
 

Fig. 2. Tracks used in context hostility estimation (case study 2) 

Table 3. Results for case study 2 

Track Hostility Mean Hostility Standard Deviation 

1 20.1 2.1 

2 95 0 

3 40 0 

Hostility varied only for track 1 because this is the only one which is affected by 
two different rules. Tracks 2 and 3 fired only one rule each, hence the deffuzyfied 
value corresponds to the maximum of output fuzzy function. Hostility grades 
produced by model in this test were compliant with those supplied by human experts.  

5   Conclusion and Future Works 

This work presents an alternative mode to perform context representation and 
reasoning. The main concern was in the presentation of the hybrid solution adopted 
and its use in critical contexts. The tests show that the RT-MLR can be applied to 
real-time applications and that the expressiveness of knowledge domain is 
determinant for decisions. 

As mentioned, the adoption of the event-based approach allows the investigation of 
fewer rules. Only the rules associated with context fact will be investigated. However, 
this solution introduces the problems of code maintenance, because the rules are  
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defined in source code. As future work, a mechanism is being implemented to allow 
rule management in execution-time. It is also an intention to perform other types of 
data fusion on different levels, classifying them according to the type of logic and 
objective. Hence, future works can provide a more thorough comparison of the RB 
approach with the statistical approach in the field of data fusion.  
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Abstract. An architecture for a distributed and adaptive multi-sensor
fusion engine is described. The engine is developed to improve the pro-
tection of European armed forces against the threats troops are facing
in urban environments. In particular, the engine needs to be scalable,
flexible to quickly adjust to different missions and mission goals, easily
extendable and suited for distributed implementation. The architecture
follows a layered approach to define the main information processing
elements.
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1 Introduction

To improve the protection of European armed forces against threats troops are
facing in urban environments, at the end of 2006, the European Defence Agency
launched a large research program on Force Protection. The program targets
research and technology goals in five capability areas, one of which specifically
addresses “data analysis including data fusion from various sources” [1] to im-
prove force survivability by increased situational awareness.

Part of the Force Protection program is the project DAFNE: Distributed and
Adaptive multi-sensor FusioN Engine. DAFNE aims to demonstrate the advan-
tages of fusing data of multiple heterogeneous sensors combined with intelligence
sources over single-sensor operations in an urban environment. Integral part of
the project is the development and implementation of a multi-target, multi-
sensor and multi-platform fusion engine, capable of mission dependent tracking,
classification, situation and threat assessment. This paper focuses on the ar-
chitecture of the fusion engine, describing the design goals guiding the system
design, the individual modules, their roles and their interfacing.

First, Section 2 presents a brief overview of related developments. Then,
Section 3 describes the design goals that guide the definition of the engine’s ar-
chitecture. In Section 4 the system architecture is explored. Conclusions about
the design and status of the description are summarized in Section 5.
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2 State of the Art

When addressing system architecting for fusion systems, one should take into
account several related scientific communities. A few of the most influential are:
(i) information fusion, (ii) robotics, (iii) wireless sensor networks (WSN), and
(iv) software engineering. Each community has its own application domains,
development history, conceptions and terminology.

For instance, the information fusion community originates from the devel-
opment of algorithms (e.g., tracking, classification) aiming to provide the best
possible situation awareness from sensory data, and has a strong background
in military applications. On the other hand, the relatively young field of WSN
has a strong focus on energy restricted ad-hoc networks, where the optimization
of (unreliable) communications to exchange data is a major topic (see for in-
stance [6]). Also concepts and methodologies from software engineering such as
design patterns, autonomous multi-agent systems and service oriented architec-
tures (e.g., [5] and [7]) significantly influence the ideas on and the development
of fusion architectures.

Architectural efforts in these areas usually concentrate on specific aspects or
dedicated applications. To name a few architectural approaches: Stotz addresses
a distributed architecture for time-critical target tracking and acquisition [10].
However, it does not take into account high level functionalities such as situ-
ation or impact assessment. Laudy on the other hand, does address situation
assessment [4], but pay little attention to other functionalities. In [11], the au-
thors present a service oriented architecture for data acquisition and information,
specifically tailored towards sensor networks consisting of small devices with lim-
ited processing and communication capabilities. Zug and Kaiser describe a dis-
tributed architecture primarily aimed to efficiently exchange incidentally faulty
data over unreliable channels [12].

This article primarily takes a functional approach based on information fusion
concepts. In this domain, several fusion process models have been developed over
the years. Some of them stand out as classic references for the information fusion
scientific community. The first and best known model originates from the US
Joint Directors of Laboratories (JDL) [2] in 1985.

The JDL model comprises five levels of data processing and a database, which
are all interconnected by a bus. The five levels are not meant to be processed in
a strict sequential order and can also be executed concurrently. Later, Steinberg
and Bowman proposed several revisions and expansions of the JDL model ([8]
and [9]).

A recent revision of the JDL model is described in [3]. The proposed Net-
worked Adaptive Interactive Hybrid Systems (NAIHS) model is closely related
to the JDL model with respect to the data abstraction levels of the data fusion.
NAIHS uses:

– Signal level, providing estimation of states of sub-object entities (e.g., signals,
features, data);

– Object level, providing estimation of states of discrete physical entities (e.g.,
vehicles, buildings);
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– Situation level, providing estimation of relationships among entities (e.g.,
grouping, cueing, acting on); and

– Impact level, providing estimation of impacts (e.g., consequences of threat
activities on ones own assets and goals).

Furthermore, the NAIHS model distinguishes three modelling principles: (i) in-
formation abstraction, (ii) time horizon of goals and (iii) physical structure of
the system in its environment. The architecture derived in this paper builds on
these three principles.

– Information Abstraction: The NAIHS model has four different levels of infor-
mation abstraction which are all coupled to an assessment and management
function. Based on the generated situation awareness, an intention is gener-
ated at each level. The combined intentions lead to signals which are sent to
the effectors.

– Time Horizon: Every decision making or management process, reasons about
possible outcomes in the future taking into account possible actions. The
time horizon of these processes may have a wide time range. Therefore, a
decomposition of the process cycle in this dimension has been adopted in
various application domains. In the military field a strategic, operational
and tactical level is in use.

– Physical Structure: A third principle on which a decomposition can be based
is a physical structure. In systems considered here, the physical structure
includes a network of platforms containing various collectors and effectors,
and the possibility for the assessment and management components to be
physically separated.

The NAIHS model uses a hierarchical structure to model the Information Ab-
straction. The Physical Structure can be depicted as a third dimension in the
otherwise two dimensional hierarchical structure representing the instantiations
of the different physical structures.

3 Design Goals

The DAFNE project aims to design an experimental distributed multi-sensor
fusion engine that will combine data from heterogeneous sensors in urban war-
fare scenarios to enhance situational awareness during military operations. This
requires the generation of reliable estimates about entities and events, their rela-
tions and possible impact in the observed areas. Supported sensors and platforms
are very diverse and may exhibit very different characteristics.

The heterogeneous sensors provide data that can be exploited for tasks such as
target detection, localization, tracking, identification and recognition. Each task
can benefit from the availability of multiple sources providing additional data of
the same or complementary type, thus adding redundant or richer information.
In both cases the reliability of the estimates on a particular physical entity can
be improved through fusion processes that fall under levels 1 and 2 of the JDL
model. The improved confidence will support a decision making process.
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For this, a versatile fusion architecture is needed. The architecting process is
governed by the following design goals:

– Scalability
The fusion engine shall be able to operate with a varying and heterogeneous
set of input sensors, allowing the engine to scale in accordance with available
equipment in different missions, e.g., radar, seismic, and optical sensors.

– Flexibility
The fusion engine shall be able to operate in different (urban) environments
without the need to make major modifications to the system. The engine
will utilize mission dependent contextual information to improve its perfor-
mance, e.g., by making use of terrain data to manage, select and filter sensor
data.

– Extendibility
The fusion engine shall be easily extended for future needs, i.e., it shall
be future proof, for instance to accommodate new classification mecha-
nisms, kinematic models, and also dynamic situation and threat assessment
techniques (corresponding to the levels 2 and 3 of the JDL model).

– Distributedness
The fusion engine shall be able to operate in a distributed manner. Multiple
instances shall be able to share their local intermediate results to come to a
better global awareness.

Given the above, a highly configurable, loosely coupled fusion engine is
foreseen. The system is highly configurable to enable quick and easy tuning
of the engine to a changing mission environment and needs. It is loosely coupled
to enable distributed instantiations and to ease extension and maintenance of
the engine.

4 System Architecture

In this section a number of aspects of the DAFNE system are described starting
with the system context. Next, the main functional flow of the DAFNE system is
described, followed by a description of the main elements. These elements form
the Fusion Engine, which encompasses the forward flow of information through
the system, and the Fusion Management, which describes how the Fusion Engine
can be managed based on higher level demands.

4.1 System Context and Use

Any system, including the DAFNE system, will always operate in an enclos-
ing environment interacting with the system itself. Therefore, any architectural
attempt has to start with the definition of the system’s context, defining the
system boundaries and the scope of the system to be designed.
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Fig. 1. Data flow diagram of the DAFNE fusion engine

Apart from the DAFNE system itself, two other systems are identified: a Sen-
sor Simulator and a Performance Evaluator. In the DAFNE project, these are
added to provide stimuli and to assess the performance of the fusion engine. In
reality, input would be sensor data from many systems, and output would be
assessed threats. Knowledge about the environment in which the system oper-
ates needs to be available to the system. The context information in the DAFNE
system, describes relevant parts of the environment, such as geographical infor-
mation and databases or rules for classification and definition of threats. A part
of this context information is mission independent (e.g., movement models of a
pedestrian), and a part is mission dependent (e.g., a map of the city).

A scenario in which a system based on the proposed architecture can show its
relevance is situated in an urban warfare situation. A terrorist attack with a car
bomb is planned on an embassy located in a city. An automated system using
input from many sensors will raise an alarm when a suspicious situation occurs.
In this example, this suspicious situation consists of finding an unkown car that
stops near the embassy, which has a relation to an area of the city where car
bombs are known to be produced, after human intell indicated a possible planned
attack. Context information may change if the system is deployed in another city,
if threats change to other types of vehicles, or if suspected cars are expected to
have a different appearance.
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Fig. 2. Partial view of the DAFNE system data flow focussing on the Fusion Engine

4.2 Functional Design

Figure 1 shows a SysML data flow diagram, depicting the functional decompo-
sition of the DAFNE Fusion Engine and its surroundings. The identified func-
tionality is allocated and decomposed according to the four main NAIHS levels:

– Signal assessment and management (level 0),
– Object assessment and management (level 1),
– Situation assessment and management (level 2),
– Impact assessment and management (level 3).

The data flow in the DAFNE system will for a large part be through data stores.
A module obtains new data from a data store, updates and adds information, and
puts the result back, where it can be retrieved for further processing. All modules
that combine and process sensor information (resulting in assessed threats) are
grouped into the Fusion Engine.

4.3 Fusion Engine

The most important processes in the data-flow of the DAFNE System are track-
ing, classification, situation assessment, and threat assessment. This partial view
of the data flow diagram is given in Figure 2, which zooms in on the functionality
of the Data Fusion Engine.
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Fig. 3. Partial view of the DAFNE system data flow focussing on the Fusion
Management

As the figure shows, data from different sensors is processed by a Tracking
component. This data may be tracks produced by a sensor or single measure-
ments. The main task of the Tracking component is associating information from
different sensors to single objects. This does not only include the kinematic data
(which has to be updated using new measurements), but also measured features,
labels or classes that a single sensor might already have determined individually.
From these measurements, other labels can be derived (for example, temporal
analysis provides the label ‘Stopping’), different features can be combined (e.g.,
classification by pattern recognition) or labels from classification processes in
sensors can be combined. In the latter case, an important objective is to handle
contradicting information of sensors.

Aggregation from features and labels to classes is performed by the Classifi-
cation component. Taking into account the information provided by the sensors
and the Tracking component, the Classification component tries to identify the
class to which an object belongs. The requirement is that new individual objects
are placed into groups based on quantitative information on one or more mea-
surements, and based on a training set or rule set in which previously decided
groupings are already established. Since sensors may have already provided a
(partial) classification, another important function of the classification step is
disambiguation of contradicting evidence.
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The Situation Assessment component determines relations between objects.
This can include relations between different object tracks (for instance, to deter-
mine that a person met another person) and linking tracked objects to objects
from the contextual information (e.g., a car is in a certain part of a city). Outputs
of this component are tracks of objects, with relations to other objects.

All information defining an object and relations to other objects (now or in
the past), are evaluated by the Threat Assessment component. Each threat is
defined as a rule, linking the threat to situations that are assessed in Situation
Assessment. Rules can for example described by a Baseyan belief network. A rule
could be: if belief is high enough in an object having class car, and the object
having label stopping and the object being near the embassy, give an alert.

Throughout the processing, an object (tracked or from context) is defined
by its state, described by values or labels for different features, classes and sit-
uations. Each module in the fusion engine updates this state, making it more
accurate or more complete. In the object layer, this is done by the Tracking
and Classification components adding more measurements of the same feature
(e.g., location from radar or electro-optical sensors), by associating complemen-
tary information from sensors (e.g., color from a camera to a radar track) or by
deriving classes (e.g., from velocity or classification from other features). In the
situation layer, relations are added by the Situation Assessment component us-
ing distances in position, and time. In the impact layer, the Threat Assessment
component assesses the threat for all tracked objects, based on all propositions
(labels, classes, relations, and contextual information).

4.4 Fusion Management

As shown in the diagram in Figure 3, the fusion management works in the op-
posite direction from the DAFNE Fusion Engine. In general, the management
modules translate the knowledge of the outside world to information relevant
to the fusion engine functional blocks, based on the demands of higher level
modules. The environment is available as external mission dependent and inde-
pendent context information.

Threat Management selects and defines the relevant threats, for example as
rules classifying situations as suspicious or threatening (for instance, a suspicious
car stops in front of an embassy). Similarly, Situation Management selects and
defines the relevant situations (e.g., a car coming from a suspicious area, and
cars slowing down near the embassy). In this case, relevancy may be defined
by the definition of threats as provided by the Threat Management to Threat
Assessment.

Again similarly, Object Management selects and defines the relevant objects
(e.g.detecting cars, detecting deceleration), steering the classification and the
tracking processes. Finally, given the desired objects, Sensor Management se-
lects and configures the available sensors. By this cascading process, Fusion
Management incorporates changes on the top level to automatically adjust all
settings and contextual information accordingly and appropriately on all levels.
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5 Discussion and Conclusions

The presented design of the DAFNE system provides a generalized description
of a fusion system that can be used for implementation of the system, provid-
ing fusion of multiple sensors for situation and threat assessment in an urban
environment. The architecture allows for easy reconfigurability for use in other
applications or environments, by changing the contextual information, and set-
tings that control the different modules. Since interfacing of modules is mainly
defined by what level of information is going in and out, replacing or extending
processing is possible as well, without the need to to change other parts of the
system. The design fulfils the design goals given in Section 3, as discussed below.

Concerning scalability, the system does not put requirements on the sensor in-
put, other than that there are features linked to the detected information, that
can be used to associate with other sensors. Generally, this will be kinematic
data, but data could associate on other features, when only a rough location (of
the sensor) is known. Communication is done via a generic data store that can
efficiently handle data from asynchronous and/or geographically separated sen-
sors. The tracker module is also able to process tracks provided by other DAFNE
nodes, associating in a similar way to sensor data. This allows for distributing
the data load, if the number of sensors increases, for example by having tracker
modules process data of sensors that are geographically close, and combining
those tracks in a different DAFNE node.

With respect to flexibility goal, the different engine modules use contextual
information (such as geographical objects, classification and threat assessment
data) as a description of the system’s operational environment. This informa-
tion can be updated for a new environment, for example to include locations of
geographical objects, specific classification rules for objects that look differently
in a new location, or to include statistical information about the occurrence of
certain objects.

The Fusion Management allows the functional modules to generate informa-
tion that is relevant to higher level modules, by translating contextual knowledge
to information in the form the module requires. For example, a classification
module could get information which features are relevant to classify a certain
object, based on whether situation and threat assessment are interested in such
objects, and on how these features describe such an object in the current envi-
ronment. In this way, changes at a high level, for example a user indicating an
interest in different threats, would automatically change contextual input of all
lower level modules.

No limitations are put on the functionality of the modules by the architecture.
Functionality can be extended by adding more algorithms, and by providing more
or better contextual information, satisfying the extendibility goal. For example,
when a tracker is only using radars as sensors then a radar-optimised tracking
algorithm can be used, while a tracker with triangulation support can be used
when optical sensors are included in the sensor suite.

Finally, concerning distributed implementation, the output of a DAFNE node
(containing the Fusion Engine and Fusion Management) can be used as input by
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other nodes at different levels, by treating it as a sensor that provides already
tracked objects. As described above, for scalability, this allows different sensors
to provide data to different nodes. It also allows for different levels of processing
to run on different nodes, for example doing situation and threat assessment
in a centralized location, combining classified tracks from different geographical
areas.
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Abstract. The inclusion of contextual information in low-level fusion
processes is a promising research direction still scarcely explored. In this
paper we propose a framework for integrating contextual knowledge in
a fusion process in order to improve the estimation of a target’s state.
In particular, we will describe how contextual information can take the
form of likelihood maps to be fused with the sensor’s likelihood function
in order to encode the dependence of the observation from the context.
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1 Introduction

The analysis and study of contextual information and its relations to an entity of
interest has a long history in many and diverse research fields: from Linguistics
to Cognitive Psychology to Artificial Intelligence [14]. Major challenges related
to context are generally:

– how to formally define context
– how to represent context
– how to discover and reason about relevant contexts for particular

applications.

All the information related to the scenario and the situation in which the ob-
served entities are can be considered contextual information. In the literature,
many consider only position, surroundings, identity and time as context, with
some extensions to the status and the applications [9]. Furthermore, there are
very general definitions where context is a subset of a physical or conceptual
state status, which is related to a specific entity [3]. A definition can be drawn
from [3], where the context is formalized for a generic software application as
”any information that can be used to characterize the situation of entities (i.e.
whether a person, place or object) that are considered relevant to the interaction
between a user and an application”. More in general, in our case, this proposition
can be rewritten as

“Context is any information that can be used to characterize the situation of
entities that are considered relevant to the interaction between the operator and
the system”

E. Corchado, M. Kurzyński, M. Woźniak (Eds.): HAIS 2011, Part II, LNAI 6679, pp. 110–117, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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In a different application scenario [4,2] three different elements are identified
as significant to context: places, people and things (in the original intention,
they refer to physical or software components). In [6] the authors introduce
contexts as abstract mathematical entities in a more general framework which
includes context-sensitivity, namely knowledge represented by contextual infor-
mation systems. More in general, the contextual information has been previously
incorporated into levels, under the umbrella of Bayesian framework and the name
of relaxation labeling [13].

As it can be seen, context is a precious source of information in every auto-
matic system for situation awareness. Contextual information can play different
roles at different levels, providing significant cues that can range from ancillary
data to semantically rich goal-related information. In this paper, we will address
the problem of defining and representing context in a data fusion application in
order to improve the estimation of a target’s state, as discussed in the following
sections.

2 Contextual Information in Data Fusion

Context awareness allows the possibility for a system to change and adapt to
better react to unpredictable or potentially harmful events. The system should
not only adapt to changes in the availability of resources, but also to the presence
of new or updated contextual information, such as time of the day or exploiting
differently the information a sensor has about that object being observed. This
form of adaptation is pertinent to JDL model Level 4 [5] optimization schemes
and policies the system may have to continually optimize its performance [11].

As already observed in [14], context may be exploited in data fusion system at
different levels. Up to now, its most exploited use is to participate in inferences
on the current or future situation [14]. Contextual knowledge provides in fact a
powerful way to semantically bind sensor measurements and real-world observ-
ables. This is particularly evident for surveillance systems where, for example,
the measured position of a target is checked against the location of sensible areas
possibly triggering an alarm if a relevant “suspicious” event is recognized (e.g. “if
target’s position is inside forbidden area, then warn operator”) [10]. According
to the JDL model, this kind of inferences belong to Levels 2 and 3.

In data fusion problems, multiple measurements of a given observable are fil-
tered to refine an estimate of it. In this case, context provides a description of
the surrounding environment, and helps in handling and reducing the ambigu-
ity/uncertainty of detected measurements or events [7] thus being functional in
refining filtered estimates of the measurements. Therefore, it provides essential
information for sensor fusion. For instance, the information ”today it is rain-
ing” can help to better model a situation when only electro-optical sensors are
working, or exploit a subset of focused sensors when ”the target is at location
(x, y, z)”. In terms of JDL model, this exploitation of contextual information
belongs to Level 1 processing and can be used to [14]:
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– refine ambiguous estimates;
– explain observations.

The application of information derived from context to Level 1 processing is still
under research and only a few attempts have been made. For example, in [8]
a tracker supervised by contextual information was proposed. Essentially, the
author proposes to improve tracking performance by selecting a subset of all
the available sensors (sensor selection) as reliable sources of measurements for
a given target. The Kalman update equations are also modified to take into
account the probability of “validity” of the sensors thus weighting their contri-
bution in updating the current target’s state estimate. The validity of a given
sensor is determined by inspecting a vector of contextual parameters defined a
priori from human knowledge. These parameters thus define a validity domain
for a given sensor under certain conditions. The paper stressed, more than ten
years ago, the importance of taking into consideration contextual information
in the fusion process. In particular, the work showed how a tracking process
(performed by Kalman filtering) could benefit from an appropriate weighting of
the observations performed by the available sensors. However, it takes a general
approach in considering the contextual parameters vector as composed by an
arbitrary number of components, which express contextual (i.e. environmental)
and sensory variables. The validity domain of a sensor is defined a priori by a
human expert and encoded in the contextual parameters via fuzzy logic.

In [12] the problem of tracking ground targets is addressed by considering
topographic variance as contextual information that can influence targets’ pat-
terns. In particular, topographical properties of the area are fused with measured
data to improve tracking performance of ground targets for example by chang-
ing the the variance of the process noise at expected turning points such as road
junctions.

Attempts to include contextual information of the observed area in the posi-
tion estimation process can be found in indoor location systems. An example can
be found in [1] where fuzzy logic is used to model the probability of a target’s
position when moving in a grid, taking into account the environmental map.
However, the work does not mention how other type of contextual knowledge
could be integrated.

3 Formulation

Contextual information can be a key factor in determining the state of an entity
of interest. Context is a form of knowledge that can dramatically impact on the
reliability of an observation. Imagine the case of a target moving along a city
street and suppose that we want to estimate its state x as the vector of Carte-
sian bidimensional coordinates. Suppose now that the observation zt at time t
is checked against an urban map of the monitored area resolving zt as falling
inside a building. Now, given the fact that we know that the sensor has no see-
through-walls capability, this could be explained as an occasional quirk of the
sensor and could be easily filtered out by the tracking algorithm (e.g. Kalman
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filter, particle filter,etc). Especially if zt resolves inside a building while both
the previous state xt−1 and the next measurement zt+1 do not. Unfortunately,
in real-world monitoring applications it often happens that a sensor provides a
sequence of unreliable observations due to partial occlusion of the target, un-
favorable weather conditions, sun blinding, persistent reflections, etc. In these
cases tracking can be severely disrupted providing an unreliable estimate of the
target’s position and trajectory. Checking the measurements against a map of
the monitored area is a form of contextual knowledge inclusion that could, as
in the latter example, provide an insight on the reliability of the sensor in a
specific situation. Knowing the sensing capabilities of a sensor is another form
of contextual knowledge that could be exploited conveniently. In the previous
example, knowing that the sensor has no see-through-walls capability and the
fact that the last few measurements fall inside a building can help us in con-
cluding that those measurements may be affected by a form of bias and thus be
unreliable. The sensor may be in fact persistently experiencing one or more of
the disturbing conditions mentioned above.

This could be further exploited in a multi-sensor system where the same target
is observed by multiple sensors. In this case contextual information could be used
to weight the measurements provided by the sensors in the fusion process. In a
situation as the one describe above, the measurements from the unreliable sensor
would be weighted less, thus affecting less the final fused estimate of the target’s
position.

3.1 Likelihood Masks

Here we propose a way for formalizing and encoding contextual information for
target tracking purposes. First we will describe the single sensor case where
we want to estimate the state x of a target understood as its position in the
monitored area. More specifically, in a Bayesian framework, we want to find the
posterior distribution p(x|z, c) of the state, given observation z and context c.
Applying the Bayes theorem, the posterior can be computed as follows:

p(x|z, c) =
p(x|c)p(z|x, c)

p(z|c)
(1)

where p(x|c) is the prior on the state (e.g. the previous known state), p(z|x, c)
is the likelihood of observation z given the state of the target and the context,
and p(z|c) is a normalizing factor.

The interesting term in the equation above is the likelihood p(z|x, c) that
defines the sensor model. This term is a function of all the variables involved
and encodes the measurement model of the sensor. The model for the sensor can
be built by fixing the state x and observing the distribution over z. Here we will
assume the sensor model to be Gaussian and we will investigate how to include
context in the likelihood function.

Context will take here the form of likelihood masks to be fused with the mea-
surement likelihood. Figure 1 shows an example of buildings context likelihood
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(a) (b)

(c) (d)

Fig. 1. Example of buildings context: generation of likelihood masks for an electro-
optical sensor. (a) Detailed map of an urban area, detail of full 3D model is shown.
(b) Buildings are highlighted and selected on the map. (c) 2D top-view map of the
buildings (detail of the full map shown). (d) Buildings context likelihood mask (detail
of the full map shown) for vehicles.

mask generation for an electro-optical (EO) sensor. From a detailed map of an
urban area (a), here a full 3D model is shown, only the buildings are selected (b),
a 2D top-view map of the buildings is obtained (c) (detail of the full map shown).
Black pixels represent locations where the likelihood of the target’s presence is
impossible (coinciding with the buildings’ extent). On the contrary, white pixels
indicate possible locations for the target (in this case the streets). The example
mask shown in (c) could be functional in determining possible and impossible
locations for a pedestrian target detected by an electro-optical sensor. The sepa-
ration between possible and impossible locations is sharply defined. Figure 1(d)
depicts the building mask that can be used for tracking a vehicle. The map
carries the knowledge that a vehicle, contrarily to a pedestrian, is unlikely to
be very close to a building and the transition between buildings and streets is
therefore blurred to encode this (improbable) possibility.

Figure 1 shows how a building contextual mask for a specific type of sensor
(EO) can be generated. The mask encodes the capability of the sensor of de-
tecting targets only in open areas, masking the areas covered by buildings. The
example in the figure depicts also the possibility of generating different building
maps in relation to the type of target. In general, for tracking purposes, the
vast majority of contextual information can be encoded in the form of likelihood
masks. The idea is that the detection capabilities of the sensor can be influenced
by context in many different ways and that a mask can be maintained for every
type of “disturbance”. The drawing in Figure 2 depicts possible contexts that can
be influential to the final target’s location estimate. Figure 2 (a) shows the mask
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Fig. 2. Example of likelihood masks for different contextual information. (a) buildings
contextual mask, (b) field of view mask, (c) weather mask, (d) fused contextual mask.

related to the effects of buildings and structures to the observation capability of
the sensor (as in Figure 1). The mask in (b) indicates the field of view of the
sensor thus excluding the possibility of a detection outside its range. (c) weather
mask, the example shows the case of non-disruptive conditions, as a result the
mask is completely white. The fusion of the three contextual masks yields the
one shown in (d). The masks illustrated here are merely exemplar and others
could be developed depending on the application. All contextual masks are in
principle dynamic and could be updated as soon as new information is avail-
able. This could be done manually by an operator or automatically depending
on the type of context: the update of the buildings mask would probably need
some kind of human intervention (e.g. a building is collapsed or destroyed); the
field of view map could be recalculated automatically rather easily in the case
of Pan-Tilt-Zoom cameras or in the case of sensor relocation; the weather map
could also be updated automatically processing weather radar maps. However,
the updating of likelihood masks is out of the scope of the present paper and it
will be investigated in future research.

3.2 Likelihood Fusion

As regards to implementation details, the masks are here conceived as 2D ma-
trices with values in the [0, 1] interval. The actual fusion of all the l contextual
masks is performed by Hadamard product (entrywise multiplication), that is:

C = C1 ◦ C2 ◦ . . . ◦ Cl (2)

where C is the fused mask and the Hadamard product of two m× n matrices A
and B is defined by [A ◦ B]ij = [A]ij [B]ij for all 1 ≤ i ≤ m, 1 ≤ j ≤ n.

The fused mask C is then used in the likelihood function p(z|x, c) as follows:

p(z|x, c) = p(z|x)[C]x (3)
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(a) (b) (c)

Fig. 3. (a) Fused contextual masks, (b) observation likelihood map, (c) final likelihood
map

Figure 3 shows the application of (3): (a) is the fused mask shown in
Figure 2, (b) is the observation likelihood, and (c) is the final observation likeli-
hood incorporating all available contextual information. In the example above,
the observation likelihood (b) is multimodal, meaning that two possible targets
have been detected. This may be due to the actual presence of two targets or
it could be that one or both are false alarms given by poor detections (e.g.
noise, reflections, etc.). It is interesting to notice that the detection on the right
(brighter Gaussian) appears to be stronger1 than the one on the left, indicating
higher likelihood of target’s presence. The integration of contextual knowledge
as per (3) overturns the likelihoods of the two detections as it can be seen in
the fused likelihood (c). The detection on the right was resolved as falling inside
a building (probably a reflection) and masked by contextual information. The
mask modeling the sensor’s field of view is also a decreasing gradient as shown in
Figure 2. This was done to model the decreasing capability of the EO sensor to
detect far away targets. In the above example, the inclusion of contextual knowl-
edge has favored the likelihood of the detection closer to sensor and compatible
with the occupancy of the area.

4 Conclusions

We have explored a framework for integrating contextual knowledge in a Bayesian
fusion process for target’s state estimation. In particular, we have presented a
way of modelling context as a set of masks that can be easily integrated with
sensor observation likelihoods for target tracking purposes. Each mask is in-
tended as a way of constraining the detection capability of a sensor according
to knowledge relative to the observed environment. Future work will be directed
to the analysis of the multi-sensor case and the implementation in a real-world
scenario.

1 Detection quality in the case of an EO sensor could be computed according to, for
example, the confidence (or quality) value produced by a tracking-by-classification
algorithm [10].
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Abstract. This paper describes a method to enhance current surveillance 
systems used in air traffic control. Those systems are currently based on 
statistical data fusion, relying on a set of statistical models and assumptions. 
The proposed method allows for the on-line calibration of those models and 
enhanced detection of non-ideal situations, increasing surveillance products 
integrity. It is based on the definition of a set of observables from the fusion 
process and a rule based expert system with the objective to change processing 
order, algorithms or even remove some sensor data from the processing chain. 
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1   Introduction 

Multisensor multitarget tracking (MMTT) systems are the basis of modern Air Traffic 
Control surveillance systems. They rely on the coupled operation of: 

• Association systems, obtaining a unique target track from all data received 
from all sensors. They contain means for track initiation, association of 
measures to tracks, and track deletion for tracks not receiving updates. 

• Highly accurate tracking filters (such as IMM filters [1]), which exploit all 
available sensor measurements enabling extremely fast manoeuvre detection 
(note IMM filters perform a kind of probabilistic assessment of model 
compliance which can be understood as a manoeuvre detection). 

In order to be computationally efficient, zero mean Gaussian measurement error 
statistics, with known variances, are usually assumed, and therefore any mismatch 
between this model and actual measurements would lead to either association or 
manoeuvre detection problems and therefore to reduced quality of tracking results. 

Due to this problem, much effort has been devoted in the last years to the definition 
of bias estimation procedures for multisensor multitarget tracking systems (among 
others [2][3][4]). The basic idea is estimating all bias terms in the measurements 
potentially causing consistency mismatch, and removing them from the raw measures, 
providing the tracking filters with bias corrected (therefore unbiased) measures. 
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These efforts have been mainly concentrated to radar bias estimation and 
correction, as they were the most widely used sensors in Air Traffic Control 
environments. A modern Air Traffic Control Data Fusion system must be able to 
process at least the following kinds of data: 

• Radar data, from primary (PSR), secondary (SSR), and Mode S radars, 
including enhanced surveillance. 

• Multilateration data from Wide Area Multilateration (WAM) sensors. 
• Automatic dependent surveillance (ADS-B) data. 

The complementarity nature of these sensor techniques allows a number of benefits 
(high degree of accuracy, extended coverage, enhancements to systematic errors 
estimation and correction, etc.) and brings new challenges for the fusion process in 
order to guarantee an improvement with respect to any of the sensor techniques used 
alone. The fusion of all measurements requires new solutions and a robust process 
that considers detailed characteristics of all data sources and checks their consistency 
before being fused. 

In this paper we extend previous works to define a novel approach to cover bias 
estimation, noise covariance estimation (present on some systems), association and 
detection estimation and real time adaptation to current sensor situation. 

This kind of adaptation is especially important for ADS-B data, where the 
information is provided by on-board navigation systems whose integrity is not 
guaranteed to the same level as centralized or distributed sensors as radars or WAM. 

Non-cooperative sensors (PSR) may suffer from the presence of false alarms due to 
thermal noise or reflections on ground, sea or rain (clutter). By other processes (i.e. 
fruit, multipath reflections, etc.) false alarms may also appear in SSR or WAM 
sensors. In addition, all sensors have a detection characteristic: not every attempt to 
perform detection is successful with radar sensors, and reception of ADS-B and 
WAM data does not have the nominal measurement rate but a reduced one.  

In general, in all considered measurement sources there are two types of sources of 
error: 

• Random terms (i.e. thermal noise or measurement timestamp jitter), usually 
modelled as white noise. 

• Constant or slow-changing terms, spatially correlated, which may be 
modelled as bias. 

Additionally, bias terms can be divided in several subtypes: 

• Sensor related bias, which have a same value independently of the target. 
• Target related bias, which are equal for all sensors of the same type, 

independently of the sensor. 

In addition, a certain percentage of measurements suffer errors much in excess of 
nominal statistics. They are usually marked as outliers, and they are due to some non-
linear effect of the sensor, probably due to some kind of malfunction.   

In stationary or slow changing conditions, all those problems’ effect on tracking 
may be alleviated through manual adaptation, tuning the association and filtering 
processes to the current sensor situation. If there is a sudden change in detection or 
error behaviour of a given sensor, the system must be able to respond rapidly (and 
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therefore automatically) in order to either adapt to the new conditions, or to even 
preclude the use of some sensor data. 

The paper starts with the definition of all sensors of interest detection and error 
models, and then describes and justifies the overall sensor state assessment process. 
Then, the adaptation procedure is described, and a simulation-based example for some 
of the described problematic situations is included. 

2   Sensor Measurement Process Description 

2.1   ATC Radar  

There are mainly two types of radars used in ATC: primary (PSR) and secondary 
(SSR and Mode S). They measure range and azimuth, and in the case of SSR or Mode 
S, they also receive height from the aircraft barometer. 

PSR and SSR can suffer from the presence of false alarms. Although some kinds of 
signal processing methods (such as CFAR detectors) try to alleviate these problems, 
false alarms can appear with different false alarm rates in different areas (due to 
potentially time changing effects such as weather, sea or terrain conditions). 

A usual error model for the Mode-S and conventional secondary radar is described 
next. k-th range-azimuth measurement (Rk, θk) include the terms in (1): 

 

   (1) 

where: 

• (Rid(k), θid(k)) are the ideal target position for the k-th measurement, 
expressed in local polar coordinates, range and azimuth. 

• ∆R: radar range bias, originated by drifts in the radar chain.  
• K is the gain of range bias, mainly related to propagation. 
• ∆Rj: transponder induced bias of j-th aircraft, is a target related bias term.  
• ∆θ is the azimuth bias, mainly due to drifts in the rotation servomechanism.  
•  (nR(k),nθ(k)) are measurement noise errors, mainly from thermal noise, 

quantification error, clock jitter or transponder reply jitter. 

Primary radars share the same model except the lack of ∆Rj term.  

2.2   ADS-B  

ADS-B is based on the broadcasting of aircraft navigation information to ground 
through a data-link [5], using a unique identifier, known as ICAO address. Due to its 
cooperative nature, it does not suffer from the generation of false alarms, but 
sometimes outliers can appear due to coding/decoding issues. 

With precise navigation systems as the ones being currently deployed in modern 
aircraft (WAAS, EGNOS or Galileo), ADS-B measurements suffer mainly from a 
time-stamping error, different for each aircraft. Older aircraft with less advanced 
navigation systems may also suffer other errors. 

R k = (1+ K )Rid (k) + ΔR + ΔRj + nR(k)

θ k = θid (k) + Δθ + nθ (k)
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Therefore, the k-th position measurement (xk, yk), obtained using the stereographic 
projection over latitude, longitude and height measurements, may be modelled as: 

where: 

• xid(k), yid(k) is the ideal target position for the k-th measurement. 
• (VX, VY) is the velocity vector of the target. 
• (∆Xj, ∆Yj ): is a position offset vector for j-th aircraft.  
• ∆tj: is the time offset for j-th aircraft.  

• nx(k), ny(k) are measurement noise errors. Their variance is dependent of the 
navigation system quality, which is coded in the ADS-B message. 

2.3   Wide Area Multilateration Error Models 

Wide area multilateration measurement performs Time Difference Of Arrival 
(TDOA) estimation to calculate target position, based on the emission by the aircraft 
of random signals (secondary transponder squitters, responses to nearby radars, …) 
and its reception by a ground-based station network. 

This system can suffer from the appearance of false alarms, due to presence of 
multipath leading to potential duplicated data as splits, but this is a problem much less 
frequent than with radar sensors (specially PSR), and a non-malfunctioning WAM 
sensor must have a very small false alarm rate or outlier rate. 

The error of multilateration is a function of several variables, including: 

• The geometry of the receiving stations and transmitter. 
• The timing accuracy of the receiving stations. All stations will have a local 

clock with random errors (jitter) and slow changing errors (drifts). 
• The accuracy of the synchronization of the receiving sites. The effect on 

position estimation due to drift errors must be approximately cancelled 
through accurate synchronization. 

It should be noted that the multilateration system has internal calibration means, as 
without them no position estimation would be possible. This is a subject still under 
active research, a description of the main error terms may be found in [6]. 

We assume the position bias was corrected by the internal calibration system, 
while there can be a time offset with respect to fusion system reference clock. Then, 
the k-th position measurement (xk, yk), obtained using the stereographic projection 
over latitude, longitude and height measurements, may be modeled as: 

 

                                     
 (3) 

where: 

 

x k = xid
(k ) − VX

Δt + nx
(k)

y k = yid
(k) − VY

Δt + ny
(k)
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• xid(k), yid(k) is the ideal target position for the k-th measurement. 
• (VX, VY) is the velocity vector of the target. 
• ∆t: is the time bias, equal for all aircraft and cells. It is a sensor bias. 
• (nx(k), ny(k)) are the white noise components in stereographic plane. Its 

covariance is usually provided with the WAM measurement. 

3   Surveillance Sensors Assessment and Adaption 

The proposed Multisensor Data fusion is depicted in Fig 1, where the usual 
Multisensor Multitarget Tracker (MMTT) has attached a parallel on-line Surveillance 
Sensor Assessment & Adaptation procedure. This procedure derives MMTT 
adaptation data from all sensor measurements and from Association data and 
multisensor/monosensor tracks.  

Multisensor MTT

Surveillance Sensors Assessment &
Adaptation

Association
data

Adaptation

Tracks

Measurements
Sensor 1
Sensor 2

Sensor N

 

Fig. 1. Adaptive Multisensor Data Fusion Proposal 

Surveillance Sensor Assesment and Adaptation is based on the observation of a set 
of data providing indirect information on not-modeled errors or situations, and in the 
update of sensor related models and algoritms within MMTT.  

There are three different kinds of assessments: 

• Sensor oriented, using all available data for a given sensor (with index i). 
• Target oriented, using data from a given target. Those are specially important 

for ADS-B. We will use subindex t to indicate given aircraft. 
• Grid oriented, segmenting data from a sensor in a 3D grid, to take into 

account variations of behavior depending on position. Radar grids are 
defined in polar coordinates while WAM grid is defined in stereographic 
coordinates. We will indicate given cell with index j. 

Sensor Detection State Analysis is in charge of detecting anomalous detection or high 
outliers rate areas/sensors. The analysis is based on monosensor association/tracking. 

To do so it performs a set of analysis: 

1) Sensor/Grid estimation of track initiation rate (P1). 
2) Sensor/Grid estimation of track deletion rate (P2). 
3) Sensor/Grid estimation of track life duration statistics of deleted tracks (P3). 
4) Sensor/Grid estimation of non-associated measures rate (P4). 
5) Sensor/Grid estimation of ambiguous data association rate (P5). 
6) Target oriented number of tracks for ADS-B ICAO address (P6). 
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Analysis 1) to 4) are related to high false alarm rates. 5) is related to presence of 
crossing targets or false alarms and splits. In an MMTT these situations are alleviated 
by hardening track initiation/confirmation requirements (by tuning those algorithms 
parameters), and reducing association gates around predicted tracks to reduce the 
probability of association of a false alarm to a track. 6) is an special case, accounting 
for the case of an unstable target measurement process, indication of a potentially 
malfunctioning ADS-B equipment.  

Variance Assessment is another interest test. Performing differences of consecutive 
measures from a given sensor and target we may obtain an observation related to 
sensor noise, assuming constant velocity dynamics. From a collection of such 
measures sensor based variances may be derived.  Note ADS-B and WAM provide 
covariances of measure, so a consistency analysis between sensor provided variances 
and observed variances may be performed. 

In this case we also have a set of analysis: 

1) Sensor/Grid estimation of covariance for radar (S1). 
2) Sensor/Grid Consistency between sensor provided covariance and measured 

covariance for WAM (S2). 
3) Target oriented consistency analysis between measured covariance and ADS-

B provided covariance (S3). 

Each of previous analysis can provide better-adapted covariance data (enabling 
improved statistical data fusion) or serve as the basis for the detection of 
malfunctioning sensors. 

Bias Assesment, in parallel to bias Estimation and correction is a key element for 
alignment of sensor data. It is based on the analysis of the mismatch between different 
sensor measures, taking into account the previous characterization of this mismatch. It 
obtains the lists of sensor and target biases (to be denoted as b0 and b1). 

It estimates all previous bias terms in a sensor/target-oriented manner. In addition, 
after performing tracking, the offset between bias-corrected measures and predicted 
tracks is averaged in a grid, in order to localize areas with additional bias terms not 
corrected, potentially due to malfunctioning sensors. Let’s call these values b2. 

Monosensor/Multisensor Compatibility Assessment provides additional integrity to 
our proposal. Multisensor tracks are based on data from all sensors, while monosensor 
tracks have only one sensor measures. A statistical compatibility assessment of all 
monosensor tracks and multisensor tracks, taking into account sensor coverages may 
be used to detect uncorrected bias terms (specially for target related biases), or, by 
analyzing the presence of missed detections, malfunctioning sensor. 

The main observations here are: 

1) Sensor/Grid/Target Monosensor/Multisensor track offset compatibility 
assessments (C1). 

2) Sensor/Grid/Target missed measure analysis for radar (C2). 
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3.1   Adaptation Expert System Design 

An expert system has been designed to take decisions that make the whole system 
perform better when some sensor or target’s measures stop behaving as expected. The 
adaptation decisions the expert system is able to take for each sensor, grid or target 
include changing the track initialization method, changing the size of the association 
windows, updating the measurement models used for filtering or completely 
removing measurements under certain conditions. 

The knowledge used in the system is structured as a set of rules. These rules are 
used to inference the conclusions (in this work, conclusions are the need to take any 
of the adaptation decisions described above) using the sensor detection state, variance 
assessment, bias assessment and monosensor/multisensor compatibility assessment 
data. 

Out system has more than 50 different rules, most of which can be inferred from 
previous discussion. Due to lack of space here we are just providing some of them: 
 

• For each sensor i, and grid cell j (all actions are for sensor-cell i,j). 
if P1(i,j)>u1,1 and P3(i,j)<u3,1 and P4(i,j)>u4,1 then harden initialization 
if P1(i,j)>u1,2 and P2(i,j)>u2,2 and P3(i,j)<u3,2 and P4(i,j)>u4,2 then 

disable initialization 
if S1(i,j)>nominal_S1(i) or C1(i,j)>u9,1 then increase radar measure 

covariance matrix   
if S2(i,j)=inconsistent or C1(i,j)>u9,2 then increase WAM measure 

covariance matrix  
if P1(i,j)>u1,3 or P2(i,j)>u2,3 or P3(i,j)<u3,3 or P4(i,j)>u4,3 or P5(i,j)>u5,3 
or S1(i,j)>> nominal_S1(i,j) or S2(i,j)= very inconsistent or b0(i,j)>u6 
or b2(i,j)>u8 or C1(i,j)>u9,3 then disable use of measures for association 

and tracking 

• For each sensor i (all actions are performed for measures from i-th sensor). 
if P1(i)>w1,1 and P3(i)<w3,1 and P4(i)>w4,1 then harden initialization 
if P1(i)>w1,2 and P2(i)>w2,2 and P3(i)<w3,2 and P4(i)>w4,2 then disable 
initialization 
if S1(i)>nominal_S1(i)or C1(i)>w9,1 then increase radar measure covariance 

matrix   
if S2(i)=inconsistent or C1(i)>w9,2 then increase WAM measure covariance 

matrix  
if P1(i)>w1,3 or P2(i)>w2,3 or P3(i)<w3,3 or P4(i)>w4,3 or P5(i)>w5,3 or S1(i)>> 
nominal_S1(i) or S2(i)= very inconsistent  or b0(i)>w6 or b2(i)>w8 or 
C1(i)>u9,3 then disable use of measures for association and tracking 

• For each target t (all actions performed for measures from t-th target) 
if P6(i,t)>z6 then disable initialization from ADS-B 
if S3(t)<z3 or C1(t)>z9,1 then increase ADS-B measure covariance matrix 
if b1(t)<z7 or C1(t)>z9,2 then disable use of measures for association and 

tracking 
 

Some other rules are aimed to restore the default behaviour of the MMTT when the 
conditions of the sensors return back to the expected ones. For instance, when 
measured covariances return to nominal values the increased covariance matrix is not 
used anymore. 
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4   Simulation Results 

We have conducted a set of simulations and worked with real data in order to be able 
to tune the different thresholds in the expert system rules, to increase overall system 
integrity. Due to lack of space and confidentiality requirements over real data, only 
one simulated scenario will be described next. In this simple scenario we have five 
radars with overlapping coverage, two of them are PSR, and the others are Mode S. 
The simulated bias does not follow the described model for one of the PSR, and 
therefore, after bias correction, there is a remaining uncorrected bias leading to a 
mismatch of around 200 meters in radial coordinate and 0.2º in azimuth for a certain 
area of the radar coverage. Due to that, b2(i,j) and C1(i,j) exceed their corresponding 
thresholds and therefore, for this cell, which leads to precluding the use of this sensor 
measure to perform tracking. The results, interpolated for different times, for a given 
trajectory, are summarized in next figure. 

 

Fig. 2. Adaptive Multisensor Data Fusion Proposal 

In the left part of the figure the monosensor tracks from two radars feeding the 
track, in red and blue, and the multisensor track in black (with extremely problematic 
velocity vector). Meanwhile, in the right, after removal of the problematic sensor, 
only one of the monosensor track is available which becomes equivalent to the 
multisensor track. 

5   Conclusion 

In this paper we are proposing the use of a set of figures of merit, coupled with an 
expert system, to provide a Multisensor Multitarget Tracker with sensor context 
adaptation capabilities. Such tests are performed using the information provided by 
the sensors and the MMTT, and the output of the tests is defined by a rule based 
expert system which takes decisions and makes changes in the MMTT by changing 
parameters or disabling sensors in order to obtain better results. 

Some Air Traffic Control such as ARTAS [7] or SACTA [8] surveillance systems 
already include simple adaptation mechanisms. However, such mechanisms are 
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usually tightly bounded to the MMTT itself, which makes them more difficult to 
maintain or improve. This work aims to extract these mechanisms and place them in a 
separate procedure, which allows expressing the adaptation knowledge in a more 
formal way. Also, having a Surveillance Assessment & Adaptation process eases 
future enhancements of the context adaptation mechanisms, as all the rules are 
centralized. 

This is a new research thread that will be further developed by our group. Future 
enhancements include automatic optimal threshold search and applying machine 
learning techniques to the context adaptation process. 
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Abstract. Received signal strength-based localization systems usually rely on a 
calibration process that aims at characterizing the propagation channel. 
However, due to the changing environmental dynamics, the behavior of the 
channel may change after some time, thus, recalibration processes are necessary 
to maintain the positioning accuracy. This paper proposes a dynamic calibration 
method to initially calibrate and subsequently update the parameters of the 
propagation channel model using a Least Mean Squares approach. The method 
assumes that each anchor node in the localization infrastructure is characterized 
by its own propagation channel model. In practice, a set of sniffers is used to 
collect RSS samples, which will be used to automatically calibrate each channel 
model by iteratively minimizing the positioning error. The proposed method is 
validated through numerical simulation, showing that the positioning error of 
the mobile nodes is effectively reduced. Furthermore, the method has a very 
low computational cost; therefore it can be used in real-time operation for 
wireless resource-constrained nodes. 

Keywords: Indoor localization, RSS, calibration, channel model, LMS. 

1   Introduction 

Many context-aware applications rely on the knowledge of the position of the user, 
and of the surrounding objects, to provide him with useful and personalized 
information and services. In indoor environments, where GPS cannot be used, several 
technologies have been proposed to calculate the position of a person or object, such 
as ultrasounds, artificial vision or infrared. However, due to the widespread use of 
wireless devices, radio-frequency localization techniques [1] and, in particular, those 
based on the measurement of the received signal strength (RSS), have become very 
popular and easy to deploy. 

Either map-based or channel model based techniques can be used to locate a node 
from a set of RSS measurements. Channel model based techniques use a propagation 
channel model to establish a relation between the RSS and the distance between two 
nodes; then, a triangulation or positioning algorithm is used to calculate the position 
of a node from a set of distances to some anchor nodes with known positions. Map-
based or fingerprinting techniques create a radio map of the environment by 
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gathering, for each anchor node, a set of RSS measurements in different test points. 
When an unknown node needs to be localized, its RSS measurements are matched 
against the ones stored in the map, in order to find the closest correspondence. Both 
approaches require an initial calibration phase to obtain an appropriate fingerprint or 
channel model, valid for the specific deployment area.  

The localization accuracy will depend on how accurately the propagation channel 
is characterized. The temporal variations of the propagation medium, originated by 
unstable environmental conditions (such as humidity), space reorganization (e.g. 
furniture movement or open-closed doors) and people’s movement (temporal flow, 
human clusters around the mobile target, etc.), may therefore affect the localization 
accuracy. For example, [2] analyzes how the average position accuracy of a 
fingerprint-based system (offering 2.13m. of accuracy in standard conditions – no-
blocking people, close-all-doors and 40% humidity level) is deteriorated in a 43.7% 
when the humidity level increases until 70%, in a 236.6% if the configuration changes 
to all-open-doors, and in a 85.9% when people clusters are present.  

Due to the dynamic behavior of the propagation channel, the initial calibration may 
not be accurate enough after some time, so there is a need to repeat the calibration 
process in order to maintain the localization accuracy. In this paper, we present an 
automatic recalibration strategy for channel model-based localization systems, which 
is an enhanced version of our previous work [3]. We assume that the propagation 
channel adjusts to a theoretical lognormal model, with different parameters 
characterizing each of the anchor nodes. The proposed technique uses a set of 
reference points (with known positions) where RSS measurements from the anchor 
nodes are collected (either by a set of sniffers deployed at the reference points or by a 
mobile user that is detected at these particular points). These measurements are then 
integrated in a Least Mean Squares (LMS) algorithm that finds, iteratively, the values 
of the channel parameters that minimize the positioning error. The proposed 
technique can be implemented in real-time localization systems, as its computational 
and memory requirements are very low.  

The structure of the paper is as follows. Section 2 reviews some previous proposals 
to automate calibration procedures for indoor localization systems. In Section 3, our 
localization scenario is fully described. Section 4 describes the proposed algorithm, 
which is tested in Section 5 through a number of numerical simulations. Finally, 
Section 6 concludes the work. 

2   Related Work 

RSS indoor localization systems usually rely on an off-line calibration phase, which 
aims at characterizing the electromagnetic environment by: 1) calibrating a theoretical 
propagation model with real RSS measurements or 2) building a RSS fingerprint (or 
radio map) of the localization area. Due to the changing environmental dynamics the 
reliability of the calibration does not last for a long time, thus, recalibration processes 
are necessary to maintain the positioning accuracy. Manual calibration and 
recalibration processes are costly and inefficient, so a line of research in indoor 
localization is devoted to propose solutions with zero or limited initial calibration and 
on-line recalibration. 
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Several fingerprinting localization approaches propose to update the radio map 
automatically without human interaction. This is usually achieved by using additional 
devices that listen to the transmitted signals. For example, Krishnan et al. [4] include 
sniffers in their RF deployment. When at least one sniffer observes a significant 
deviation on the RSS from any emitter, the radio map is recalculated using a spline 
interpolation technique on the sniffers data. Moraes and Nunes [5] also propose a 
sniffer-based technique to build a propagation map, in which each grid position is 
associated to a probability distribution. The map is rebuilt every T seconds or when 
significant variations in the RSS occur. A similar approach is followed by Yin et al. 
[6], who use a set of reference points (whose position is not needed) to measure the 
RSS from the anchor nodes of the deployment. These measurements and the ones 
collected from a mobile node are used in a multiple-regression based algorithm to 
update a linear relationship between the signal-strength values received by the 
reference points and those received by the client device.  

With respect to channel modeling localization techniques, several methods have 
been proposed to calculate and update the channel model online. For example, Gwon 
and Jain [7] use inter-anchor RSS measurements to generate multiple linear functions 
(one for each pair of anchors) representing the relationship between RSS and distance. 
When the mobile node needs to be localized, it uses the mapping function 
corresponding to the first and second anchors with strongest RSS to convert the RSS 
into distance. A similar approach is followed by Barsocchi et al. [8]; they use the 
inter-anchor RSS measurements to calculate, adaptively, a RSS-distance model that, 
in this case, is logarithmic and includes, as parameters to update, a wall attenuation 
factor and the air attenuation factor (or path loss exponent). Lim et al. [9] take as 
input the on-line RSS measurements between anchors, and between a client and its 
neighboring anchors, to create a linear mapping between RSS and distance using the 
truncated singular value decomposition technique. The algorithm implicitly assumes a 
logarithmic path loss model and that the distance between a client and an anchor node 
is a linear combination of the RSS measurements between the client and all the 
anchor nodes. Our previous work [3] uses real-time RSS measurements from the 
anchor nodes obtained from a set of reference points to update the parameters of a 
logarithmic propagation model by using a LMS algorithm. We propose here an 
extension of this method that considers a different propagation model for each of the 
anchor nodes. In this way, the accuracy of the localization results is improved when 
the deployment area is such that different anchor nodes may be affected by different 
propagation conditions. 

3   Localization Scenario 

Our calibration scheme is targeted at dynamically adjusting the propagation channel 
models in model-based localization systems. This kind of systems are usually 
composed of N anchor nodes (e.g. WiFi or Bluetooth access points, or Zigbee motes) 
with fixed and known positions, and one or several mobile targets that need to be 
localized. The localization is based on using a channel model to compute each 
mobile-anchor node distance from the RSS measurements taken at the mobile device 
from the anchor nodes (or vice versa). The position of the target is then computed 
with a triangulation or positioning algorithm.  
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The most popular channel model for RSS-based localization is the lognormal 
model [10]: 

),0(log10)(
0

ση N
d

d
AdBmPRX +−=                                     (1) 

where PRX is the received power, d is the distance between transmitter and receiver, A 
and η are the parameters of the channel model and N is a zero-mean Gaussian random 
variable with standard deviation σ. A depends on the antenna gains, the transmission 
power and the power loss for a reference distance d0, and needs to be experimentally 
adjusted. The path loss exponent η has to be experimentally determined too. For 
example, in 2.4GHz IEEE 802.15.4 propagation, considering d0 = 1 m, A may range 
between -50 and -85 dBm, while η may be between 1.9 and 3.5 [11].  

In our case, we assume that each anchor node is characterized by different values 
of the parameters A and η of the lognormal channel model. Therefore, the distance 
between any point and anchor node i can be estimated from the received PRX (in 
practice the RSS) using eq. 1 and given Ai and ηi. Then, from a set of, at least, three 
estimated distances to different anchor nodes, the target’s position can be calculated. 
To this end, we use the hyperbolic positioning algorithm (detailed formulation is 
available in e.g. [10]), which estimates the position of the target according to the 
following expression: 
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being (xi, yi) the known coordinates of anchor node i, 
id~  the estimated distance from 

the target to anchor node i, and RSSi, the received signal strength to/from anchor node 
i. The origin of coordinates is situated in the anchor node i=1 (x1=0, y1=0). 

In practice, the parameters Ai and ηi need to be continually updated or calibrated, as 
slightly biased estimations of A and η may result in significant localization errors 
[10]. To do so automatically, we define a number of reference points at fixed 
geographic positions, where a wireless device will take RSS measurements from the 
anchor nodes, which will be used to update the propagation model, according to the 
algorithm described in next section. These reference points, may be related to 
waypoints or objects capable of generating ‘measurement events’ (e.g. doors that 
detect users), or deployed as part of the communications infrastructure (i.e. an anchor 
node could serve as reference point).  

Of course, this approach has many practical implementation details that are not 
directly addressed in this paper. For example, the number of reference points needs to 
be minimized, and the physical distribution of the reference points needs to be 
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flexible, as it is not always easy to place new elements in daily-living environments. 
Additionally, reference points should be easily maintainable and admit dynamic 
reconfiguration. Assuming that a suitable deployment is feasible (as it is), the 
optimization algorithm used to calibrate the system is described in the next Section. 

4   Proposed Adaptive Calibration Algorithm 

The Least Mean Square algorithm is a kind of stochastic gradient algorithm, based on 
approximating the true gradient of the mean-square error of a function by its 
instantaneous estimate. The LMS algorithm is a simple and computationally efficient 
technique used to find the values of the parameters of a function that fit to a set of 
reference values. 

In this case, we propose to use it in an adaptive filter to minimize the localization 
error (eq. 5) by recursively adapting the parameters Ai and ηi of the lognormal 
propagation models. A block diagram of the proposed scheme is shown in Fig. 1. 

  

Fig. 1. Block diagram of the adaptive LMS algorithm 

At each new iteration (n), the filter takes as input M≤N RSS measurements taken 
between a certain calibration/reference point and M anchor nodes. These 
measurements are used to estimate the distances 

id~  from this reference point to the set 

of anchor nodes, using eq. 4 and the values of Ai and ηi calculated at the previous 
iteration (n-1). Then, the hyperbolic positioning algorithm (eq. 2) is used to estimate 
from these distances the position of the reference point ( x̂, ŷ), which is compared with 

its known real position (x, y) to evaluate the error: 
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This error serves as input to the LMS algorithm, which finds the parameters Ai and ηi 
at the current iteration n that minimizes this error. According to the LMS technique, 
the optimum values of these parameters can be calculated as:  
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where μs are the filter step sizes, which control the speed and stability of 
convergence, and the partial derivatives can be obtained from eqs. 2-5 after some 
calculations: 
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 As it can be noticed, the proposed iterative technique just handles data of the previous 
temporal instant and is simple in its formulation, thus, it has minimum computational 
and memory needs. Therefore, it can be integrated in real-time localization systems 
without requiring significant resources or introducing serious operational delays.  

5   Performance Evaluation 

In order to evaluate the performance of the proposed method, Matlab was used to 
simulate a wireless deployment in a noisy environment. The simulation scenario was 
composed of 8 anchor nodes and 20 reference points, as shown in Fig. 2.  
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Fig. 2. Scenario for simulation: 4 rooms, 8 anchor nodes (o) and 20 reference points (x) 

The positions of the reference points were chosen to have enough spatial diversity 
in each room with a moderate number of nodes (5 per room, located near the corners 
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and the center). For each reference node, we generate 200 data arrays, each one 
containing RSS measurements from the 8 anchor nodes. These RSS measurements are 
simulated using eq. 1, with PTX-sim = 0 dBm, d0-sim = 1 m and σsim = 1 dB. The channel 
parameters were set to Asim-i = -60 dB and ηsim-i = 2.3 for the first four anchor nodes 
(i=1..4) and to Asim-i = -65 dB and ηsim-i = 2.6 for the other four (i=5..8). 

The algorithm is initialized with a set of initial values for the parameters of the 
channel models of the different anchor nodes (A0i and η0i). Then, in the first iteration, 
one of the reference points provides a set of RSS measurements from the 8 anchor 
nodes. The initial channel model parameters are used to convert these measurements 
into distances (using eq. 1), which are introduced into the hyperbolic localization 
algorithm (eq. 2) to obtain a first position estimation of the reference point. Then, 
equations 6-7 are used to update the values of Ai and ηi that minimize the position 
error. Those values are to be used by the localization algorithm in the next iteration. 

Fig. 3 shows the evolution of the position error (Euclidean distance between the real 
position and the estimated position) for a set of 100 mobile nodes randomly distributed 
in the simulation area. In this case, the initial values of the channel model parameters 
were set to A0 = -65 dB and η0 = 2.4 for the first 4 anchors, and to A0 = -60 dB and η0 = 
2.7 for the other four. It can be seen that the algorithm converges in this case after 
approximately 25 samples (i.e., 25 measurement events, with 8 RSS measurements at 
each event: one for each anchor node). When the difference between the initial values 
of the channel model parameters and their “true” value is higher, the convergence is 
slower. For example, when if the initial values of the channel model parameters are set 
to A0 = -70 dB and η0 = 2.4 for the first 4 anchors, and to A0 = -55 dB and η0 = 2.7 for 
the other four, approximately 100 samples are needed to calibrate the model (Fig. 3b). 
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Fig. 3. Evolution of the positioning error using a LMS filter with µA = 0.8, µη = 0.01. The initial 
values of the model parameters were a) Ai = -65 dB and ηi = 2.4 for i = 1..4, and Ai = -60 dB and ηi = 
2.7 for i = 5..8, b) Ai = -70 dB and ηi = 2.4 for i = 1..4, and Ai = -55 dB and ηi = 2.7 for i = 5..8. 

As comparison, we have also evaluated the convergence of the real-time 
calibration algorithm proposed in [3], which also uses a LMS technique to minimize 
the error, but assumes a unique and isotropic channel model for the entire 
environment. Fig. 4 shows the evolution of the positioning error under the same 
simulation environment as in Fig. 3a. As it can be seen, the new method provides 
better results: the convergence is quicker and the final positioning error is lower. 
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Fig. 4. Evolution of the positioning error using the LMS filter in [3] with µA = 0.8, µη = 0.01. The 
initial values of the model parameters were a) A = -65 dB and η = 2.4, b) A = -60 dB and η = 2.7. 

A significant factor for the LMS algorithm are the filter step sizes (µs), which 
control the pace to convergence but also the stability of the estimation. For our 
experiments, the step sizes have been empirically chosen among those that where 
offering a reasonable convergence time (in terms of needed number of RSS tuples) 
while providing a reasonably stable convergence value for Ai and ηi. Although there 
are other values which may be effectively used, Fig. 3 shows how the convergence 
works for the distance error when the filter step sizes have been set to µA = 0.8, µη = 
0.01. As shown in Fig. 5, higher values of µ may accelerate the convergence (fewer 
samples are needed to reach the possible minimum error in distance), but may also 
provide a less stable convergence. 
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Fig. 5. Effects of the value of the LMS filter coefficients <µA, µη> on the mean error evolution (in 
m.). LMS initialization: Ai = -70 dB and ηi = 2.4 for i = 1..4, and Ai = -55 dB and ηi = 2.7 for i = 5..8.  

6   Conclusions 

This paper describes a strategy to automatically adapt the parameters of the lognormal 
channel models in order to minimize localization errors when using a hyperbolic 
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localization technique. Preliminary numerical results show that the strategy achieves 
good localization results after a short convergence time. Furthermore, its 
computational and memory requirements are very low. Therefore, it is a promising 
technique to use in resource-constrained devices to automate the calibration 
procedure. 

From a practical viewpoint, we have deployed a testbed with MicaZ devices and 
we are starting to carry out some experimental test to assess the performance of the 
algorithm in a real situation. Further work is focused on demonstrating the stability 
and feasibility of the proposal in real time operation; in particular, it is necessary to 
study how to set the LMS step sizes effectively, and to analyze the relationship 
between the number of reference points, their geometrical distribution and the LMS 
algorithm accuracy.  
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Abstract. This paper presents a human action recognition system that
decomposes the task in two subtasks. First, a view-independent classi-
fier, shared between the multiple views to analyze, is applied to obtain an
initial guess of the posterior distribution of the performed action. Then,
this posterior distribution is combined with view based knowledge to im-
prove the action classification. This allows to reuse the view-independent
component when a new view has to be analyzed, needing to only spec-
ify the view dependent knowledge. An example of the application of the
system into an smart home domain is discussed.

1 Introduction

The recognition of human actions from video has been a very active research
field during the last two decades. Video Surveillance, Multimedia indexing and
retrieval or Ambient Assisted Living are some of the applications that have been
benefited from the advances made during this period [12].

One of the most recent research issues on human action recognition is the
usage of viewpoint independent action representations. The objective is to ob-
tain a representation of the action robust to changes in the viewpoint of the
camera that grabs the processed images. The problem has been studied from
different perspectives. Some approaches [13,10,6,16] rely on imposing geometri-
cal constraints on 3D body limbs configurations. Its use is limited to situations
where an accurate body part tracker is available. Others try to study 3D vi-
sual hull evolutions of the human body [22,11,20]. Some proposals associate 2D
silhouettes extracted from a single camera with their corresponding 3D visual
hulls [8,21]. View-independent action classification can be achieved with non-
linear classifiers, [9,19], achieving a promising accuracy. Recently, view-invariant
actions representations have been learned in low dimensional manifolds [14,7].

Obtaining a true view invariant representation of the action would allow to
share action models between different scenarios, reducing the cost of creating new
action recognition systems. The view-invariant action primitives then would be
used from a library, only requiring to define scenario dependent action semantics.

By the other hand, the likelihood observing a given action is very dependent
on the features of the scene being analyzed. The action sit is going to be more

E. Corchado, M. Kurzyński, M. Woźniak (Eds.): HAIS 2011, Part II, LNAI 6679, pp. 136–143, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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likely to happen in a place where there is a chair, or the action walk in a clear
area of the scene. The scene context information can help us to reason about
what actions are more likely to be performed by the observed human. Combining
view-invariant action classifiers with context information might then be a way
to improve the final system accuracy.

Context information has been used to improve the performance of different
computer vision tasks. Gomez-Romero et al. [5] propose the usage of context in-
formation to improve the performance of object tracking systems. Robertson and
Reid [15] proposed a probabilistic discriminative framework to combine different
attributes of human action recognition, improving optical flow action classifica-
tion using position and speed knowledge. In a related work, Wu and Aghajan
[23] use the actions of the user as the context information to discover the objects
in the environment.

This paper presents an action recognition system combining view-invariant
classifiers with context information. A viewpoint independent classifier (VIC) is
trained using samples of actions obtained from different cameras. For a given
view, we learn a context probabilistic model (CPM) relating the positions of the
human bounding boxes in the view and the actions. To decide what is the action
happening on a new observation the output of the VIC is averaged by the CPM,
making the final result.

Paper is organized as follows. In section 2 we present the general structure
of the system; in section 3 the view-independent classifier is introduced; in
section 4 the view-dependent model used as context is presented; in section 5 we
show how the system can be used in a smart home. Finally, in section 6, the conclu-
sions and future research lines of this work are presented.

2 System Overview

The architecture of the proposed system can be observed on figure 1. At a given
instant t, a image It (x, y) of the scene is grabbed from a fixed viewpoint. A
foreground mask Ft (x, y) containing the humans of interest is extracted using
background subtraction [17]. The bounding boxes of the objects of interest, i.e.,
the people in the view, are tracked over time, with a method such the proposed
in [4]. For simplicity we restrict to the case of just one person being observed. His
bounding box is represented by a 4d vector bt = (x, y, w, h), where the first two
components correspond to the centroid and the last two to the size. The feature
extractor (FE) extracts the attribute vector ft and feds it into the view invariant
classifier (VIC) to obtain a preliminary posterior distribution of the action αt

performed, p(αt | ft), αt ∈ A = {a1, . . . , aN}. This distribution is averaged by
the context probabilistic model (CPM) to take into account local information,
using bt. A final posterior probability distribution P (α | bt) is produced to decide
on the action most likely to be happening. The system here described does not
consider the temporal extents of the actions and restricts to the current instant t
for simplicity. The architecture of the system allows sharing the view independent
action models across different views, being able to load them from a common
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Fig. 1. Overview of the proposed system

library. The system is designed to work with 2D view-independent features, as
only the images grabbed from a single camera are used. Also, instead of locating
the user in the scene 3D world, it is only located in the 2D view. A similar
system could be designed to process different simultaneous views of the scene
and compute 3D view-invariant features, such the derived from visual hulls. The
location of the user can then be made in the 3D scene world. Note it is not
necessary to have multiple views to obtain the 3D location, but we restrict the
proposed system to 2D. Including the size of the person bounding box into the
context probability distribution might be a naive form of modelling the depth
in the scene, as the real size of the person remains constant but not the size of
the respective bounding box.

The usage of posterior probability distributions to model the uncertainties
makes possible the use of context information. If the view-independent action
classifier would produce a crisp output, there would not be any possibility about
make an action decision when the output does not agree with the context model.
At the same time, a probability distribution can easily relate actions with the
places where they are most likely to happen.

3 View-Independent Action Recognition

Producing a view-independent action recognition system is a hard task that is
still an open research issue. Some of the efforts already made to accomplish the
task were presented on section 1. Before introducing the proposed classifier, it
is worth mentioning that it is not a really view-independent classifier. It does
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not make any explicit generalization on the viewpoint, just trying to accurately
predict the action class of a set of training samples taken from different view-
points. However, it is enough to show how the performance of the recognition
can improve when context knowledge is added.

3.1 Feature Extraction

The combination of optical flow and appearance information has shown to be
effective for the recognition of human actions [19]. Optical flow provides infor-
mation about the current dynamics of the person, while appearance provides
information about the current pose. The main problem when computing fea-
tures for action recognition using the output of an object tracker is the noise,
producing random perturbations on the position and size of the bounding box
that can generate large variations on feature values.

A good choice in this case can be the usage of histogram feature representa-
tions, as they seem robust to perturbations of the bounding box properties. The
Histogram of Oriented Optical Flow (HOOF) [2] provides a scale and direction
invariant representation of the motion of a target. The Histogram of Oriented
Gradients (HOG) [3] is a widely used feature for object detection, providing rep-
resentation of the object appearance We use the concatenation of both features
ft as the input to the action classifier.

3.2 Action Classification

At was previously mentioned on section 2, the chosen classifier should provide a
probabilistic output in order to be able to average the output with the context
information. The Relevance Vector Machine (RVM) [18] is a probabilistic model
for classification and regression, belonging to the class of sparse kernel methods.
RVM automatically selects the basis functions to be used, being very fast to
operate because an input pattern need to be only compared with a few samples
stored during training. The details on the derivation and implementations of
this model are out of the scope of this paper. Readers are encouraged to check
[18] for more details. For us, the RVM is a black box that once trained provides
an estimation of the probability p (αt | ft) of an action αt given the observed
feature ft.

To use the RVM, we need to specify the kernel function to be used to
compare two samples x and y. The form of the descriptor introduced in the
previous section is an histogram. This motivates us to choose the χ2 kernel
function:

K(x, y) = exp

(
−1

2

B∑
b=1

(xb − yb)2

(xb + yb)

)
. (1)

where xb and yb respectively denote the b bin of two histograms x and y to be
compared.
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4 Probabilistic Context Model

The PCM is defined to model the existing relationship between the actions and
the different zones of the view where they are more likely to be observed. A
likelihood is associated to each one of the zones of the image to reflect the plau-
sibility of the action happening there using a generative distribution p (bt | αt).
As the value of the function increases, it would be more likely to observe the
action αt at bt.

There are different choices to model the generative distribution p (bt | αt).
The most simple is to define a gaussian distribution for each action class, but
that can be too rigid in the sense that the actions can be observed only on the
neighbourhood of a given zone. That is why a gaussian mixture model seems to
be a more appropriate choice:

p (bt | αt = ai) =
Kc∑
i=1

πiN (μi, Σi) . (2)

where πi corresponds to the weight of the ith component of the mixture, and
N (μi, Σi) denotes the standard gaussian distribution with mean μi and covari-
ance matrix Σi. The number of Kc mixture components of each class would
be empirically determined during training. The parameters of each one of the
gaussian mixtures would be estimated from training samples using the standard
Expectation-Maximization algorithm [1].

Other possibility is to use a Kernel Density Estimator [1]. This prevents having
to choose a priori the number of components in the mixture. Given a set of
training samples X

(
b1 . . . bNi)

)
of the ith class, the probability density function

for the class is defined as:

p (bt | αt = ai) =
1
Ni

Ni∑
i=1

K
(
bi − bt

)
. (3)

where K (.) can be any kernel function such a gaussian.
The posterior probability distribution on the action provided by the VIC,

p (αt | ft), is combined with the estimation of the probability of each class on
the current area p (αt | bt), to give a final posterior distribution p (αt | bt, ft) of
the form:

p (αt | bt, ft) ∝ p (αt | bt) p (αt | fT ) . (4)

It has been assumed that the area bt and the feature descriptor ft are in-
dependent. p (αt | bt) is obtained applying the Bayes rule to the generative
distributions:

p (αt | bt) =
p (bt | αt) p (αt)

p (bt)
. (5)



Improving the Accuracy of Action Classification 141

5 Application Example

Figure 2 some of the different views included in the Philips HomeLab dataset
[23]. A living room is shown from different perspectives. The task for this dataset
is to recognize when the user is doing different actions, such reading, watching
tv, walking, eating or drinking.

(a) Camera 1 (b) Camera 2 (c) Camera 5

(d) Camera 7 (e) Camera 8

Fig. 2. Different views of the HomeLab dataset

The different actions are observed on most of the views displayed, so the view-
invariant classifier can be trained with the action samples grabbed from all the
views. Then, for each view, the context model would be learned. This way, for
camera 1 it is learned that the action walk is mostly performed at the clear space
and sit close to the footstool on the left. For camera 2, that it is very likely to
observe the action walk on the clear space on the left and eating, drinking or
such related actions close to the table on the right. For camera 5 and camera 7
that close to the sofas is very likely to observe the actions reading or watching
tv. For camera 8 the result would be that drinking or eating are very likely to
be observed in all the image, as the table takes up most of the space. Then,
this acquired knowledge would be used to average the probabilities of the action
labels most likely to be observed on new action samples.

6 Conclusions and Future Works

This paper has presented and human action recognition system decomposed
in two different steps. First, a view-independent classifier, shared between the
different views to analyze, provides an initial guess of the action being performed.
Then, this estimation is averaged using view-dependent knowledge to make the
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final decision on the performed action. This way, the view-independent module
can be reused if a new view has to be analyzed, being only necessary to define
the view-dependent knowledge.

The system has to be experimentally validated on future works, to quantify
how much the use of the context information improves the accuracy of the ac-
tion classification. We are currently working on obtaining a true view invariant
classifier to add to the system. This is done exploiting restrictions derived from
simultaneous views of the current action. Other issue to explore is the usage of
action models learned from different scenarios, and quantify the plausibility of
transferring them to scenarios previously unobserved.
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Abstract. The high complexity of semantics extraction with automatic video 
analysis has forced the researchers to the generalization of mixed approaches 
based on perceptual and context data. These mixed approaches do not usually 
take in account the advantages and benefits of the data fusion discipline. This 
paper presents a context reasoning environment to deal with general and 
specific tracking problems. The cornerstone of the environment is a symbolic 
architecture based on the Joint Directors of Laboratories fusion model. This 
architecture may build a symbolic data representation from any source, check 
the data consistency, create new knowledge and refine it through inference 
obtaining a higher understanding level of the scene and providing feedback to 
autocorrect the tracking errors. An ontology-based prototype has been 
developed to carry out experimental tests. The prototype has been proved 
against tracking analysis occlusion problems. 

Keywords: Context Reasoning, Occlusion Problem, Knowledge Approach, 
Video Tracking. 

1   Introduction 

The widespread use of video applications in new areas and to new publics has led to 
an increase amount of raw and unclassified resources. This trend has generated the 
need to automatically get semantic information by analyzing the resources and 
cataloging the data to achieve a scene interpretation. 

Low informative quality of the data presented by video applications has resulted in 
an incapability to manage the extracted information on a semantic level. For years 
researchers have been working in two different ways to save the semantic gap; 
machine learning methods focused on low level visual descriptors such as texture, 
shape, etc. and knowledge approaches, which try to extract semantic descriptions 
using a higher abstraction perspective. None of these approaches can only by itself 
cover the entire problem.  

Increasingly low level and knowledge approaches are being used in a synergistic 
way taking in account their abstraction level. Machine learning methods are used to 
imitate the way users assess visual similarity. Knowledge-based approaches are used 
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to discover new hidden domain knowledge through inference operations. However, 
these mixed approaches are not normally prepared to accept different kinds of 
measures form different kinds of devices, to fuse all the data generated and to make 
inference reasoning over these. In addition, normally with these solutions is not 
possible to deal specific problems at different abstraction levels. 

In order to solve these limitations this paper presents an integral environment 
which combines machine learning methods with a general purpose knowledge 
approach based on symbolic representation formalism. The goal of this environment 
is to carry out a comprehensive tracking analysis extracting all the semantics at 
different abstraction levels from the resources. 

The general context reasoning environment is divided in three main modules a 
tracking system, an annotation system and a knowledge system. The tracking module 
collects part of the data performing a low level analysis over the raw resources. The 
annotation module carry out tasks such as annotating and showing the attained and 
inferred data, controlling the main flow of the execution and acting as interface between 
the user and the rest of the system. The knowledge module is built under the guidance of 
an architecture [3] based on a symbolic version of the Joint Directors of Laboratories 
(JDL) model [4] to deal with tracking problems. The JDL-based architecture is the 
cornerstone of the overall architecture. Their main capabilities are symbolic 
representation of the real world with ontologies, information flow refined through 
deductive and abductive reasoning from low level data to high level domain knowledge, 
consistency in the data inherent to the chosen representation formalism and feedback 
information that makes suggestions to improve the behavior of the tracking system. 

To test the potential of this environment a prototype has been developed. As a 
demonstration of the current performance to solve problems at several levels, the 
system has been tested to the automatic detection and treatment of occlusion 
situations between scene objects. 

The paper is organized as follows. In Section 2 the overall architecture is 
presented. Section 3 shows the detailed implementation of knowledge model 
prototype. Section 4 shows an example of how a typical video tracking problem is 
solved applying the solution presented. Section 5 explains the conclusions obtained 
and the future work. 

2   Overall Architecture 

As it is illustrated in Fig. 1, the overall architecture is composed by a tracking 
module, an annotation module and a knowledge module. A user supervisor is 
normally necessary to monitor the tracking performance. The basic inputs for this 
architecture are a data formalism, a variable quantity of predefined data and the video 
frames. The two first, are inputs of the knowledge module. The data formalism 
represents the skeleton of concepts, placed according to their abstraction level, where 
the data is stored. Optionally this formalism could be accompanied with predefined 
data, such as, assertions of a knowledge base. Normally these data come from 
previous analysis and context information. The video frames are the tracking module 
inputs; each frame starts the sequence analysis whose information stream covers all 
the environment elements. 
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Fig. 1. Overall architecture of the general context reasoning environment 

After a frame entry, a real time tracking analysis is performed. When the analysis 
have finished the tracking module returns information related with tracking entities, 
such as, position, size, etc. The annotation module supports two inputs the tracking 
data and the previous frame scene interpretation. The scene interpretations are the 
semantic conclusions of the knowledge module about the situation of the video scene 
at different abstraction levels. All these inputs are presented as annotations to the user 
supervisor. Once the information is checked by the user, the annotation module sends 
this data monitored to the knowledge module. The knowledge module triggers its 
reasoning abilities obtaining a new interpretation of the video scene and 
recommendations of how should the tracking module behave during the analysis. 

2.1   Tracking Module 

The tracking module architecture, presented in Fig 2, is based on a video chain with 
different submodules that run in sequence, which correspond to the successive phases 
of the tracking process.  

 

Fig. 2. Tracking Module Architecture 

This architecture is composed by four processes: Foreground/Background 
Detection module, shows when a pixel has moved and group them in blobs. 
Association module, predicts the blobs positions, assign sets of blobs to tracks and 
finally update the tracks positions. Initialize or Delete module, create and delete 
tracks when have not assigned to any blob. Trajectory Generator module, detects 
anomalous behaviors studying tracks trajectories. The algorithms belonging to each 
submodule are interchangeable in each run. The input data for the pipeline is a frame 
and the output data is the track features. 
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2.2   Annotation Module 

The annotation module is based on the ViPER-GT tool [10]. The initial goal of this 
tool was to provide instruments to easily create and share ground truths in a flexible 
format. It was designed to allow frame-by-frame markup of video metadata stored in 
a XML format. The GUI developed is very useful for visualization and could be used 
to record the requisite information in a single scan of the video content.  

The modified version of this tool [7] allows user to supervise data generation 
through predefined dynamic templates. Predefined templates present the information 
related with the knowledge module abstraction levels tracking, objects, activities, etc. 
The annotation tool also offers some possibilities like creation, deletion and update on 
the semantics of the scene, for example, the user could update in a template the size of 
a track. All the new data have to be finally sent to the knowledge module due to user 
updates may modify the interpretation of the global situation. For example, the user 
could update in a template the size of a context object which modifies the semantic 
relationships between some other objects. 

2.3   Knowledge Module 

The knowledge module is an ontology based model compliant with JDL to represent 
knowledge in cognitive visual data fusion systems [3]. This model is stepped in 
several levels from low-level track data to high level situations whose structure is 
determined by a set of ontologies. Each ontology level provides a skeleton that 
includes general concepts and relations to describe the computer vision entities and 
their relations. 

• TREN ontology (L1). The input data come from the tracking module and represent 
tracked entities information (color, position, velocity, etc.) and frames. 

• SCOB ontology (L1-L2). Represents real-world entities, properties and relations of 
the scene: moving and static objects, topological relations, etc. 

• ACTV ontology (L2). Models the behavior descriptions: grouping, approaching, 
picking an object, etc. 

• IMPC ontology (L3). Define the association of a cost value to activity descriptions. 

The ontology model has been designed to promote extensibility and modularity. This 
general structure might be refined to apply this model in a specific domain. It is 
interesting to note that the amount of data in lower level ontologies is larger than 
higher levels. Concepts that belong to less abstract knowledge form the basis of the 
high abstract knowledge. 

These ontologies can contain both perceptual and context data. Perceptual data is 
automatically extracted by the tracking algorithm. Context data is external knowledge 
used to complete the comprehension of the scene. Context data includes information 
about scene environment, the parameters of the recording, information previously 
computed and user-requested information. For example, an static object and its 
features size, position, topological state, etc. are regarded as context data. The  
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producing sources of context are the a priori knowledge and the users. A priori 
knowledge is generally common sense data introduced before the initialization of the 
system. This information is usually closely linked to the specific purpose of 
the application. Users must also provide the required amount of the context data 
interacting with the annotation module. This required data should be introduced 
during the execution when a bad comprehension of the scene is detected in the 
behavior of the tracking module. 

New knowledge assertions in each ontology from the proper and the previous level 
are also possible thanks to the abductive reasoning. Beyond the standard reasoning 
based on the subsumption ontology mechanism, this model can perform rule based 
inferences using a description logic inference engine. Deductive and abductive rules 
are the two main types of reasoning procedures. Deductive rules maintain the 
consistency in the ontology. The consequent include logical conditions and not 
include in the consequent any individual not mentioned in the antecedent. Abductive 
rules are used to achieve the scene interpretation and creation of feedback for the 
tracking module. These rules allow the inclusion of additional individuals in the 
consequent, which are created as new instances of the ontology. Abductive reasoning 
use additional mechanism like data retrieval queries, previously stored queries or 
queries depending on arithmetical calculus. 

3   Ontology Based Prototype: Knowledge System 

The ontology based prototype implements the overall architecture seen in section 2, 
however, in terms of research quality the key piece of this architecture is the 
knowledge module. This module must carry out the fundamental tasks such as 
asserting symbolic context data, creating a symbolic representation of these data, 
checking the data consistency, making deductive and abductive inference and 
providing feedback at different levels. 

As is illustrated in Fig. 3, the developing of this module is almost entirely based on 
the RACER reasoner [9]. RACER has been selected because of the necessity of the 
system to develop different kinds of reasoning throw rules capable to infer new 
knowledge. In addition, RACER is one of the first reasoners to treat the spatial 
knowledge with an implementation of the Region Connection Calculus (RCC) theory. 

The knowledge module is represented by the computer vision symbolic 
representation (CVSR). The actual CVST implementation includes the three first 
lowest levels of the architecture, the tracking entities level (TREN), the scene object 
level (SCOB) and the activities level (ACTV). These levels are defined from a set of 
terminological box (TBox) that contains the hierarchical description of the concepts 
defining the classes and relations of the ontology of each level. CVSR assertional 
boxes (ABoxes) indicate the assertions about the individuals in the domain. The 
consistency verify whether all concepts in the TBox admit at least one individual in 
the corresponding ABox. These individual assertions come from predefined context 
knowledge given by the user or previous executions. Currently the system loads all  
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Fig. 3. The knowledge module implementation of the ontology based prototype 

these data, prior to the start of the execution, from a file previously saved with 
information of an ABox. 

During the execution, more context knowledge could be asserted by the user 
through the annotation system interface or by abductive new Racer Query Language 
(nRQL) rules. nRQL can be used to query RACER ABoxes, TBoxes and substrates 
and RDF and OWL documents. Abductive rules make flow new and more elaborated 
data at the same level or from low to upper abstraction levels. In the example below it 
can be seen a rule that generate new upper knowledge transforming a track  
in a dynamic scene object of the person class. This rule makes use of some reasoning 
facilities previously explained. Rule antecedent contains perceptual data such as track 
identifiers, previously stored queries like current-snapshot function, the a priori 
context knowledge showed in the width and height track properties condition, etc. 
Rule consequent generates a new individual labeled as person, declares a specific 
identifier and creates a new role which associates the individual to a track entity.  
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Abductive reasoning with spatial objects is very expensive in terms of development of 
rules and time computing and grows with the increasing number of entities and 
the complexity of the scene. An ontology-centric architecture based on an optimized 
geometry model [8] has been designed to solve the topological relationships between 
spatial objects automatically. The capability for automatic assertion is given by an 
object model based on geometries. The object model seeks to prioritize the 
optimization using a dynamic data structure of spatial data. The main goal is the 
automatic storage of the spatial relationships on a RCC without a noticeable loss of 
efficiency.  

RCC is a theory used for qualitative spatial representation and reasoning. This 
theory provides a formalism which allows inferring implicit knowledge from explicit 
knowledge and a set of qualitative spatial relationships to describe the relative location 
of spatial objects to one another. The RCC theory is implemented by RACER as a 
substrate.  In general substrate representation layers are used to associate a RACER 
ABox with an additional representation layer. The RCC substrate is a special kind of 
data substrate used to represent domain objects that also have spatial characteristics. 
This substrate also offers querying facilities, nRQL support both spatial and combined 
spatial and non-spatial queries. A significant amount of knowledge from the scene 
object and activities level is deducted from rules that manage the spatial object 
relationships discovered by the optimized geometries model. 

The scene interpretation output is presented to the user at the predefined dynamic 
templates of the annotation system. This allows the user to edit the erroneous 
semantic conclusions of the knowledge module at different abstraction levels to 
improve further recommendations. The tracking system recommendations have not 
been fully adapted to the prototype. The architecture presented in [1] and [2] uses a 
specific ontology called RECO which abstractly represents actions to improve the 
accuracy of the tracking system, and consequently, the quality of the measures of the 
fusion system. The current development directly modifies the features of the tracks at 
the lowest level to change the tracking behavior. 

4   Case Study: Occlusion Problem 

In this case study the main aim is to recognize and treat occlusion situations. The 
system has been tested against videos which show a scenario with several columns. 
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These columns have been defined by the user supervisor as context information and 
more specifically as a column concept which may be also considered as a static 
objects because one is a less general than the other. 

Table 1. Illustrated sequence of how the overall system treats the occlusion. 1A shows the 
beginning of an occlusion. 1B shows the track completly occluded by the column. 1C image 
shows the occlusion ending.  

 

 

The information given from the user to the system was the position, the size and the 
definition of the columns. The tracking system automatically detects the track position 
at every moment. This track is asserted in the TREN ontology with its features. The 
knowledge module detect that the track is a person and creates an individual in  
SCOB to represent the track at the object level from the rule view in section 3. Thus 
the system can make inference on the same level with columns and tracks.  

An occlusion is detected when a tracked object in an overlap relation with a  
static object, in this case a column, is deleted by the tracking system. In 1A the 
prototype does not confuse as an occlusion the situation between the “static object 2” 
and the “tracked object 1” because the tracked object is not deleted by the tracking 
system. To recognize and assert occlusion situations is necessary the use of inference 
rules with tracking entities and scene objects in the antecedent and activities in the 
consequent.  
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Table 2. Knowledge management sequence corresponding to the the image sequence in table 1 

Image 1 

TREN Instances: Track_1 [position and size] Previous 

Knowledge SCOB Instances: Static_object1, Static_object2, Static_object3, Static_object4 

[positions and sizes] 

Rule fired  Track_1 matches the person rule, new person instance is created. 

TREN Relationships: Track_1 isAssociatedTo Object PersonObj1 Rule Asserted 

Knowledge SCOB Instances: PersonObj_1 

Relationships: PersonObj_1 hasAssociatedTrack Track_1 

Tracking 

Event 

Track_1 deleted.  

Knowledge 

Event 

Track_1 and PersonObj_1 declared as inactive in knowledge base. 

Overlapping rule fired. 

Image Image 2 

Previous 

Knowledge 

SCOB Instances: Static_object1, Static_object2, Static_object3, Static_object4 

[positions and sizes] 

Rule fired PersonObj_1 matches the overlapping rule. 

TREN  Instances: Track_1 [new position, old size] 

Relationships: Track_1 isAssociatedTo Object PersonObj1 

Recommended 

Asserted 

Knowledge SCOB Instances: PersonObj_1 

Relationships: PersonObj_1 hasAssociatedTrack Track_1 

Rule Asserted 

Knowledge 

ACTV Instances: Occlusion_1_3 

Relationships: Occlusion_1_3 hasOccluder Static_object2 

Occlusion_1_3 hasOccluded PersonObj1 

Image Image 3 

TREN Instances: Track_1 [position, size] 

Relationships: Track_1 isAssociatedTo Object PersonObj1 

SCOB Instances: PersonObj_1, Static_object1, Static_object2, Static_object3, 

Static_object4 [positions and sizes] 

Relationships: PersonObj_1 hasAssociatedTrack Track_1 

Previous 

knowledge 

ACTV Instances: Occlusion_1_3 

Relationships: Occlusion_1_3 hasOccluder Static_object2 

Occlusion_1_3 hasOccluded PersonObj1 
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When the occlusion is fully detected some recommended behavior are sent directly to the 
tracking system prioritizing the knowledge system recommendations before the tracking 
algorithm detections. For the situation seen in 1B image the recommendations are re-
create the track, maintain the last registered size before the deletion and situate the object 
centered in the object that occludes. The tracked object is automatically re-activated 
through the rule seen in Section 3. Table 2 shows a simplified view of how the specific 
data of the occlusion situation flow from low level to high level comprehension and 
scene interpretation. 

 

5   Conclusion and Future Work 

We have presented a general purpose approach based context knowledge and 
inference reasoning to deal with general and specific tracking problems at different 
fusion levels. An ontology based prototype has been developed to demonstrate the 
performance of this knowledge module. The system has been tested against the 
occlusion problem. 

Future works will be addressed to expand the number of JDL model levels 
implemented. This extension will include ontologies to manage the impact of the 
recognized activities and the recommendations from the knowledge module to the 
tracking module. Therefore new rules, for abductive and deductive reasoning for these 
levels will have to be developed. 
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Abstract. In this paper we study the problem of constructing accu-
rate block-based ensemble classifiers from time evolving data streams.
AWE is the best-known representative of these ensembles. We propose a
new algorithm called Accuracy Updated Ensemble (AUE), which extends
AWE by using online component classifiers and updating them according
to the current distribution. Additional modifications of weighting func-
tions solve problems with undesired classifier excluding seen in AWE.
Experiments with several evolving data sets show that, while still re-
quiring constant processing time and memory, AUE is more accurate
than AWE.

1 Introduction

Ensembles have attracted many researchers as an approach for improving pre-
dictive accuracy. However, most of the research is devoted to static environments
where the classification task is fixed and complete data is available for learning
classifiers. On the other hand, a new type of problems is becoming more visible,
one in which learning algorithms work in dynamic environments with data con-
tinuously generated in the form of a stream [1]. Processing data streams implies
new requirements concerning limited amount of memory, small processing time,
and one scan of incoming data. Moreover, the data distributions and definitions
of target classes change over time. These changes are categorized into sudden or
gradual concept drift depending on appearance of novel classes in a stream and
the rate of changing definitions of classes [2]. Concept drifts directly influence al-
gorithm classification abilities as classifiers generated prior to change have been
trained on a different class distribution. As the reason of these changes is hidden
and not known a priori, the task of learning classifiers becomes very difficult.

A classifier (individual or ensemble), if intended for such non-stationary envi-
ronments, has to adapt to concept drifts. Several adaptation methods have been
proposed including mainly: sliding window approaches, new online algorithms,
special detection techniques, and adaptive ensembles. In the area of adaptive
ensembles, component classifiers are generated from sequential blocks of train-
ing examples. When a new block arrives, classifiers are evaluated and later up-
dated, removed, or modified according to the result of the evaluation. Accuracy
Weighted Ensemble (AWE) is the most popular method in this area [3]. However,
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defining an appropriate size of the data block can be problematic. Moreover, too
many component classifiers can be excluded from the ensemble when they are
not accurate enough. We have also noticed in preliminary experiments that AWE
is not as accurate as other online classifiers [4].

Therefore, we decided to propose a new algorithm, called Accuracy Updated
Ensemble (AUE), which would improve over AWE on classification accuracy,
while still keeping good computational efficiency. The other aim of this paper is
to evaluate the proposed algorithm on several changing data sets and compare
it with AWE and other related ensembles available in the MOA framework [5].

2 Related Work

Similarly to most researchers we consider completely supervised learning, i.e.
class labels of incoming examples in the stream are available and can be used
for evaluating and updating a classifier. Below, we briefly discuss methods most
related to our proposal and those used in experiments. For more comprehensive
reviews, in particular concerning online incremental ensembles consult [1,2]. Un-
like ensembles that can be modified after reading single examples, we discuss
streams divided into blocks of examples (non-overlapping and of the same size).
In an adaptive ensemble, each component is learned using typical “batch” mode
on the most recent block (also called a chunk) of data. Following discussion from
[1], in time-changing streams, data is generated from a mixed distribution, which
can be seen as a weighted combination of distributions characterizing the tar-
get concepts. This justifies multiple classifiers where each component classifier
receives a weight reflecting its performance on the most recent block of data.

The SEA algorithm [6] was one of the first algorithms following this idea
of building separate classifiers from sequential blocks. Component classification
scores are evaluated on the newest block and the weakest classifier in the fixed
size ensemble can be replaced by a newly trained one.

Another way of restructuring an ensemble was proposed by Wang et al. [3].
In their Accuracy Weighted Ensemble (AWE), the authors propose to train a
new classifier on each incoming data block and use that block to evaluate all
the existing classifiers in the ensemble. They formally proved that if component
classifiers are weighted by their expected accuracy on the test data, the ensemble
improves classification accuracy over a single classifier. To weight the members
of an ensemble we need to know the actual function being learned, which is
unavailable. That is why Wang et al. proposed to derive weights by estimating
the error rate on the most recent data block xi, as shown in Equations 1-2:

MSEi =
1
|xi|

∑
(x,c)∈xi

(1 − f i
c(x))2, MSEr =

∑
c

p(c)(1 − p(c))2, (1)

wi = MSEr − MSEi, (2)

where f j
c (x) denotes the probability given by classifier Ci that x is assigned to

class c. The value of MSEr is the mean square error of a randomly predicting
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classifier and it is used as a threshold to zero the weights of classifiers, which
are not accurate enough. For the first k data chunks AWE takes a set of all
available classifiers, but when processing further chunks it selects only the k
best components to form an ensemble. For a large data stream it is impossible
to remember all the components and the number of stored components should
be limited. The predictions of components are aggregated by a weighted voting
rule. Experiments comparing AWE with different single classifiers, such as C4.5,
RIPPER, and Naive Bayes showed that AWE improved both computational
efficiency in learning and classification accuracy.

The performance of AWE and other block-built ensembles largely depends on
the size of the data blocks. Bigger blocks can lead to more accurate classifiers,
but can contain more than one concept drift. On the other hand, smaller blocks
are better at separating changes, but usually lead to poorer classifiers.

In our approach we learn classifiers with Very Fast Decision Trees (also known
as Hoeffding Trees). They were introduced in [7] to efficiently learn from massive
data in an incremental way without the need for storing consecutive examples.
The tree is learned by recursively replacing leaves with decision nodes. Each
leaf stores sufficient statistics about attribute values, which are needed by an
evaluation function that judges the merit of split-tests based on attribute values.
The key idea is to show that a relatively small sample can be enough to choose
the optimal split-test, based on collected statistics. The main innovation is the
use of the Hoeffding bound to guarantee that the selected split is really the
best one. The original VFDT algorithm was proposed for static data streams.
However different adaptations to handle concept drift were later proposed; see
their review in [1].

VFDT are also used in an ensemble called Option Trees. This generalization
of a single tree includes option nodes where instead of selecting only the best
split-test attribute, all promising attributes are kept. Later, for each of those
attributes a decision subtree is constructed. Thus, making a final decision with
an option tree involves weighted combining of the predictions of all applicable
subtrees. In our experiments we use Kirkby’s [8] proposal of Hoeffding Option
Trees (HOT) for streaming data (see section 10.4 in [1] for details).

3 Accuracy Updated Ensemble

Following the critical discussion of AWE in Section 1, we propose a new adaptive
ensemble called Accuracy Updated Ensemble (AUE). The proposed algorithm is
inspired by AWE and its weighting mechanism, but improves its flaws. AUE not
only selects classifiers, but also updates them according to the current distribu-
tion. Let us remind that processing of data blocks allowed AWE to learn compo-
nent classifiers by “traditional batch” algorithms (not special online ones) and
later only adjust component weights according to the current distribution. How-
ever, this leads to problems with tuning the block size (in [3] it was estimated in
many trails). In AUE we turn to online learning of component classifiers. This al-
lows to update base classifiers rather than only adjust their weights. If no change
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occurs between a series of blocks, the component classifier will improve just as
if it was built on a bigger block (more appropriate for periods of stability). As
a result, we can reduce the size of the block without the risk of creating less
accurate components. Furthermore, we preserve the basics of AWE’s weighting
mechanism and depreciate classifiers if sudden drift occurs. The combination of
classifier selection and updating should make AUE better than AWE in times of
stability or gradual drift, while being at least as accurate for sudden drift.

Another drawback of AWE is its weighting function. Because the algorithm
is designed to perform well on cost-sensitive data [3], the MSEr threshold in
Equation 2 cuts-off “risky” classifiers. In rapidly changing environments with
sudden concept drifts (as the Electricity data set) this threshold can “mute” all
ensemble members causing no class to be predicted. To avoid this, in AUE we
propose a simpler weighting function:

wi =
1

(MSEi + ε)
(3)

MSEi is calculated just like in Equation 1 and ε is a very small constant value,
which allows weight calculation in rare situations when MSEi = 0.

We want to update component classifiers according to the current distribu-
tion, while still keeping their diversity. To achieve this, we update only selected
classifiers. First of all, we consider only current ensemble members - the k top
weighted classifiers. Then we use MSEr as a threshold for allowing online updat-
ing of only “accurate enough” classifiers (line 12 of AUE psuedo-code). Therefore,
inaccurate classifiers can enter the ensemble, but will not be updated. The full
pseudo-code of the Accuracy Updated Ensemble is listed in Algorithm 1.

Algorithm 1. Accuracy Updated Ensemble
Input: S : data stream of examples

k: number of ensemble members
Output: E : ensemble of k online classifiers with updated weights

1: C ← ∅; //C: set of stored classifiers

2: for all data chunks xi ∈ S do
3: train classifier C′ on xi;
4: compute error MSE of C′ via cross validation on xi;
5: derive weight w′ for C′ using (3);
6: for all classifiers Ci ∈ C do
7: apply Ci on xi to derive MSEi;
8: compute weight wi based on (3);
9: E ← k of the top weighted classifiers in C ∪ {C′};

10: C ← C ∪ {C′};
11: for all classifiers Ce ∈ E do
12: if we > 1

MSEr
and Ce �= C′ then update classifier Ce with xi;

To sum up, AUE differs from AWE in the definition of the weight function, the
use of online base classifiers, and updating components with incoming examples.



Accuracy Updated Ensemble 159

Ensemble members are weighted, can be removed, and are not always updated,
unlike in online bagging [1]. Compared to VFDT based ensembles, ASHT and
HOT, we do not limit base classifier size, do not use any windows, and update
members only if they are accurate enough according to the current distribution.

4 Experimental Evaluation

The aim of the experiments was to compare the newly proposed AUE with
AWE and two other stream classifiers: the Hoeffding Option Tree (HOT) and
a single Hoeffding Tree with a static window (HT+Win). We chose AWE as
it is the classifier we tried to improve, HOT as a different ensemble that uses
Hoeffding Trees, and HT+Win as a reference point to using a single classifier. In
all the compared algorithms we construct component classifiers with Hoeffding
Trees and compare basic characteristics on popular synthetic and real life data
sets.

All of the tested algorithms were implemented in Java as part of the MOA
framework [5]. We implemented the AWE and AUE algorithms, and a data chunk
evaluation procedure, while all the other algorithms were already a part of MOA.
The experiments were done on a machine equipped with an Intel Pentium Core 2
Duo P9300 @ 2.26 GHz processor and 3.00 GB of RAM. To make the comparison
more meaningful, we set the same parameter values for all the algorithms. For
ensemble methods we set the number of component classifiers to 15: AWE and
AUE have 15 trees, HOT has 15 options. The size of data block, as suggested in
[3], is equal dr = 500 and da = 1000, for real and artificial data sets, respectively.
We also set the static window size to 15 × blockSize to make the number of
examples seen by the windowed classifier similar to that seen by AWE and AUE.
The parameters of the Hoeffding Tree used with a static window are the same
as those of the option tree, and the base classifiers (also Hoeffding Trees) of the
ensembles.

According to the main characteristics of data streams [5,4], we evaluate perfor-
mance of algorithms with respect to time efficiency, memory usage, and accuracy.
Classification accuracy was calculated using the data block evaluation method,
which works similarly to test-then-train paradigm. This method reads incoming
examples without processing them, until they form a data block of size d. Each
new data block is first used to test the existing classifier, then it updates the
classifier. More details concerning this method can be found in [4].

4.1 Data Sets

Following literature on adaptive ensembles we selected three real and four
synthetic data sets with concept drift, all of which are publicly available.

Real Data Sets. We selected: Electricity market data (Elec), Ozone level de-
tection (Ozone), and Donation data (Don). Electricity [9] is a data set that
consists of energy prices from the electricity market in the Australian state of
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New South Wales. Ozone problem concerns local ozone peak prediction, that is
based on eight hours measurement [10]. The true model behind the data evolves
gradually over time. Another difficulty in mining this data set, is that many of
the 72 features collected for each instance are irrelevant. Finally, Donation [11]
is a data set used for the 2nd KDDCup. Donation is the largest real data set
and contains examples of sudden drift.

Synthetic Data Sets. For testing algorithms on larger data sets we used four
popular generators: LED (Led), Waveform (Wave) [1], Hyperplane (Hyp) [3], and
SEA (Sea) [6]. LED consists of a stream of 24 binary attributes, 17 of which are
irrelevant, that define the digit displayed on a seven-segment LED display. We
generated 1,000,000 examples with sudden and gradual concept drift. Waveform
consists of a stream with three decision classes where the instances are described
by 40 attributes. With Waveform we generated 1,000,000 instances with gradual
concept drift. Hyperplane is used to generate a stream of 5,000,000 examples
representing gradual concept drift by rotating the decision boundary for each
concept. Finally, we use SEA to generate a data stream of 20,000,000 instances
with 10% of noise and sudden concept drift.

4.2 Results

Time Analysis. Tables 1 and 2 present average train and test times for each
data set. Training time for HOT is usually the highest, in particular for larger
artificial data. Of course the single tree (HT+Win) learns much faster than
ensembles. We also analyzed graphical plots of time with respect to the number
of processed examples1, which showed that testing times remain close to constant
throughout the whole processing of the data stream. This observation is true for
all tested data sets. On the other hand, training time is not constant for all
algorithms - HOT shows clear linear growth of training time when no sudden
drift occurs. Hoeffding trees become more complex as they see more examples.
In periods of stability HOT will successively grow bigger trees, thus consuming
more memory. The windowed tree, AWE, and AUE are built from a limited
number of data blocks, which naturally restricts memory.

Table 1. Average test and train times in ms for data blocks in real data sets

Elec Ozone Don

Train Test Train Test Train Test

HOT 101.11 6.64 62.40 1.00 2168.54 17.19
AWE 56.91 13.29 179.40 27.30 3290.93 1074.98
AUE 75.11 15.31 241.80 54.60 3292.64 1086.82
HT+Win 23.98 0.29 46.80 0.00 81.10 1.76

1 Due to space limitations, in this paper we mostly present tabular summaries. For a
complete set of plots see [4].
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Table 2. Average test and train times in ms for data blocks in artificial data sets

Led Wave Hyp Sea

Train Test Train Test Train Test Train Test

HOT 563.68 9.93 2573.86 51.27 5170.84 14.18 4876.41 6.44
AWE 751.40 181.85 558.21 159.19 41.13 4.96 29.44 5.61
AUE 803.93 185.39 636.59 162.06 240.22 49.39 90.05 18.84
HT+Win 54.42 10.81 36.42 6.96 17.61 3.40 6.32 1.31

Memory Usage. According to Table 3, HT+Win used the least memory on
most data sets. Additionally, the analysis of all memory plots showed that mem-
ory requirements are similar to training time requirements. HOT needs much
more memory for larger data sets than HT+Win, AWE, and AUE, which pro-
cessed the data streams using constant memory. An example of linear growth of
HOT’s memory requirements is shown in Figure 1.

Table 3. Average size of the classifier for all data sets, measured in MB

Elec Ozone Don Led Wave Hyp Sea

HOT 0.41 0.08 13.97 2.76 12.27 18.49 24.45
AWE 0.23 0.28 5.52 0.58 0.33 0.17 0.18
AUE 0.36 0.36 5.64 0.88 0.92 0.86 0.46
HT+Win 0.22 0.30 1.15 0.73 0.42 0.17 0.07

Classification Accuracy. Table 4 presents average classification accuracies
obtained by the tested algorithms on all the data sets.

Table 4. Average accuracy for all data sets in percent

Elec Ozone Don Led Wave Hyp Sea

HOT 74.37 91.60 94.35 70.68 82.57 85.07 89.81
AWE 71.22 67.59 94.35 71.16 79.63 70.38 78.52
AUE 74.92 76.56 94.35 71.41 82.26 84.72 88.61
HT+Win 42.43 91.60 94.35 60.22 75.46 79.08 87.64

One can notice that none of the tested classifiers is best for all the data
sets. For larger data sets, with little and mostly gradual concept drift, HOT
gives the best results with AUE being close second. For smaller data sets it is
hard to choose a winner. However, in case of sudden changes (Elec, Led) AUE
seems to be the most accurate. It is also important to notice that AUE is more
accurate than AWE on all data sets (except for Don, where they are equal). The
difference in accuracy is especially visible for data sets with gradual drift (Hyp,
Wave), where AWE falls far below AUE.
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Fig. 2. Accuracy on the Waveform data set

The most interesting concept drift was introduced in the generation of the
LED data set. We joined two gradually evolving LED data sets with a sudden
change. After half million examples we replaced one data source with another.
The algorithms’ reactions to this type of change are presented in Figure 2. The
plot shows that for this complex concept drift all algorithms have problems
with adjusting to change. AUE seems to cope best with this situation. HOT,
which performed well before the drift, falls down even below the level of AWE.
In periods of stability, HOT grows accurate but complex structures, which are
later difficult to rebuild. AWE and AUE are modular, allow quick substitution
of components, and therefore quickly react to sudden drifts.
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5 Conclusions and Future Work

In this paper we introduced a new stream classifier called Accuracy Updated
Ensemble, inspired by an earlier proposed algorithm called Accuracy Weighted
Ensemble. AUE was more accurate than AWE on all data sets (except Donation
where it was equal) whilst still requiring constant processing time and memory.

Considering the updating technique of AUE we can suspect that in periods
of longer distribution stability, when no concept drift occurs, the component
classifiers can be trained on more examples and should become more accurate.
However, updating many components with similar examples may reduce their
diversity. Therefore, in on-going research we study this problem and possible
modifications of AUE to ensure additional diversity of ensemble components.
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Abstract. Virtual concept drift is a phenomenon frequently arising
in applications of machine learning theory. Most commonly, a discard-
retrain strategy is the only option for dealing with newly generated data
coming from previously unknown areas of the input space. This paper
proposes a method of constructing classifier ensembles based on a mea-
sure of observations’ density and homogeneity of their corresponding
labels. The strategy allows to incrementally add new data points into
the model without the necessity of a full retraining procedure.

1 Introduction and Problem Statement

In many applications of the machine learning theory, the underlying concept
is assumed not to change with time. A model is trained using a sample of
data and is expected to perform well in the future. If, in the course of time,
new observations arrive from unseen areas of the input space, the model may
quickly become obsolete. In recent years, an ensemble based approach to deal-
ing with virtual concept drift has become popular [6,7]. This paper introduces
an algorithm for detecting localized virtual concept drift [4] using data sam-
pling density and localized entropy together with a simple method of ensemble
construction.

The phenomenon of concept drift arises in systems generating streams of data.
Any classifier trained on a currently available sample will become obsolete if the
distribution of data and its corresponding labels change. Different classifications
were proposed [3] based on the speed (sudden vs gradual) and nature of change
(virtual vs real). The “real concept drift” is observed when class labels change
reflecting the underlying change to the concept. Most commonly we are dealing
with a “virtual” change [5] only to the distribution of data points in the input
space.

This paper is structured as follows: first, a measure of information density
is introduced, based on a reference distribution of points. Then, an algorithm
(“DEnBoost” - Dynamic Environment Boosting) for constructing classifier en-
sembles is proposed. It uses the change of information density in subsequent
steps. Finally, the methodology is validated with experiments on synthetic
data.
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2 Definition of the Model

The key observation in the proposed methodology is that most machine learning
algorithms model the problem with acceptable accuracy only in the close vicinity
of points from the training set. Thus, models trained on small portions of the
input space will have high error outside of the known area.

Reference Sampling. Let D = {(xi, ti) : xi ∈ X, ti ∈ T } be the training
set with input values from X and target labels from the set T . We also put
DX = {xi : (xi, ti) ∈ D} and DT = {ti : (xi, ti) ∈ D}.

Using the uniform independent and identically distributed sampling as refer-
ence, a notion of information density can be given following an observation, that
the higher the density of data points and homogeneity of target output values,
the better performance is expected on that particular area from a simple classi-
fier. Unbiased min-max estimators can be used to calculate the value interval of
a uniform sampling from the same area as the training set:

ζ̂min(DX) =
N min DX − max DX

N − 1
, ζ̂max(DX) =

N max DX − min DX

N − 1
, (1)

where N is the number of points in training set D. Let UN
X be a uniform sampling

of N-points from the estimated value interval. The distance between two data
points x, y ∈ X is calculated using any norm ‖x − y‖, e.g. the Euclidean norm
‖x − y‖2. In order to describe the reference neighborhood of data points the
expected distance to the nearest neighbor is calculated.

Definition 1. The reference neighborhood radius is taken as the expected dis-
tance to the nearest neighbor with the neighborhood of x taken as a ball B(x, αr),
α ∈ R+, where

r = E[‖ x − argmin
y∈UN

X \{x}
‖x − y‖ ‖], x ∈ UN

X (2)

Data and Information Density Measure. Using the reference neighbor-
hood, a measure for data points density and information can be introduced.

Definition 2. For each point x in the input space X, data density is the number
of points from the training set closer to x than αr, where α ∈ R+.

τ(x) = |{y ∈ DX : ‖x − y‖ ≤ αr}| (3)

Data density grows for natural clusters of data points and falls down to 0 in
empty areas of the input space.

The calculation of the reference radius requires the expected neighbor distance
in Rn. For R2 this is 1

2
√

l
, where l is the density of points in one unit of volume.

For higher dimensions it can be calculated using a formula by Clark [2] and a
later modification by Cherni [1].
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Information Density. To form a complete information density measure, a
data certainty measure needs to be chosen first. For classification problems this
can be derived from the Shannon Entropy:

Definition 3. Let D be the training set, r the reference radius, k the number
of classes in the training set and Hk(ξ) the Shannon Entropy of ξ. Certainty
measure is defined as

CD
r (xi) =

1
1 + Hk({tj : xj ∈ B(xi, αr), (xj , tj) ∈ D})

, (4)

where α ∈ R+.

Definition 4. Let D denote the training set, r the reference radius, τ(x) the
data density and CD

r (xi) the certainty measure. Then, information density is:

ρ(x) = τ(x)CD
r (xi). (5)

For other radii this becomes ρ(x, R) = τ(x)CD
R (xi). Information density is largest

in areas of tightly packed points with low variance of value.

The DEnBoost Algorithm. Let us now consider a system that generates
data in packets. Let D be the initial training set and let D′ be the next gener-
ated batch. For convenience these could be broken down to DX , D′

X , DT and
D′

T . The information density difference between data sets D(t) and D(t + k)
is ΔD(t),D(t+k)(x) = ϕ(ρD(t+k)

i (x) − ρ
D(t)
i (x)), where ϕ : R → R+ ∪ {0} is any

continuous function fulfilling following requirements:

ϕ(0) = 0, ∀y �= 0 : ϕ(y) ≥ 0 (6)
∀y > 0, w ≥ 0 : ϕ(y + w) ≥ ϕ(y) (7)
∀y < 0, w ≥ 0 : ϕ(y − w) ≥ ϕ(y) (8)

For the course of this paper, it is assumed that ϕ is a symmetric function. Density
change can be measured in two data sets using a common radius as

Δr
D(t),D(t+k)(x) = ϕ(ρD(t+k)

i (x, r) − ρ
D(t)
i (x, r)) . (9)

A new model is built for incoming data packets on a randomly selected subset
of all known data points. The sampling probability is equal to the normalized
information density change:

P (x ∈ DX2) =
Δr

DX ,DX∪D′
X

(x)

maxy∈DX∪D′
X

Δr
DX ,DX∪D′

X
(y)

, (10)

where r is the reference radius for the set DX . At least one point, namely the
one with the highest information density change, will enter the new training set.
Random selection protects the model from ill-conditioned sampling.
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Algorithm 1. init(X ,T ) – build the first model.
M1 = buildModel(X,T )
X1 = X ; T1 = T ; Xfull = X ; Tfull = T
n = 1

Algorithm 2. add(X ′,T ′) – include new data in the composite model.
r = computeReferenceRadius(Xfull)
Xtemp = Xfull ∪ X ′ ; Ttemp = Tfull ∪ T ′

W = new array(length(Xtemp))
for all x ∈ Xtemp do W [x] = Δr

Xfull,Xtemp
(x)

Wn = new array(length(Xtemp))
for all x ∈ Xtemp do Wn[x] = (W [x])/(max W )
Xn+1 = ∅ ; Tn+1 = ∅
for all x ∈ Xtemp do

if random(U(0, 1)) ≤ Wn[x] then Xn+1 = Xn+1 ∪ x ; Tn+1 = Tn+1 ∪ T (x)
Mn+1 = buildModel(Xn+1,Tn+1) ; n = n + 1
Xfull = Xtemp ; Tfull = Ttemp

Algorithm 3. simulate(x) – compute the composite model’s output.
W = array(n)
for i = 1 to n do

R = computeReferenceRadius(Xi)
W [i] = ρXi

i (x, γR)
return (

∑n
i=1 W [i] ∗ sim(Mi, x))/(

∑n
j=1 W [j])

Submodels are combined with a simple weighted output average, with each
training subset’s information density used as a weight:

M(x) =
∑N

i=1 ρDXi (x, γri)Mi(x)∑N
i=1 ρDXi (x, γri)

, (11)

where γ ∈ R+ is called a generalization factor, Mi(x) is the output of the i-
th submodel and ri is the reference radius for DXi . Smaller values of γ limit
the influence of submodels on the composite output, while larger encourage
influences between data points. In the areas with 0 information density value,
the output of the first submodel is used.

The Continuous DEnBoost Algorithm. The standard DEnBoost algorithm
has a number of issues: ensemble corrections are confined to areas limited by the
reference radius, crisp boundaries are formed between areas with different infor-
mation density and classification in the areas with 0 information density depends
on the accuracy of the first subclassifier. In order to fix these issues, smooth
measures are derived using radial basis functions centered at observations.
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Continuous Information Density. Let Nμ,σ(x) denote the probability den-
sity function of the normal distribution, and Nn

μ,σ(x) a normalized version, i.e.
Nn

μ,σ(x) = (Nμ,σ(x))/(Nμ,σ(0)).

Definition 5. Let x ∈ X and r be the reference radius for DX . The continuous
data density is given by:

τc(x) =
∑

y∈DX

Nn
0,r(||x − y||) . (12)

Note, that the reference radius is used as the standard deviation parameter for
the Gaussian distribution. For convenience, a similar function τc

k(x) takes into
account only points from class k allowing to define a soft class probability density
as py(xi) = τc

xi
(y)/τc(y). This is used to form a modified, distance-weighted

Shannon’s Entropy and continuous information density:

Definition 6. Let X denote a random variable with possible values {x1, . . . , xn}
and x ∈ X. The Radial Basis Function Weighted Entropy is defined as:

HRBF
b (x) = −

n∑
i=1

px(xi) logb px(xi) . (13)

Definition 7. Let D denote the training set, r the reference radius and k the
number of classes in the training set. The continuous certainty measure is defined
as CD

r (xi) = 1/(1 + HRBF
k (xi)).

Definition 8. Let D denote the complete training, r the reference radius, τc(x)
the continuous data density and CD

r (xi) the continuous certainty measure. Then
the continuous information density is defined as ρc(x, r) = τc(x)CD

r (xi).

The difference in information density measured by the standard metric and by
the continuous one is visible in the Fig. 1.

3 Experiments

At the current development stage, a comparison of DEnBoost with other algo-
rithms would be misleading. Therefore, two experiments on synthetic data have
been conducted. A data generating system was simulated with a random mixture
of Gaussian in R2. Clouds were placed in the input space with their positions
and radii drawn from a uniform distribution. Each cloud was given a label and a
weight. Observations were generated by selecting a cloud based on its weight and
randomizing a point based on cloud’s parameters. The initial data batch con-
sisted of 40 observations and in each step, a new batch with 20 observations was
generated. Depending on the experiment, cloud weights were changed to sim-
ulate virtual concept drift. The final test-sample consisted of 200 observations
with cloud weights set to 1. For each experiment and parameter combination, 70
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Fig. 1. Information density measured with the standard measure (left) and the con-
tinuous measure (right). Note the increased smoothness of the continuous measure.

Table 1. Mean value (μ) and standard deviation (σ) of accuracy for the first subclas-
sifier and the ensemble in the no-drift experiment (top) and the virtual concept drift
experiment (bottom) with both information density measures

Inf. dens. Classes Clouds First μ First σ Ens. μ Ens. σ μ Change σ Change
Stand. 2 3 0,916 0,094 0,924 0,081 0,008 0,061
Stand. 2 5 0,852 0,113 0,883 0,087 0,030 0,072
Stand. 2 7 0,810 0,100 0,839 0,081 0,028 0,074
Stand. 4 5 0,698 0,077 0,822 0,105 0,123 0,099
Stand. 4 7 0,607 0,105 0,720 0,100 0,112 0,104
Stand. 6 7 0,481 0,070 0,655 0,108 0,174 0,108

Cont. 2 3 0,925 0,113 0,933 0,088 0,008 0,072
Cont 2 5 0,855 0,131 0,881 0,108 0,026 0,071
Cont 2 7 0,836 0,115 0,864 0,088 0,028 0,062
Cont 4 5 0,711 0,057 0,801 0,104 0,089 0,094
Cont 4 7 0,588 0,101 0,734 0,111 0,146 0,109
Cont 6 7 0,477 0,066 0,659 0,074 0,181 0,092

Inf. dens. Classes Clouds First μ First σ Ens. μ Ens. σ μ Change σ Change
Stand. 2 3 0,767 0,173 0,936 0,083 0,168 0,141
Stand. 2 5 0,781 0,126 0,883 0,084 0,101 0,111
Stand. 2 7 0,772 0,112 0,837 0,102 0,065 0,064
Stand. 4 5 0,603 0,116 0,808 0,098 0,204 0,114
Stand. 4 7 0,629 0,106 0,830 0,095 0,200 0,123
Stand. 6 7 0,455 0,075 0,672 0,097 0,217 0,110

Cont 2 3 0,829 0,162 0,953 0,068 0,124 0,144
Cont 2 5 0,799 0,120 0,882 0,082 0,082 0,107
Cont 2 7 0,805 0,142 0,883 0,097 0,078 0,100
Cont 4 5 0,604 0,114 0,786 0,105 0,181 0,113
Cont 4 7 0,608 0,085 0,735 0,101 0,127 0,091
Cont 6 7 0,427 0,068 0,657 0,089 0,229 0,092

runs were conducted, each with 4 incremental steps. Subclassifiers were chosen
to be simple feed-forward neural networks with 2 hidden neurons (larger nets
had no impact on the performance).
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Fig. 2. First classifier (on the left) and an ensemble (on the right) constructed using
standard (top row) and continuous (bottom row) information density measure. Note,
that the algorithm with the standard measure adjusts classification only in the neigh-
borhood of data points, while the continuous version allows generalization between
observations.

In the first experiment, cloud weights did not change between steps. This
tested whether the algorithm retains the performance when no virtual concept
drift is present in the system. The experiment confirmed that the proposed
architecture can introduce minor adjustments to classification boundaries (see
Tab. 1).

In the second experiment one of the clouds was selected and had its weight in-
terpolated from 0 to 1 between steps, i.e. no points from the selected cloud were
present in the initial training set, while more and more appeared throughout the
run. The initial classifier was augmented using the DEnBoost algorithm to pro-
duce correct classifications. A significant increase in the accuracy was observed
indicating that the algorithm has introduce new knowledge into the ensemble.
No difference in performance was observed between information density ver-
sions, but an inspection of classification boundaries revealed good generalization
property of the continuous measure (see Fig. 2). In the proposed experiments,
statistical comparison of accuracies is unnecessary. The goal is to provide evi-
dence that the algorithm increases performance of the base classifier and does
not degrade the accuracy on already known areas of the input space.
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4 Discussion

The DEnBoost algorithm is successful at solving the virtual concept drift prob-
lem, because information density measure allows it to detect locally novel infor-
mation. The distribution of observations and their corresponding labels defines
focus areas for subsequent classifiers and ensemble members are combined using
their local competence. The continuous information density provides a good gen-
eralization far from known observations. Furthermore, the algorithm does not
depend on a chosen classifier architecture and does not require much parameter
adjustments.

Initial results for the methodology are very promising. At its current form, the
DEnBoost algorithm is fully capable of increasing model accuracy. Future work
will focus on using information density measure together with a more robust
model composition strategy to solve the real virtual concept drift problem.
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On Performance of DRSA-ANN Classifier
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Abstract. Rule-based and connectionist classifiers are typically named
as two different approaches to recognition tasks. The first relies on in-
duction of a set of rules that list conditions to be met for a decision to be
applicable, while the latter means distribution of data and processing.
Both solutions give satisfactory results in many classification problems
yet their fusion and analysis of performance of the resulting hybrid clas-
sifier bring additional observations as to the role of particular features in
the recognition. These observations are not based on domain knowledge,
but on techniques employed and their inherent properties. The paper
presents a study on performance of DRSA-ANN classifier applied within
the domain of stylometry, a quantitative analysis of writing styles.

Keywords: DRSA, ANN, Classifier, Feature Selection, Stylometry.

1 Introduction

Hybrid artificial intelligence systems are popularly used in pattern recognition
due to their flexibility that enables adaptation to particularities of studied prob-
lems. A fusion of classifiers is usually attempted in order to enhance quality, to
increase the correct recognition ratio. It leads to finding such solutions that fit
better with respect to the considered criteria [10].

A fusion of processing techniques can be treated as a goal in itself, but also as
a means to view some problem from a different perspective. This could be most
informative as all approaches possess their own inherent properties, particularly
useful when they lead to reduction of dimensionality [3].

Dominance-based Rough Set Approach (DRSA) is a rule-based solution to
classification problems. This methodology bases on fundamental concepts as de-
fined by Z. Pawlak, but substitutes the indiscernibility relation of the classical
version (CRSA) with the dominance, which allows to recognise not only the
presence or absence of some properties, but also their ordering which leads to
dealing with not just abstract or discrete, but continuous numeric data [4,6].

In DRSA processing some features can be considered as more important than
others, some can be disregarded if a relative reduct (a subset of attributes still
maintaining correct classification) is selected for further processing. When deci-
sion rules are calculated they are characterised, among others, by their length
and support - the number of learning samples they are valid for. All these ele-
ments are taken under consideration when constructing DRSA classifier.

E. Corchado, M. Kurzyński, M. Woźniak (Eds.): HAIS 2011, Part II, LNAI 6679, pp. 172–179, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



On Performance of DRSA-ANN Classifier 173

Distributed data and processing in artificial neural networks constitute the
connectionists approach within which the importance of features is found in the
learning process. A network first assumes then modifies weights associated with
interconnections in such a way that leads to arriving at the structure that returns
the minimal error at the network output.

Past research shows that rough set-based analysis can be exploited to reduce
the number of inputs for ANN classifier by observing the number of occurrences
of conditional attributes in relative reducts for discretised and real data, and in
decision rules for real data [7,8]. The paper is a continuation of this research
track and it concentrates on supports of decision rules, which is considered as an
importance indicator for individual attributes. The performance of the hybrid
classifier is studied in the area of stylometric analysis of texts, which assumes
that any writing style can be uniquely defined by quantitative measures [1].

2 Stylometric Analysis of Texts and Input Data

Stylometry is such a branch of textual analysis that enables expressing individ-
ual writing styles by means of quantitative measures. It allows to find unique
characteristics of authors, detect some traits that they share, establish author-
ship [2]. In the area of forensic applications it is employed to discover plagiarism,
to verify ransom notes, to confirm identity of terrorist threat-makers. Historic
and literary applications include proving authenticity of written works.

As it is much easier nowadays to imitate somebody else’s work, due to the
commands of copy and paste of contemporary word processors, finding textual
markers to be used in the analysis is not simple. That is why, instead of exploiting
some striking language features that are easily spotted, stylometry observes more
subtle patterns of writing, reflecting on commonly but rather subconsciously
employed function words or punctuation marks [5].

As the input data for all experiments there were taken literary works of two
writers: Thomas Hardy and Henry James. All samples consisted of characteristics
calculated for fragments (of approximately the same length, a chapter if possible)
coming from novels. There were 180 learning and 80 testing samples.

To recognise authorship the base set of features comprised 25 elements and
they were frequencies of usage for lexical and syntactic markers: but, and, not,
in, with, on, at, of, this, as, that, what, from, by, for, to, if, a fullstop, a comma, a
question mark, an exclamation mark, a semicolon, a colon, a bracket, a hyphen.

3 Construction of a Connectionist Classifier

As a general structure for an artificial neural network used in tests there was
chosen Multilayer Perceptron with sigmoid activation function and Backprop-
agation algorithm as the learning rule [9]. The number of ANN input neurons
corresponded to the number of considered characteristic features so it started
with 25, then was decreased. The number of outputs was equal to the number
of classes, corresponding to two recognised authors.
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To establish the internal structure of ANN-classifier with the highest classi-
fication accuracy for the task, firstly there were tested networks with varying
numbers of hidden layers and neurons. Out of all trials finally for all other ex-
periments there was selected the structure with two hidden layers with the total
number of neurons in them equal to the number of inputs, the first layer con-
taining �3/4 number of inputs� neurons, the second 
1/4 number of inputs�.

To minimise the influence of the initiation of weights on a network classifi-
cation accuracy, there was used multi-starting approach: for each network con-
figuration the training was performed 20 times. Basing on such series there was
obtained the average network performance and only these results are presented
in the paper. For the base set of 25 characteristic features the average network
classification accuracy was 82.5%.

There exist plenty of approaches and methods for feature selection and re-
duction, dedicated for ANN or other classifiers, each with some advantages and
disadvantages [3]. The quality of obtained results is always to some degree task-
dependent and comparisons to some alternative solutions practically endless.
In the research described feature reduction is employed not as a goal in itself
but rather as a means to observe the importance of individual characteristic
features. Therefore, the paper limits considerations to the performance of the
connectionist classifier with selection of features based on rough analysis only.

4 Analysis of DRSA Decision Rules

Within the first step of DRSA methodology there is constructed a decision table
[4], containing available knowledge about all objects of the universe. This table
was based on the set of training samples that was prepared for the connectionist
classifier used in research. The columns of conditional attributes corresponded
to the network inputs, while the values of the single decision attribute were the
same as the expected classes of recognised objects. Next there were calculated
decision rules, specifying conditions to be met for any decision to be applicable.

The premise part of a decision rule is a conjunction of elementary conditions,
which concern individual attributes, while the decision part of the rule indicates
an assignment to a decision class or union of classes. The rules are induced in
order to cover objects from lower approximations of sets being decision classes or
their unions and can be certain, possible or approximated. The rules are found
through either exhaustive search for all, to provide only the minimal cover of
the learning samples, or to satisfy some additional criteria.

Each rule is supported by some number of learning examples and this support
can be treated as an indicator of the rule importance. This importance reflects
on individual attributes the rules refer to. Within the total number of 46,191
decision rules found, their supports ranged from 1 to 64, as shown in Table 1,
along with the ordering of attributes used in the previous tests. There are rel-
atively few rules with support values in the highest range, while the majority
falls in the lowest range of values.

Some conditional attributes are used more often than others in construction
of rules, which was used in the past research to show how this frequency of usage
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Table 1. Ordering of attributes based on the number of decision rules regardless of
their support

Number Support in range
of rules 1-10 11-20 21-30 31-40 41-50 51-60 61-64 Attribute Order

3928 3872 42 12 2 0 0 0 but
4173 3256 530 214 95 56 21 1 and L1
6167 6117 39 6 3 1 1 0 that L2
6173 6069 91 10 3 0 0 0 what M7
7450 7370 74 5 1 0 0 0 for L3
7469 7355 95 12 4 3 0 0 ?
7615 6651 669 216 51 25 3 0 from
7692 7545 111 30 3 3 0 0 if
7951 7589 270 54 18 14 6 0 (
7997 7845 127 20 5 0 0 0 - M6
8451 7575 639 163 48 15 11 0 by L4
8472 8279 164 26 2 1 0 0 as
8647 8570 55 16 2 2 2 0 with M5
9083 8953 109 16 5 0 0 0 at L5
9798 9683 93 17 5 0 0 0 ; M4

10241 9720 376 105 28 10 2 0 in L6
10306 9736 444 92 24 4 5 1 not
10327 9928 325 59 12 3 0 0 :
10640 10307 260 52 18 3 0 0 ! M3
11005 10795 176 29 5 0 0 0 . L7
11177 10913 232 26 5 1 0 0 ,
11427 11177 188 42 11 8 1 0 this
11839 11579 206 40 8 3 3 0 to M2
12922 12523 324 57 17 1 0 0 on M1
13311 12921 303 66 15 6 0 0 of

influences the power of ANN classifier [8]. Following this track of reasoning some
attributes appear more often in rules with lower support, while some with higher.

5 Obtained Results

When support of rules is taken into account it is necessary to consider what
is more important: a single rule with very high support or several rules with
some lower, yet not minimal support. As the answer to such question is not
necessarily straightforward it is best to verify it with tests. This in turn leads
to several possible orderings of features. The first one, presented in Table 2, is
based on percentage of rules that are in at least median range of support.

As there are only some few rules with high support, it can be argued that
they reflect some specific patterns present in the learning set which may not
necessarily be detectable in the testing set. It is possible that playing it safe
and taking into account the median support range will bring better results. This
gives the second ordering, shown in Table 3a.
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Table 2. Ordering of attributes based on the number of rules with support in median
and higher ranges (Order 1)

Nr of rules with supp. in range [%]
31-40 41-50 51-60 61-64 Attribute Order 1
0.013 0.000 0.000 0.000 for
0.045 0.000 0.000 0.000 . L1
0.048 0.000 0.000 0.000 what
0.050 0.000 0.000 0.000 but
0.051 0.000 0.000 0.000 ;
0.055 0.000 0.000 0.000 at M12
0.062 0.000 0.000 0.000 - L2 M11
0.131 0.007 0.000 0.000 on L3
0.044 0.008 0.000 0.000 ,
0.023 0.011 0.000 0.000 as M10
0.169 0.028 0.000 0.000 ! L4
0.116 0.029 0.000 0.000 : M9
0.039 0.039 0.000 0.000 if L5
0.053 0.040 0.000 0.000 ?
0.112 0.045 0.000 0.000 of M8
0.096 0.070 0.008 0.000 this L6 M7
0.048 0.016 0.016 0.000 that L7 M6
0.273 0.097 0.019 0.000 in L8
0.023 0.023 0.023 0.000 with
0.067 0.025 0.025 0.000 to M5
0.669 0.328 0.039 0.000 from L9 M4
0.226 0.176 0.075 0.000 ( M3
0.567 0.177 0.130 0.000 by M2
0.232 0.038 0.048 0.009 not M1
2.276 1.341 0.503 0.023 and

The third order (Table 3b) relies on intuitive thinking that what is good for
one classification methodology should also bring good results for the other. That
is why there is considered the maximal support of rules for all attributes.

When comparing these orderings it is clear that in some parts they are similar
to each other, which brings the question if really all should be tried. The answer
to that and the motivation for performed tests was that the point of interest is
to observe trends in the classifier performance while following various orderings
of attributes, to study how different focus on a rule support reflects on attributes
and through that on classification accuracy of ANN.

Following the three orderings of attributes, there were conducted three groups
of tests, each further divided into two parts: one with keeping the attributes
considered as the most important in the current perspective with disregarding
the least (denoted by "L"), second with removing the most important while
keeping the least important features (denoted by "M"). For comparison in the
following graphs there are also given results from the past tests where just the
numbers of rules were considered, regardless of their support.
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Table 3. Rule support-based ordering of attributes: a) Order 2 - by number of rules
with support in median range, b) Order 3 - by maximal support of rules

a)

Rules with support
in 31-40 range [%] Attribute Order 2

0.013 for
0.023 with L1
0.023 as
0.039 if L2
0.044 , L3
0.045 .
0.048 what
0.048 that
0.050 but
0.051 ;
0.053 ?
0.055 at M7
0.062 - L4
0.067 to M6
0.096 this L5 M5
0.112 of L6
0.116 : M4
0.131 on L7
0.169 ! M3
0.226 ( L8
0.232 not
0.273 in M2
0.567 by
0.669 from M1
2.276 and

b)

Maximal
support Attribute Order 3

34 for
36 at L1
37 but L2
38 . L3
38 -
39 ; L4
40 what L5
41 as L6 M11
43 on L7 M10
45 , L8
45 ! M9
46 ? L9 M8
49 of L10
49 : M7
50 if L11 M6
52 this L12 M5
56 in L13 M4
57 to L14 M3
58 that M2
59 with
59 from
59 by
59 ( M1
64 and
64 not

Fig. 1a shows that when ordering with respect to support of rules in median
and higher ranges of values, there is maintained the same or even increased
classification ratio when keeping the most and discarding the least important
attributes even when there are as few as 9 network inputs left. The opposite
approach, with reducing the most important features and keeping these less
important, quickly causes worsened performance.

For Order 2, with respect to the rules with support in median range (Fig. 1b),
the results are not as good, but again the best are obtained while removing less
important features. The reverse brings visible decrease in the network perfor-
mance, even if not as dramatic as when considering just the numbers of rules.

The last group of tests focused on the maximal support of rules for all at-
tributes (Fig. 2). When discarding the least while keeping the most important
attributes the networks maintained classification accuracy at the same or higher
level as for the whole set of attributes even when there were only 8 inputs left.

Within these subsets of attributes considered neither one is reduced in such
a way that gives only lexical or only syntactic markers. Instead, they are always
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Fig. 1. ANN classification accuracy in relation to the number of attributes with feature
reduction based on: a) Order 1 (number of rules with supports in at least median range),
b) Order 2 (number of rules with supports in median range)
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Fig. 2. ANN classification accuracy in relation to the number of attributes with feature
reduction based on Order 3 of attributes (maximal supports of rules)

mixed. For all three orderings there are several subsets that bring some increase
in classification accuracy while at the same time offering noticeable feature re-
duction, and in these subsets there are some re-occurring attributes. Not in the
same order, but among more significant features there are always listed four
lexical descriptors that reflect the usage of "and", "not", "by", "from", and a
syntactic marker for a bracket. The base five markers can be considered as es-
sential for correct classification in this particular task of authorship attribution.
Removing these essential features causes worsening performance of the classifier
even when there are still several attributes left.

6 Conclusions

The paper presents research on importance of characteristic features for a connec-
tionist classifier as seen from a rule-based approach perspective. Within DRSA
methodology the importance of decision rules can be perceived by the number
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of learning samples they are valid for. Analysis of attributes with respect to
supports of rules they form leads to their ordering that is next imposed on ANN
classifier. Experiments show that the best results are obtained when observing
the maximal supports of rules for all attributes. When keeping these attributes
present in rules with the highest support the number of ANN inputs can be re-
duced to less than 33% of the initial set while maintaining the same classification
accuracy. These results indicate that the importance of attributes as perceived in
DRSA methodology can be used to advantage for ANN classifier. Such perspec-
tive requires no additional domain knowledge about features and leaves the task
of discovering the importance of attributes to processing techniques employed.

Acknowledgments. 4eMka Software used in search for decision rules [4,6] is
available at a website of Laboratory of Intelligent Decision Support Systems, Poz-
nan University of Technology (http://www-idss.cs.put.poznan.pl/), Poland.
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Abstract. One objective for classifying pixels belonging to specific textures in 
natural images is to achieve the best performance in classification as possible. 
We propose a new unsupervised hybrid classifier. The base classifiers for 
hybridization are the Fuzzy Clustering and the parametric Bayesian, both 
supervised and selected by their well-tested performance, as reported in the 
literature. During the training phase we estimate the parameters of each 
classifier. During the decision phase we apply fuzzy aggregation operators for 
making the hybridization. The design of the unsupervised classifier from 
supervised base classifiers and the automatic computation of the final decision 
with fuzzy aggregation operations, make the main contributions of this paper.  

Keywords: classifier combination, fuzzy aggregation, parametric estimation, 
fuzzy clustering, Bayes classifier. 

1   Introduction 

Nowadays the technology demands solutions for various applications. The 
classification of individual pixels belonging to natural textures is one of such 
applications due to the high spatial resolutions achieved in the images. The areas 
where textures are suitable include agricultural crop ordination, forest or urban 
identifications and damages evaluation in catastrophes or dynamic path planning 
during rescue missions or intervention services also in catastrophes (fires, floods). 

In this work we use a pixel-based approach under the RGB color space 
representation because, as reported in [1], it performs favorably against other color 
mappings. Hence, the three RGB spectral values are the features used in our method. 
The same texture could be displayed with different RGB levels; this makes the 
problem fuzzy in nature, justifying the choice of the fuzzy aggregation operation. 

Nevertheless, the main problem is: which is the best strategy for combining simple 
classifiers? This is an issue still open. Here we find one of the problems solved with 
techniques based on hybrid artificial intelligence systems [12]. Indeed in [3] it is 
stated that the best combination method does not exist. In [5] a revision of different 
approaches is reported including the way in which the classifiers are combined. Some 
important conclusions are: 1) if only labels are available, a majority vote should be 
suitable; 2) if continuous outputs like posterior probabilities are supplied, an average 
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or some other linear combinations are suggested; 3) if the classifier outputs are 
interpreted as fuzzy membership values, fuzzy approaches could be used; 4) also it is 
possible to train the output classifier separately using the outputs of the input 
classifiers as new features. In 1) a selection criterion is applied, in 2 and 3) a fusion 
strategy is carried out and in 4) a hierarchical approach is used [4,10].  

Because we have available continuous outputs, we propose a new fusion approach 
which combines two base classifiers: the fuzzy clustering (FC) and the probabilistic 
parametric Bayesian (BP) approach [7]. The following two phases are involved: 
training and decision. These classifiers are selected because they provide the best 
performance when used in a subset of images which are to be classified. Moreover 
they have been broadly applied in the literature with high performances. Both FC and 
BP estimate their parameters which are stored in the Knowledge Base (KB). During 
the classification or decision phase, each base classifier provides for each pixel a 
support of belonging to a cluster (FC gives membership degrees and BP 
probabilities). We propose the hybrid approach where the individual supports are 
combined through the fuzzy aggregation operations. The results are better than those 
obtained by the simple classifiers, as the non-parametric approach Parzen´s window 
or the vector quantization [7]. This combined scheme, joined to the design of the 
unsupervised strategy, makes the main contribution to the hybrid systems. 

2   Automatic Hybrid Classifier Design 

Our system works in two stages: 1) performing a training process with a set of 
patterns; 2) performing a classification process, the final decision is the class that the 
new patterns are classified as belonging to. Figure 1 shows both processes. 
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valid
partition?

yes

no

c = 2

inputs
xi

training patterns

c = c + 1

training
Cjmj
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classification

FuzzyBayes
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new patterns

decision
max

Fuzzy aggregation

vj

parameters

 

Fig. 1. Architecture of the hybrid classifier based on the fuzzy aggregation approach 
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In both processes, training and classification, each pattern is characterized by a 
feature vector x. As mentioned before, in this paper, we use a pixel-based approach 
and taking into account that we are classifying multiespectral textured images, we use 
as the attribute vector the spectral components, i.e. the red, green and blue. The RGB 
map performs better than other colour representations [2]. So, x is a 3-dimensional 
vector representing each pixel, where its components are the red, green and blue 
values respectively. 

A. The Training Process 

During the training phase, we start with the observation of a set X of n training 

patterns, i.e. { } 3
21 ,...,, ℜ∈= nX xxx . Each sample is to be assigned to a given class, 

where the number of possible classes is c. Each class is identified as wj, where j = 1… 
c. Now, the problem is to assign each pattern sample to a class and compute the 
cluster prototypes. For such purpose we have chosen the well-tested fuzzy clustering 
framework which has been customized and tailored for working in an unsupervised 
fashion according to the criterion described in [7]. The original FC computes for each 
xi at the iteration k its membership grade and updates the cluster centers according to 
equation (1),  
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d is the squared Euclidean distance, m is called the exponent weight, v are the cluster 
centers, and μ are the membership grade. The stopping criterion of the iteration 

process is achieved when ijkk ijij ∀<−+   )()1( εμμ  or a number N of iterations is 

reached. The number of classes is initially set to 2. After the fuzzy clustering process, 
a partition of the input training patterns is obtained, where each cluster j has 
associated its center vj. Also, for each sample i its corresponding membership grades, 
μij, of belonging to each cluster j, are computed. The cluster centres are stored in the 
KB to be recovered later.  

The next step consists of the cluster validation. This is carried out by computing 
the partition coefficient for the number of classes specified as follows 
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The maximum value of PC for different values of c determines the best partition, i.e. 
the best number of classes for the set of training samples available. Values of PC near 
the unity indicate that the partition is acceptable. This is because the PC is upper 
bounded by the unity.  

Following the scheme in figure 1, the partition of clusters is transferred to the 
Bayesian classifier [7]. Under this framework the problem is reduced to compute  
the probability of belonging to wj given a sample x. This parametric classifier receives 
the validated partition, supplied by FC and estimates the cluster centres mj and the 
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covariance matrices Cj as parameters to be stored in KB and recovered later. A 
common practice is to express the likelihood as a Gaussian function of the estimated 
parameters.  
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B. The Classification Process: Fuzzy Aggregation Framework as a Combiner 

During the classification process new images, and consequently new texture patterns, 
are to be processed by the system. With such purpose, we recover the vj cluster 
centers, the covariance matrices Cj and the mj mean clusters, which were stored in KB 
during the training process. The original Bayes classifier includes the a priori 
probability to be combined with the likelihood in the computation of the a posterior 
probability, but given a pixel to be classified we do not know nothing about its 
assignment to the clusters, therefore we must assume that a priori, before the 
observation, all pixels have identical a priori probabilities. Therefore the a priori 
probability is not discriminant, it can be avoided and the decision can be made only 
based on the likelihoods estimated according to equation (3).   

The fuzzy logic framework provides a number of functions for aggregating two or 
more fuzzy sets. In this paper, we will introduce these functions and give details about 
how to use them during classification phase. 

The combination is carried out taking into account the supports provided by the 
selected classifiers, FC and BP. FC and BP provide respectively as supports the 
membership degree ( )jμ x and probability ( )jp x  that a pattern x belongs to a cluster 

jc . Assuming that ( )jp x is a fuzzy magnitude ranging in [0, 1] we combine both 

supports through the aggregation operations defined below. Given the pattern sample 
x with the supports provided by the simple classifiers ( )jμ x and ( )jp x the combination 

is carried out based on the fuzzy aggregation operations from (4) to (15) [8,9]. After 
experimentation, in this paper the γ parameters (equations HI and HU) and  r 

(equations YI and YU) are set to 2, and α ( equations DPI and DPU) and γ (equations 

WI and WU) are set to 0.5. 
Hamacher Intersection (HI) and Hamacher Union (HU): 
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Yager Intersection (YI) and Yager Union (YU): 
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Dubois and Prade Intersection (DPI) and Dubois and Prade Union (DPU): 
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Werners Intersection (WI) and Werners Union (WU):  
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Symmetric Summations M1 (M1) and Symmetric Summations M2 (M2):  
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Symmetric Differences N1 (N1) and Symmetric Differences N2 (N2):  
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The final decision for the sample x in each of these fuzzy aggregation operations is 
made by choosing the maximum of wj obtained, through the following expression,  

( ) ( )      j j kw if d d∈ >x   |  k k jd d d∀ ≠  (16) 



 Performance Analysis of Fuzzy Aggregation Operations for Combining Classifiers 185 

3   Comparative Analysis and Performance Evaluation 

To assess the validity and performance of the proposed approach we describe the tests 
carried out according to both processes: training and classification.  

We have used a set of 26 digital aerial images acquired during May in 2006 from 
the Abadin region located at Lugo (Spain). They are multispectral images with 
512x512 pixels in size. The images are taken at different days from an area with 
several natural textures. The initial training patterns are extracted from 10 images of 
the full set. The remainder 16 images are used for testing. The images assigned to 
each set are randomly selected from the 26 images available. 

3.1   Unsupervised Training: Estimating the Best Partition  

The first goal is to determine the number of classes that will validate the initial 
partition [12]. Figure 2 shows the behavior of the partition coefficient, PC equation 
(2), versus the number of clusters. It should be noted that there are two partition 
coefficient values exceeding the threshold value of 0.8 in our experiments, considered 
as appropriate. These correspond to the values of c for 4 and 5, with respective values 
of 0.86 and 0.82. As the maximum value is obtained for c = 4, this value is eventually 
chosen as the number of clusters for classifying our images. The reminder clusters do 
not achieve acceptable values according to criteria set threshold 0.8. 

 
number of clusters 

Fig. 2. Values for PC against the number of clusters 

3.2   Design of a Test Strategy 

The set of 26 images is split into two subsets A and B with ten and sixteen images 
respectively; an initial training process is carried out with A using FC and BP. The set 
B is classified after this initial training phase. The above mentioned parameters 
estimated by FC and BP are stored in KB. During the classification phase the new 
patterns are classified by FC and BP and also through the aggregations defined in 
equations (4) to (15) recovering the parameters stored in KB. To verify the 
performance of the base, FC, BP, and combined, equations (4) to (15), classifiers we 
build a ground truth for each image under the supervision of the expert human 
criterion considering that the number of clusters is four as obtained based on the PC 
coefficient, which agree with the expert criterion. For each class we build a binary 
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image, which is manually touched up until a satisfactory classification is obtained 
under the human supervision. Using the ground truth for each simple classifier we 
choose two of the best results, which are the fuzzy clustering classifier and the 
Bayesian classifier.  

In summary, the full test process is carried out according to the following steps: 

STEP 0 (initial training): for each image (from the 26 available) we perform a 
downsampling by 4, i.e. we obtain 26x128x128 training samples.  

For c = 2 to c = 8 (maximum number of classes allowed) validate the partition by 
computing the partition coefficient PC through the equation (2) and determine the 
best partition (number of classes and centers). These classes are used for classifying 
the pattern samples during the next steps.  

STEP 1: given the images in A, classify each pixel as belonging to a textured class, 
which has been identified previously, according to the FC and BC. Store the 
parameters in KB to be used in the next step.  

STEP 2: using the set B, classify it according to FC and BC and also make a 
decision with the different fuzzy aggregation operations. Compute the percentage of 
successes according to the ground truth defined for each class at each image.  

3.3   Analysis of Results 

In order to verify the performance of the proposed hybrid strategy, we compare the 
percentage of error obtained during the classification phase for the base classifiers and 
the hybrid ones according to the ground truth and the four classes estimated as valid. 
Table 1 shows these percentages.  

Table 1. Percentage of error obtained for the methods analysed 

Base FC BP     

 17.04 17.83     

HU HI  YU  YI DPU DPI  WU  WI  M1  M2  N1  N2  
Hybrid 15.42 16.68 17.02 17.10 16.13 16.52 16.6  3 16.79 16.94 16.94 31.00 19.39 

From results in table 1, one can see that the error obtained with FC is comparable 
to that obtained with BP. Also that the best performances are obtained with the fuzzy 
aggregation operations, like HU, HI, DPU, DPI, WU, WI, M1 and M2. The best and 
worse performances are obtained by HU and N1 respectively. We can infer as a 
general conclusion that the hybridization improves the classification results. 
Exception made with N1 and N2. Figure 3 (a) displays an original image which is to 
be classified; (b) displays the correspondence between the classes and the color 
assigned to the corresponding cluster center according to a color map previously 
defined; (c) labeled image for the four clusters obtained by the hybrid HU approach. 
The correspondence between labels and the different textures is as follows, 1: yellow 
with forest vegetation, 2: blue with bare soil, 3: green with agricultural crop 
vegetation, 4: red with buildings and man made structures. 
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4   Conclusions 

We propose a new hybrid classifier for natural textures. The proposed method 
combines two classifiers, FC and BP through fuzzy aggregation operations. The 
performance of the hybrid approach is compared against the base classifiers, verifying 
that it performs favourably in the set of aerial images tested. This approach could be 
applicable to other textured images even with different attributes. Also, as a future 
work different number of classifiers could be used by applying the associative 
property of fuzzy aggregations. Moreover, thanks to the proposed design, the method 
becomes unsupervised even though the base classifiers are supervised. 

(a) (b) (c) 

Fig. 3. (a) Original image; (b) colors and labels; (c) labeled image result of the HU 
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Abstract. In this paper we propose a method for locating the optic disc
(OD) in retinal images automatically using a generalization of majority
voting scheme. Applying more different optic disc detectors for voting
we can achieve better performance for the automatic detection system
than for each individual algorithm. The location with maximum number
of OD center candidates falling within a radius predefined clinically can
be used to localize the OD center. In contrast to the classical voting
system we can make good decision if the number of algorithms detecting
the optic disc correctly is less than the half of the overall number of
algorithms.

Keywords: biomedical imaging, diabetic retinopathy, majority voting.

1 Introduction

Progressive eye diseases can be caused by diabetic retinopathy (DR) which can
lead to blindness, as well. One of the first essential steps in automatic grading
of the retinal images is to determine the exact location of the main anatomical
features, such as the optic disc and the macula. The optic disc can be considered
as a bright region with circular shape. The center of the macula is called fovea
which is responsible for the sharpest vision. The locations of these features play
important role in making diagnosis in the clinical protocol. For the OD detection
we wondered, whether organizing more individual OD detector algorithms (for
example [1]) into a voting system may raise detection accuracy.

In our approach, all of the OD algorithms return with the OD center as a
single pixel. We have combined the output for the center of the optic disc of
each detector and considered the minimal bounding circles for all subgroups of
the candidates. The radius of the circle must be less than or equal to the radius
of the optic disc which is a clinically predetermined constant. The circle with
maximal number of candidates is chosen for the optic disc.

From our empirical results we have found that if we choose different methods
with complementary strengths for combining the detectors the overall
performance of the system can substantially improve [2].

E. Corchado, M. Kurzyński, M. Woźniak (Eds.): HAIS 2011, Part II, LNAI 6679, pp. 189–196, 2011.
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Fig. 1. Results of the different OD detection algorithms

To be able to characterize the accuracy of this combined system a corre-
sponding theoretical model is needed. The literature offers a good support when
majority voting can be applied ([3], [4]). However, in our case majority voting
cannot be applied directly since besides the logical value of the votes their spa-
tial replacement also count. In this combined system with the above mentioned
voting scheme we can make a good decision even in the case when the bad can-
didates have majority such as in the case illustrated in Fig.1. Bad decision can
be made only when a subset of bad candidates with larger cardinality than the
number of good ones can be bounded by a circle with an appropriate radius. This
decision suits the clinical protocol, since the OD is modelled by a disc having
this radius.

This observation motivated to work out a corresponding theoretical model,
where bad votes can overcome good ones only if a further condition is fulfilled
which is the spatial closeness of the candidates in the above application. With
this model we generalize the simple majority voting scheme, since in the case
of less good votes we still have some chance to make a good decision. This
generalized method can be applied to several problems corresponding to spatial
location with additional constraints (e.g. detecting a certain pixel or region).

In the rest of the paper, section 2 presents the classical voting system. In
section 3 we define a generalization of voting system and show some theoret-
ical results, while section 4 discusses our results for the specific OD detection
application. Section 5 gives conclusion and further recommendations.

2 Majority Voting

Let D = (D1, D2, . . . , Dn) be a set of classifiers, Di : Rk → Ω (i = 1, . . . , n)
where Ω = (ω1, ω2, . . . , ωc) be a set of class labels. In the majority vote method
of combining classifier decisions the class label ωi supported by the majority of
the classifiers Di is assigned to x. Most often ties are broken randomly.

As a special case, we can consider binary classifiers examined exhaustively
in the literature. That is, let n be odd, Ω = (ω1, ω2) (each classifier output
is a binary vector) and all classifiers have the same classification accuracy p.
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An accurate class label is given by the majority vote if at least [n/2] classifiers
give correct answers. The majority vote method with independent classifier de-
cisions gives an overall correct classification accuracy calculated by the binomial
formula:

P =
[n/2]∑
k=0

(
n

k

)
pn−k(1 − p)k. (1)

Several interesting results can be found in [5] applying the majority voting in
pattern recognition. This method is guaranteed to give a higher accuracy than
the individual classifiers if the classifiers are independent and p > 0.5.

3 The Generalization

Let η = (η1, . . . , ηn) be an n-dimensional random variable. Assume that the
coordinates ηi of η are independent random variables with

P (ηi = 1) = p, P (ηi = 0) = 1 − p (i = 1, . . . , n) , (2)

where p ∈ [0, 1]. Execute the experiment η independently t times, and write the
outcomes in a table of size n × t. (The j-th column of the table contains the
realization of η in the j-th experiment (j = 1, . . . , t).) Define now the random
variables χ1, . . . , χt in the following way. If in the j-th column there are k ones
then let

P (χj = 1) = pnk, P (χj = 0) = 1 − pnk (j = 1, . . . , t) , (3)

where the pnk-s (k = 0, 1, . . . , n) are given numbers with

0 ≤ pn0 ≤ · · · ≤ pnn ≤ 1 . (4)

These relations are also illustrated in Fig. 2.

Fig. 2. The triangular matrix of the pnk entries
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Observe that the χj-s are independent. Finally, put

ξ = |{j : χj = 1}| , (5)

that is, ξ is the number of ”good” decisions. Observe that all the individual
decisions ηi (i = 1, . . . , n) are of binomial distribution with parameters (t, p). As
we shall see, ξ is also of binomial distribution, with the appropriate parameters.
To show this, first we need the following lemma.

Lemma 1. For any j = 1, . . . , t we have

P (χj = 1) =
n∑

k=0

pnk

(
n

k

)
pk(1 − p)n−k. (6)

Proof. The statement is trivial in view of the definitions of the objects involved.

We introduce the following notation: put

q =
n∑

k=0

pnk

(
n

k

)
pk(1 − p)n−k. (7)

Lemma 2. The random variable ξ is of binomial distribution with parameters
(t, q).

Proof. Let k ∈ {0, 1, . . . , t}. Then, since the χj-s are independent, we have

P (ξ = k) =
(

n

k

)
qk(1 − q)n−k, (8)

and the statement follows.

In order to have the majority voting be ”better” than the individual decisions,
we need only to guarantee that q ≥ p . The next statement yields a guideline
along this way.

Proposition 1. Let pnk = k/n (k = 0, 1, . . . , n). Then we have q = p, and
consequently Eξ = tp.

Proof. By Lemma 2 we have Eξ = tq. Thus we need only to show that q = p
whenever pnk = k/n (k = 0, 1, . . . , n). Indeed, using that a random variable of
binomial distribution with parameters (n, p) has expected value np, in this case
we have

q =
n∑

k=0

pnk

(
n

k

)
pk(1 − p)n−k =

n∑
k=0

k/n

(
n

k

)
pk(1 − p)n−k = np/n = p . (9)

Hence the statement follows.

As a trivial consequence we obtain the following statement.
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(a) The curve of pnk (b) System accuracy

Fig. 3. The results of the linear case

Corollary 1. Suppose that for all k = 0, 1, . . . , n we have pnk ≥ k/n. Then
q ≥ p, and consequently Eξ ≥ tp .

We indicate the overall performance (P) of the voting system in Fig. 3 for dif-
ferent number of classifiers/algorithms (L) with different accuracies (p) in the
linear case when pnk = k/n.

Theorem 1. Suppose that p ≥ 1/2 and for any n ≥ k1 > k2 ≥ 0 with k1+k2 = n
we have pnk1 +pnk2 ≥ 1(= (k1+k2)/n) and pnk1 ≥ k1/n; further, that pn n

2
≥ 1/2

if n is even. Then q ≥ p, and consequently Eξ ≥ tp .

Proof. One can easily check that for any k1, k2 as in the statement we have

pnk1

(
n

k1

)
pk1(1 − p)n−k1 + pnk2

(
n

k2

)
pk2(1 − p)n−k2 ≥

≥ k1

n

(
n

k1

)
pk1(1 − p)n−k1 +

k2

n

(
n

k2

)
pk2(1 − p)n−k2 .

(10)

This by Proposition 1 clearly implies the statement.

As a trivial consequence we obtain the following result of Kuncheva et al [4].

Corollary 2. Suppose that n is odd, p ≥ 1/2 and for all k = 0, 1, . . . , n we have
pnk = 1, if k > n/2, and pnk = 0, otherwise. Then q ≥ p, and consequently
Eξ ≥ tp .

(a) The curve of pnk (b) System accuracy

Fig. 4. The results of the classical majority voting scheme
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We indicate the overall performance (P) of the voting system in Fig. 4 for dif-
ferent number of classifiers/algorithms (L) with different accuracies (p) in the
classical case.

Of particular interest is the value P (ξ = t), since this expresses the probabil-
ity that we make only ”good” decisions. In case of an individual decision, the
corresponding probability is pt. So we need to choose the probabilities pnk so
that P (ξ = t) ≥ pt. In fact we can characterize a much more general case. For
this purpose we need the following lemma, due to Gilat [6].

Lemma 3. For any integers t and l with t ≥ 1 and 1 ≤ l ≤ t the function

f(x) =
t∑

k=l

(
t

k

)
xk(1 − x)t−k (11)

is strictly monotone increasing on [0, 1].

Note that obviously, for any x ∈ [0, 1] we have

t∑
k=0

(
t

k

)
xk(1 − x)t−k = 1 . (12)

As a simple consequence of Lemma 3 we obtain the following result. Recall
that the ηi-s (i = 1, . . . , n) are just ”individual” random variables, of binomial
distribution with parameters (t, p).

Theorem 2. Let t and l be integers with t ≥ 1 and 1 ≤ l ≤ t. Then P (ξ ≥ l) ≥
P (η1 ≥ l) if and only if q ≥ p, i.e. Eξ ≥ tp.

Proof. Let t and l be as given in the statement. Then we have

P (ξ ≥ l) =
t∑

k=l

(
t

k

)
qk(1 − q)t−k (13)

and

P (η1 ≥ l) =
t∑

k=l

(
t

k

)
pk(1 − p)t−k. (14)

Thus by Lemma 3 we obtain that

P (ξ ≥ l) ≥ P (η1 ≥ l) (15)

if and only if q ≥ p, and the theorem follows.

Theorem 3. Let η = (η1, . . . , ηn) be an n-dimensional random variable. We
consider the joint distribution qa1,...,an = P (η1 = a1, . . . , ηn = an). Let pnk =
k/n (k = 0, 1, . . . , n). Then we have Eξ = p .
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Proof. It follows from rearranging the sums in the following way:

Eξ =
n∑

k=0

∑
a1+...+an=k

k/n · qa1,...,an =

1/n

n∑
i=1

∑
ai=1

qa1,...,an = 1/n

n∑
i=1

P (ηi = 1) = p.

(16)

4 The Specific Application

We have already considered two different types of pnk matrices which satisfy the
expected properties. The system accuracy was characterized in both cases.

The first case was of the linear pnk, while the second matrix was determined
by the classical majority voting scheme.

The last example of the matrix pnk is motivated by our medical imaging
application. In this case the behavior of pnk in variable k for a given n and the
system accuracy are illustrated in Fig 5.

(a) The curve of pnk (b) System accuracy

Fig. 5. The results of our application

Fig. 5 shows that the pnk increase exponentially in k for a given n. This follows
from the results of [7] saying the probability that the diameter of a point set is
not less than a given constant is decrease exponentially if the number of points
tends to infinity. Note that, this diameter corresponds again to the radius of the
OD defined by the clinical protocol.

5 Conclusion

We worked out a new theoretical model that enables the investigation of majority
voting systems being more general than the simple majority voting scheme.
In our specific application better overall system accuracy is achieved than in
case of individual algorithm. Same results are expected for all image processing
problems where the algorithms vote with a single pixel or range as output. In
our application adding a new algorithm to the system seems to be very effective
because of the exponential behavior of the distribution function of the diameter.
The full characterization of the participating algorithms to achieve the best
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system performance is still an open issue. The essential criterion for the selection
of the algorithms to be combined is that p > 1/2 for its accuracy.

A natural factor as for the accuracy of the system is the dependence of the
algorithms. Though this paper concentrates on the independent case it can be
shown that the accuracy can drop/raise based on the dependencies of the algo-
rithms similarly to the majority voting case ([8]). To tune also our system it will
be a future research to see how the accuracy can be raised (to approach the pat-
tern of success) by removing/adding algorithms from/to the existing system in
consideration to individual accuracies and dependencies. The pattern of success
and failure is a useful information in clinical systems since they characterize the
expected value of the system error and the boundary of the system accuracy.
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Abstract. In this paper we present an efficient hybrid classification al-
gorithm based on combining case-based reasoning and random decision
trees, which is based on a general approach for combining lazy and eager
learning methods. We use this hybrid classification algorithm to predict
the pain classification for palliative care patients, and compare the re-
sulting classification accuracy to other similar algorithms. The hybrid
algorithm consistently produces a lower average error than the base al-
gorithms it combines, but at a higher computational cost.

Keywords: hybrid reasoning systems, classifier combination, case-based
reasoning, random decision trees.

1 Introduction

Case-based reasoning (CBR), including instance-based methods, represents a
unique approach to learning and problem solving compared to generalization-
based methods. It is therefore often a choice of one method in a hybrid system,
complementary to generalization-based and inductive methods. Examples in-
clude using an ensemble of different inductive methods to perform adaptation in
CBR [12], and a neural network approach for adaptation, revision, and retain-
ment of cases [5]. As a lazy learning method that postpones the generalization
step until problem solving time [1], CBR has the advantage of including con-
textual information that an eager approach would not have access to, thereby
adapting the reasoning to the particular characteristics of the problem to solve.
Eager methods, on the other hand, have the advantage that parts of the problem
solving behaviour can be precomputed during training, which enables reduced
storage space and faster query processing.

A path of our research is to explore the combination of model-based reasoning,
starting from a predefined model that make some top-down commitments, with
case-based reasoning that make very few high level commitments but rather
grows its knowledge base (case base) in a bottom-up fashion. An example is the
combination of Bayesian Networks with case-based reasoning [4]. In this paper
we examine a hybrid approach that uses a modified version of an eager method,
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Random Decision Trees (RDT), that can be partially precomputed and partially
adapted to the particular problem query.

As of today, there is no consensus about the set of classes that should be used
for pain classification in palliative care [9]. Our domain is open and changing,
which is why we study methods of machine learning and decision support that
are able to produce useful results without making very strong commitments
about the domain.

In an earlier study we examined the problem of determining case similarity
in our palliative care domain, and created a hybrid RDT approach to locate the
most similar case in the case base [7]. In the work presented here we extend our
approach by developing algorithms for classifying cases. We do this by predicting
the average pain and worst pain values for the third week after the first consul-
tation, based on the information collected for the first two weeks. These values
are important because the objective is to minimize the patient’s pain, and the
doctor’s approach for relieving the patient’s pain is applied in full during the
second week. In the third and following weeks, the patient is mainly observed
and pain medication is modified according to needs.

In the next section we review some earlier relevant research, which is followed
in section 3 by a description of our RDT-based experiment and the algorithms
used in the experiment. In section 4 we compare the algorithms and their pa-
rameters and discuss empirical results from running the algorithms on a case
base of palliative care patients. Concluding remarks end the paper.

2 Related Research

Studies of ensembles of random decision trees have been extensive. Among the
most well-known is the Random Forest (RF) classifier [3] which grows a number
of trees based on bootstrap samples of the training data. For each node of a
tree, m variables are randomly chosen and the best split based on these m
variables is calculated based on the bootstrap sample. Each decision tree results
in a classification and is said to cast a vote for that classification. The ensemble
classifier returns the class that receives the most votes. RF can also compute
proximities between pairs of cases that can be used for clustering and data
visualization, and hence as similarity measures for case-based reasoning.

In a thorough study of ensemble method types it was found that the perfor-
mance of an ensemble learning approach varies substantially across applications.
Bian et. al. [2] studied homogeneous and heterogeneous ensembles and found
connections between diversity and performance, and an increased diversity for
heterogeneous ensembles.

A contribution to the analysis of the laziness vs. eagerness distinction, which
corresponds with the distinction between global and local approximations to the
target function, was made by Hendrickx and den Bosch [6]. They studied several
hybrid methods as well as their single components. The analysis showed that the
k-NN method outperformed the eager methods, while the best hybrid methods
outperformed any single methods on combined generalization performance and
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Fig. 1. Using a similarity-based local case subset as training data. A set of neighbors
of the marked problem query to solve are shown as the cases that lie within the circle.
That set is used to train an independent learning algorithm.

statistical error bias. A combined approach for optimizing the combined learning
and classification time of lazy and eager learners was developed by Mohebpour
et.al. [11], a problem also addressed by Veloso and Meira [14].

A particular problem relates to the utility of learned knowledge. The ”utility
problem” occurs when additional knowledge learned decreases a reasoning sys-
tem’s performance instead of increasing it [10,13]. Theoretically this will always
occur in a CBR system when the system’s case base increases without bound.
The utility problem is not necessarily observed in practice for real-world CBR
systems with moderately-sized case bases, however.

Based on one of our own studies [8], we suggest that the usefulness of an
optimization should be measured by the effect it has on the reasoning system’s
overall utility. We measured an example system’s total solution time to show that
case base size reduction methods can be counterproductive because the methods
were more computationally demanding than simply reasoning using the larger
unreduced case base.

3 Random Decision Tree Classification Experiment

The hybrid random decision tree (RDT) algorithm presented here is an approach
to combining machine learning methods with case-based reasoning. We retrieve
the most similar half of the available cases using a domain-specific relevance
measure (a general illustration of this approach is shown in figure 1). We then
run our RDT algorithm as a computationally efficient machine learner using
this subset of cases as training data. This approach combines the lazy and lo-
cally specific characteristics of a CBR retrieval with the more eager and global
characteristics often seen in traditional machine learning algorithms.

In the presented research we expand the use of our RDT algorithm from being
a pure similarity measure to also predicting the classification of unseen cases.
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As part of its internal computations, each decision tree in our algorithm is par-
titioning the cases in the case base between its leaf nodes. This is conceptually
similar to how indexing trees used for efficient retrieval in CBR are constructed.
We exploit this insight to create a classification algorithm where each tree clas-
sifies a new problem query based on the previous cases that lead to the same
leaf node as the new problem query.

If each tree classifies cases as the arithmetic mean of the classification of
previous cases in the same leaf node, and the average of each tree is used as
the combined classification, then it is not necessary to enumerate the specific
subsets of cases present in each leaf node. It is sufficient to know how many
times each case shares a leaf node with the problem query, and then the combined
classification can be determined by taking the weighted average, where each case
is assigned a weight equal to the number of times it shares a leaf node with the
problem query.

The number of times a case shares a leaf node with the problem query is
precisely the proximity of the case, for which we have previously developed an
efficient computational method while exploring the use of RDTs to determine
similarity [7].

Using this proximity-weighted averaging approach, we have implemented a
purely RDT-based classifier and a hybrid RDT+CBR classifier. We explore their
characteristics related to the palliative pain classification domain. For compari-
son purposes we also test a k-NN classifier corresponding to the CBR part of the
hybrid, and a simple and very fast algorithm based only on averaging. We com-
pare the results obtained from these algorithms according to their computational
complexity.

Our data set consists of 1486 cases with numerical features based on patients
in the palliative care domain. The problem description we use for input queries to
be solved consists of 55 numerical features based on measurements and classifi-
cations obtained during the first two weeks after the first consultation. Examples
of these features include the patient’s age, the reported average pain for week 1
on a scale from 0-10, the total opioid dose given as pain relief for week 2 as a
floating point number, and similar features for other aspects such as insomnia,
cognitive functioning and use of antidepressants. As the solution to predict we
use 2 classifications related to the patient’s pain for the third week: the reported
average pain and worst pain on scales from 0-10.

3.1 Algorithms

Computed-Average computes the mean average pain and worst pain values
based on the cases encountered so far, and uses these computed means as the
predicted classifications for the new problem query. It is a simple and fast al-
gorithm which only learns from the problem solutions. It performs this limited
task well, and is used as a baseline comparison for the other algorithms which
attempt to also learn domain knowledge from the more complicated problem
descriptions.
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CBR-k-NN selects the average of the k most similar previously encountered
cases. Similarity is measured using a simple CBR-Difference-Measure func-
tion that was provided as a rough relevance estimate. This estimate is based on
differences in 8 values in the data set that correspond to the variables a domain
expert considers most important. For k = 1 this is the same as retrieving and
copying the solution from the most similar case, while k ≥ 2 performs averaging
as a simple and knowledge-lean multi-case adaptation step during reuse.

N-RandomTrees-Classifier is based on our presented approach for clas-
sification by efficiently evaluating random decision trees on case subsets. N trees
are grown and the average pain and worst pain values are predicted as the av-
erage of all cases in the case base weighted by their computed proximity to the
problem query.

N-Hybrid-Classifier is our hybrid combination of the CBR relevance mea-
sure and using our RDT algorithm for classification. For every input problem
query, the CBR-Difference-Measure function is used to narrow the case
base down to the most similar half. Then N trees are used to compute the av-
erage and worst pain as in the N-RandomTrees-Classifier algorithm, but
based only on the cases from this most relevant half of the case base.

4 Results and Discussion

To achieve a fair comparison we generate 10 versions of the input where the
same patient cases are used, but in 10 different randomly shuffled orders. We
evaluate the algorithms by their average result from each of these modified case
bases. We use this approach because the results of a single run-through of the
case base can vary, due to intrinsic randomness in the RDT-based algorithms
and differences caused by the order in which the cases are presented. For each
algorithm we measure the root mean square error (RMSE) for solving each of
the 10 permuted case bases, and report the average RMSE value.

Figure 2 shows the measured average root mean square error for the different
algorithms, compared according to the time (computational resources) required.
The result for the Computed-Average algorithm is shown as a single point,
as there is no varying parameter and the execution time for a given set of in-
puts remains constant apart from small random fluctuations in the computing
environment. The exact time required depends on the type of computing device
that is used to run the algorithms, but we focus on the relative differences be-
tween these algorithms which is primarily determined by their computational
complexity.

The results for CBR-k-NN are not as sensitive to the exact value of k as an
initial reading of the graph might suggest, because the value of k has a relatively
small effect on the time required to run the algorithm. In fact the visible line for
CBR-k-NN in the graph spans from around k = 5 to k = 1000.

Additional details are shown in table 1, with numerical values for a subset of
the results. The results shown in the table are marked as points in figure 2.
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Fig. 2. Experimental results for the different algorithms and parameters, compared to
the computational resources required. (Lower error and faster time is better.)

The underlying CBR-Difference-Measure function is not in itself partic-
ularly potent as a direct similarity measure. CBR-1-NN produces an error of
4.14. This is worse than a trivial classifier that always predicts 5 as the solution,
which produces an error of 3.62 using the same experimental setup. However, the
variables identified by the domain expert are indeed relevant, as a completely
random similarity measure that retrieves a case at random produces an error of
4.46.

This indicates that the similarity measure is helpful for locating the most
relevant cases, but that predicting the pain values based on only a single sim-
ilar patient is unlikely to work well in this domain. A relatively large k value
of around 75 produces the best result for the CBR-k-NN algorithm in this
experiment.

For our RDT approaches a higher number of trees N produces better results.
Unlike how k affects CBR-k-NN, there is no particular sweet spot for N in either
the RDT trees or the hybrid approach above which the results start deteriorating.
However, the improvements flatten out to become negligible compared to the
increase in computational resources required when using more than around 1000
trees.

N-Hybrid-Classifier has the lowest overall error but a comparatively high
computation costal, while Computed-Average and N-Random-Trees-

Classifier are good choices to produce results very quickly.
This illustrates an important trade-off between speed and accuracy when

choosing a classifier. In this experiment, our approach to combining lazy and
eager classifiers to make a hybrid classifier produced better predictions, but at
an increased computational cost. Whether the increased accuracy is worth the
additional complexity and increased resource cost depends on the exact appli-
cation and usage of the reasoning system. Given a time limit for a particular
application, the algorithm that produces the best results can e.g. be determined
as the lowest line at that point in a graph such as the one shown in figure 2.
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Table 1. Numerical results for our algorithms in the palliative care domain, showing
the computation time required and the average root mean square error

Algorithm Time Error

Computed-Average 1.4 seconds 3.14

CBR-1-NN 26 seconds 4.14
CBR-10-NN 30 seconds 3.09
CBR-75-NN 31 seconds 3.01
CBR-500-NN 32 seconds 3.08

1-Random-Trees-Classifier 1.5 seconds 3.13
10-Random-Trees-Classifier 1.6 seconds 3.10
100-Random-Trees-Classifier 2.9 seconds 3.09
1000-Random-Trees-Classifier 17 seconds 3.08
10000-Random-Trees-Classifier 150 seconds 3.08

1-Hybrid-Classifier 28 seconds 3.03
10-Hybrid-Classifier 30 seconds 3.01
100-Hybrid-Classifier 31 seconds 3.00
1000-Hybrid-Classifier 46 seconds 2.99
10000-Hybrid-Classifier 180 seconds 2.99

5 Conclusions and Further Research

In this paper we have presented an approach for classifying unseen cases in the
palliative care domain by extending our efficiently computable random decision
tree (RDT) algorithm. We have developed methods for predicting the average
pain and worst pain values for palliative care patients. We used a case-based
k-NN method using a domain-specific relevance measure, a knowledge-lean im-
plementation of our RDT method and a hybrid combination of the relevance
measure and the RDT approach. The base RDT approach produced results very
quickly, while the hybrid approach produced better results than either of the base
algorithms at a comparable computational cost to running the k-NN method.

In the palliative care domain, where patients receive treatment over several
months and a better result can potentially result in reduced suffering, using the
best possible algorithm is usually worthwhile. However, in this domain, increas-
ing the parameter for the number of trees in the hybrid algorithm above around
1000 increases the computational cost with negligible improvements in accuracy.

In our ongoing and future work, we are experimenting with using meta-level
reasoning as part of the problem solving process. Our goal is to automatically
determine which algorithm produces the best results for a given data set, and
to use that algorithm for solving future problem queries.
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Abstract. Feature selection is very important procedure in many pat-
tern recognition problems. It is effective in reducing dimensionality, re-
moving irrelevant data, and increasing accuracy of a classifier. In our pre-
vious work we propose a classifier combining the support vector machine
(SVM) classifier with regularized discriminant analysis (RDA) classifier
used to protein fold recognition problem. However high dimensionality of
the feature vectors and small number of samples in the training data set
caused that the problem is ill-posed for an RDA classifier and the feature
selection is crucible for the accuracy of the classifier. In this paper we
propose a simple and effective algorithm based on the class similarity
which solves our problem and helps us to achieve very good acuracy on
a real-world data set.

Keywords: Feature Selection, Support Vectore Machine, Statistical
classifiers, RDA classifier, protein fold recognition.

1 Introduction

Feature selection is defined as the process of selecting most discriminatory subset
of the features. The procedure aims to identify and remove as much irrelevant
and redundant information as possible. This problem is NP-hard. So, the optimal
solution usually cannot be found unless exhaustive search in the feature space
is possible [5]. The dimensionality of the feature vectors usually cause that such
approach is completely inefficient and often impossible.

In our previous paper [4] we presented a classifier which combined the support
vector machine (SVM) classifier with statistical regularized discriminant analysis
(RDA) classifier. The hybrid classifier was used to the protein fold recognition
problem. However high dimensionality of the feature vectors (126D) and small
number of samples in the training data set (385 samples in the set) caused that
the problem is ill-posed for an RDA classifier. In [4] we propose an exhaustive
search feature selection algorithm. It will be not possible to check all combina-
tions of 126 features, but we profit from the fact that the features consist of six
subsets (21 values each). So, we check all possible combinations of these subsets.
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This approach was sufficient to solve our problem, but it was not very
effective. In this paper we present a feature selection algorithm based on the
class similarity which effectively helps us to achieve good accuracy of the RDA
classifier. The accuracy of the combined SVM-RDA classifier is enhanced as well.

Protein structure (fold) prediction is one of the most important goals pur-
sued by bioinformatics. There are several machine-learning methods to predict
the protein folds from amino acids sequences proposed in literature. Ding and
Dubchak [6] experimented with support vector machine (SVM) and neural net-
work (NN) classifiers. Shen and Chou [20] proposed ensemble model based on
nearest neighbour. A modified nearest neighbour algorithm called K-local hy-
perplane (HKNN) was used by Okun [18]. Nanni [17] proposed ensemble of
classifiers: Fishers linear classifier and HKNN classifier.

The rest of this paper is organized as follows: Section 2 introduces the database
and the feature vectors, Section 3 presents the hybrid classifier,
Section 4 decribes proposed feature selection algorithm, Section 5 presents our
experiments and finally in Section 6 the experimental results and conclusions
are discussed.

2 The Database and Feature Vectors

Using machine-learning methods entails the necessity to find out databases with
representation of known protein sequences and its folds. Then this information
must be converted to the feature space representation.

In experiments described in this paper two data sets derived from SCOP
(Structural Classification of Proteins) database are used. The detailed descrip-
tion of these sets can be found in Ding and Dubchak [6]. The training set consists
of 313 protein sequences and the testing set consists of 385 protein sequences.
The training set was based on PDB select sets (Hobohm et al. [12], Hobohm
and Sander [13]) where two proteins have no more than 35% of the sequence
identity. The testing set was based on PDB–40D set developed by Lo Conte et
al. [16] from which representatives of the same 27 largest folds are selected. The
proteins that had higher than 35% identity with the proteins of the training set
are removed from the testing set.

In our experiments the feature vectors developed by Ding and Dubchak [6]
were used. These feature vectors are based on six parameters: Amino acids com-
position (C), predicted secondary structure (S), Hydrophobity (H), Normalized
van der Waals volume (V), Polarity (P) and Polarizability (Z). Each parameter
corresponds to 21 features except Amino acids composition (C), which corre-
sponds to 20 features. The data sets including these feature vectors are available
at http://ranger.uta.edu/~chqding/protein/. For more concrete details, see
Dubchak et al. [7]. The feature vector was slightly changed. The length of the
amino acid sequence was added to the Amino acids composition (C) vector, so
now the C vector has also 20 + 1 = 21 features. Therefore the full feature vector
(C, S, H, V, P, Z) counts 6 x 21 = 126 features.

http://ranger.uta.edu/~chqding/protein/
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3 The SVM-RDA Classifier

The hybrid SVM-RDA classifier combines two different approaches to the clas-
sification task: discriminative and generative. The characteristics of these kinds
of classifiers differs in several respects. The detailed discussion can be found in
[15]. Our goal was to benefit from the advantages of both types of the classifiers.

3.1 The SVM Classifier

The Support Vector Machine (SVM) is a well known large margin classifier
proposed by Vapnik [21]. The basic concept behind the SVM classifier is to search
an optimal separating hyperplane, which separates two classes. The decision
function of the binary SVM is:

f(x) = sign
( N∑

i=1

αiyiK(xi, x) + b
)

, (1)

where 0 ≤ αi ≤ C, i = 1, 2, . . . , N are nonnegative Lagrange multipliers, C is
a cost parameter, that controls the trade off between allowing training errors
and forcing rigid margins, xi are the support vectors and K(xi, x) is the kernel
function. In our experiments we used the radial basis function (RBF) kernel:

K(xi, x) = −γ‖x− xi‖2, γ > 0 , (2)

3.2 The RDA Classifier

Quadratic discriminant analysis (QDA) [9] models the likelihood of class as a
Gaussian distribution and then uses the posterior distributions to estimate the
class for a given test vector. This approach leads to the discriminant function:

dk(x) = (x − μk)T Σ−1
k (x − μk) + log |Σk| − 2 log p(k) , (3)

where x is the test vector, μk is the mean vector, Σk covariance matrix and
p(k) is prior probability of the class k. The values of Σk and μk are replaced in
formula (3) by its estimates Σ̂k and μ̂k.

However, when the number of training samples n is small compared to the
number of dimensions of the training vector the covariance estimation can be ill-
posed. The approach to resolve the ill-posed estimation is to regularize covariance
matrix. The covariance matrix Σk can be replaced by their average i.e. Σ̂ =∑

Σ̂k/
∑

N̂k which leads to Linear Discriminant Analysis (LDA). However, it is
very limited approach so in regularized discriminant analysis (RDA) (Friedman
[8]) each covariance matrix can be estimated as:

Σ̂k(λ) = (1 − λ)Σ̂k + λΣ̂ , (4)

where 0 ≤ λ ≤ 1. The parameter λ controls the degree of shrinkage of the
individual class covariance matrix estimate toward the pooled estimate.
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3.3 The Combined SVM-RDA Classifier

The SVM is a binary classifier but the protein fold recognition is a multi-class
problem. There are many methods proposed in literature to deal with this prob-
lem. In our experiments we used the well-konwn one-versus-one strategy. In this
strategy the binary classifiers are trained between all possible pairs of classes.
Every binary classifier votes for the preferred class and in this way the voting
table is created. The class with maximum number of votes is recognized as the
correct class. However some of these binary classifiers are unreliable. The votes
from these classifiers influence the final classification result. In our method there
is a strategy presented to assign a weight to each vote.

It is easy to notice that the bigger value of the discriminant function for the
class the smaller probability that the vector belongs to this class. So we propose
to define a weight for each vote:

w(x, i) =
(

1 − di(x) − dmin(x)
dmin(x)

)3

, (5)

where x is a feature vector, i is the index of the class to which classifier assigns
a sample, di(x) the value of the discriminant function as defined in (3), and
dmin(x) = min{dk(x)}, k = 1, 2, . . . , n. The more detailed discussion can be
found in [4].

4 Feature Selection Algorithm

There are many feature selection algorithms described in literature. However
we look for a simple, but effective approach which will solve our problem with
the RDA classifier. We check several methods for example [11] based of mutual
correlation and some methods described in [10]. We also try a method proposed
in [14]. However, all these methods are not suitable or not efficient in our case.

So, our first approach was to find some kind of measure of class similarity,
which can elimitate the noisy features i.e. the features which cause that the
samples of the same class are not similar. The measure should be fast and easy
to compute. The simplest is the average Euclidean distance between all samples
of the same class i.e.:

Dist(k, f) =

∑Nk

i=1

∑Nk

j=i+1 ‖xi − xj‖2

Nk ∗ (Nk − 1)/2
, (6)

where k is the class index, Nk number of samples of the class k and xi, xj are
the feature vectors representing the i-th and the j-th sample and f is a feature
subset.

Then we calculate the average value of the Dist(k, f) for all classes as defined
below:

AvgDist(f) =
∑M

k=1 Dist(k, f)
M

, (7)

where f is a feature subset, M the number of classes and Dist(k, f) the distance
defined in (6).
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Fig. 1. The pseudo-code for the CS-SFS algorithm

It is clear that if the value of AvgDist(f) is smaller then the samples of the
same class are closer in a sense of the Euclidean distance. So in our algorithm we
propose to prefer the features subsets which have this value as small as possible.
The algorithm Class Similarity Sequential Forward Selection (CS-SFS) we pro-
pose is presented in figure 1. This algorithm is much better than simple brute
force method used in our previous paper [4] or the standard Sequential Forward
Selection (SFS) algorithm.

However, it has certain drawback. The measure defined in (7) tells us nothing
about how a feature subset distinguish between different classes. It simply defines
some kind of similarity between the samples of the same class. There can be a
feature subset in which all samples are very similar.

To avoid this drawback we define a measure of similarity to all other classes
as presented below.

Distothers(k, f) =

∑Nk

i=1

∑N
j �=i ‖xi − xj‖2

Nk ∗ (N − Nk)
, (8)

and similarly

AvgDistothers(f) =
∑M

k=1 Distothers(k, f)
M

, (9)

So, the best feature subset will be the one with minimal value of Dist(f) and
maximal value of Distothers(f). It is impossible to find a feature subset that
fulfills both criteria. In our algorithm Class Similarity Others Sequential For-
ward Selection (CSO-SFS) we sort feature subsets: increasingly using Dist(f)
criterion and decreasingly using Distothers(f) criterion. Now, we have two lists:
list one in which high position means that the samples of the same class are very
similar for a given feature subset f , and list two in which high position means
that the samples of every class are very dissimilar to the samples from any other
class for a given feature subset f . Then we create the third list (increasingly
sorted) which contains the sums of the positions of the feature subsets on the
list one and the list two.
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Fig. 2. The pseudo-code for the CSO-SFS algorithm

It is clear that the feature subsets which are high on the third list must be
relatively high on the lists one and two. It means that, if we use these feature
subsets, the samples of the same class are relatively similar to each other and
relatively dissimilar to the samples from all other classes. The pseudo-code for
this algorithm is presented on the figure 2.

5 Experiments

Before we could start with our experiments we have to choose some parameters.
However, to avoid overfitting, the cross-validation procedure must be used. We
use k-fold cross-validation with k = 7, because there are at least seven samples
of each class in the training data set.

In our experiments we used an SVM classifier with the RBF kernel, so the
parameters C and γ must be chosen. It was done using a cross-validation pro-
cedure on the training data set. We used a grid-search algorithm with values
C = 2−1, 20, 21..., 210 and γ = 0.025, 0.05, 0.1, ..., 6.4 The best recognition ratio
was achieved using parameter values γ = 0.1 and C = 128. All values of the
feature vectors are scaled to the range [-1; +1] before using an SVM classifier to
avoid attributes in greater numeric ranges dominating those in smaller numeric
ranges.

The next step was to find the best parameter value for regularization for an
RDA classifier. This value must be experimentally chosen using cross-validation
procedure on the training data set We checked λ = 0.0, 0.1, 0.2, ..., 1.0 and find
that λ = 0.7 gave the best results. Then we used the feature selection algorithms
described in Section 4 and we obtained four feature sets 25D – 63D see table 1.
The RDA classifier is used with these four feature sets and using formula (3) we
obtained four different weight sets.

Finally the binary SVM classifiers are trained. They used 126D full feature
vectors scaled to the [−1, +1] interval. Next all these binary classifiers are used
on the testing data set and the voting table is created. Then the weighs obtained
using the RDA classifier and the feature sets are applied to the voting tables.
Now the samples with maximum number of votes (which is now a real number)
is classified as the correct class.
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6 Results and Conclusions

In this paper we present a feature selection algorithm based on the class simi-
larity. The algorithm was tested on a real-world database. As we can see from
table 1 the algorithm works for the RDA and for the SVM-RDA classifier as
well. We can compare this with the result of the SVM classifier (on full 126D
feature set) which is 57.9%. The comparison with other methods is presented in
the table 2.

Table 1. Recognition ratios obtaind using an RDA classifier

Selection method Recognition ratio
(number of features) RDA SVM-RDA

SFS (25) 55.3% 57.7%

Brute force (63) 56.1% 58.7%

CS-SFS (60) 59.2% 62.3%

CSO-SFS (41) 62.3% 64.2%

The accuracy measure used in this paper is the standard Q percentage accu-
racy (Baldi et al., [1]). Suppose there is N = n1 + n2 + . . . + np test proteins,
where ni is the number of proteins which belongs to the class i. Suppose that ci

of proteins from ni are correctly recognised (as belonging to the class i). So the
total number of C = c1 + c2 + . . .+ cp proteins is correctly recognized. Therefore
the total accuracy is Q = C/N .

The results achieved using the proposed strategies are promising. The recog-
nition rates obtained using these algorithms (57,7% - 64,2%) are better than
those described in literature (51.2% - 61.2%) and better than obtained in our
previous experiments (61.8%) [4]. The results are very encouraging. Our results

Table 2. Comparison among different methods

Method Recognition ratio

SVM [6] 56.0%

HKNN [18] 57.4%

DIMLP-B [2] 61.2%

RS1 HKNN K25 [17] 60.3%

RBFN [19] 51.2%

SVM-RDA [4] 61.8%

SVM-RDA (this paper) 64.2%

improved the recognition ratio achieved by other methods proposed in literature
but however some extra experiments are needed. For example It will be inter-
esting how our algorithm prove yourself for other problems with small number
of samples.
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Abstract. In the paper the investigation of m-out-of-n bagging with and without 
replacement using genetic neural networks is presented. The study was 
conducted with a newly developed system in Matlab to generate and test hybrid 
and multiple models of computational intelligence using different resampling 
methods. All experiments were conducted with real-world data derived from 
a cadastral system and registry of real estate transactions. The performance of 
following methods was compared: classic bagging, out-of-bag, Efron’s .632 
correction, and repeated holdout. The overall result of our investigation was as 
follows: the bagging ensembles created using genetic neural networks revealed 
prediction accuracy not worse than the experts’ method employed in reality.  

Keywords: ensemble models, genetic neural networks, bagging, subagging. 

1   Introduction 

Bagging, which is one of the most effective computationally intensive procedures to 
improve unstable regressors and classifiers [23], has been focusing the attention of 
many researchers for last fifteen years. Bagging, which stands for bootstrap 
aggregating, devised by Breiman [3] belongs to the most intuitive and simplest 
ensemble algorithms providing a good performance. Diversity of learners is obtained 
by using bootstrapped replicas of the training data. That is, different training data 
subsets are randomly drawn with replacement from the original base dataset. So 
obtained training data subsets, called also bags, are used then to train different 
classification or regression models. Finally, individual learners are combined through 
an algebraic expression, such as minimum, maximum, sum, mean, product, median, 
etc. [22]. The classic form of bagging is the n-out-of-n with replacement bootstrap 
where the number of samples in each bag equals to the cardinality of a base dataset 
and as a test set the whole original dataset is used. In order to achieve better 
computational effectiveness less overloading techniques were introduced which 
consisted in drawing from an original dataset smaller numbers of samples, with or 
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without replacement. The m-out-of-n without replacement bagging, where at each step 
m observations less than n are distinctly chosen at random within the base dataset, 
belongs to such variants. This alternative aggregation scheme was called by 
Bühlmann and Yu [4] subagging for subsample aggregating. In the literature the 
resampling methods of the same nature as subagging are also named Monte Carlo 
cross-validation [20] or repeated holdout [2]. In turn, subagging with replacement was 
called by Biau et al. [1] moon-bagging, standing for m-out-of-n bootstrap 
aggregating. 

The statistical mechanisms of above mentioned resampling techniques are not yet 
fully understood and are still under active theoretical and experimental investigation 
[1], [2], [4], [5], [8], [9], [20]. Theoretical analyses and experimental results to date 
proved benefits of bagging especially in terms of stability improvement and variance 
reduction of learners for both classification and regression problems. Bagging 
techniques both with and without replacement may provide improvements in 
prediction accuracy in a range of settings. Moreover, n-out-of-n with replacement 
bootstrap and n/2-out-of-n without replacement sampling, i.e. half-sampling, may 
give fairly similar results. 

The size of bootstrapped replicas in bagging usually is equal to the number of 
instances in an original dataset and the base dataset is commonly used as a test set for 
each generated component model. However, it is claimed it leads to an optimistic 
overestimation of the prediction error. So, as test error out-of-bag samples are applied, 
i.e. those included in the base dataset but not drawn to respective bags. These, in turn 
may cause a pessimistic underestimation of the prediction error. In consequence, the 
correction of the out-of-bag prediction error was proposed [2], [7]. 

The main focus of soft computing techniques to assist with real estate appraisals 
was directed towards neural networks [14], [19], [21], [24]. So far, we have 
investigated several methods to construct regression models to assist with real estate 
appraisal: evolutionary fuzzy systems, neural networks, decision trees, and statistical 
algorithms using MATLAB, KEEL, RapidMiner, and WEKA data mining systems 
[11], [15], [17]. We have studied also bagging ensemble models created applying 
these computational intelligence techniques [12], [16], [18].  

The goal of the study presented in this paper was to compare m-out-of-n bagging 
with and without replacement with different sizes of samples with a property 
valuating method employed by professional appraisers in reality and a standard 10-
fold cross validation. Genetic neural networks were applied to real-world regression 
problem of predicting the prices of residential premises based on historical data of 
sales/purchase transactions obtained from a cadastral system. The investigation was 
conducted with a newly developed system in Matlab to generate and test hybrid and 
multiple models of computational intelligence using different resampling methods. 

2   Methods Used and Experimental Setup 

The investigation was conducted with our new experimental system implemented in 
Matlab environment using Neural Network, Fuzzy Logic, Global Optimization, and 
Statistics toolboxes [6], [10]. The system was designed to carry out research into 
machine learning algorithms using various resampling methods and constructing and 
evaluating ensemble models for regression problems.  
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Real-world dataset used in experiments was drawn from a rough dataset containing 
above 50 000 records referring to residential premises transactions accomplished in 
one Polish big city with the population of 640 000 within 11 years from 1998 to 2008. 
The final dataset counted the 5213 samples for which the experts could estimate the 
value using their pairwise comparison method. Due to the fact that the prices of 
premises change substantially in the course of time, the whole 11-year dataset cannot 
be used to create data-driven models, therefore it was split into 20 half-year subsets. 
The sizes of half-year data subsets are given in Table 1. 

Table 1. Number of instances in half-year datasets 

1998-2 1999-1 1999-2 2000-1 2000-2 2001-1 2001-2 2002-1 2002-2 2003-1 
202 213 264 162 167 228 235 267 263 267 

2003-2 2004-1 2004-2 2005-1 2005-2 2006-1 2006-2 2007-1 2007-2 2008-1 
386 278 268 244 336 300 377 289 286 181 

 
In order to compare evolutionary machine learning algorithms with techniques 

applied to property valuation we asked experts to evaluate premises using their 
pairwise comparison method to historical data of sales/purchase transactions recorded 
in a cadastral system. The experts worked out a computer program which simulated 
their routine work and was able to estimate the experts’ prices of a great number of 
premises automatically. 

First of all the whole area of the city was divided into 6 quality zones. Next, the 
premises located in each zone were classified into 243 groups determined by 5 
following quantitative features selected as the main price drivers: Area, Year, Storeys, 
Rooms, and Centre. Domains of each feature were split into three brackets as follows:  

Area denotes the usable area of premises and comprises small flats up to 40 m2, 
medium flats in the bracket 40 to 60 m2, and big flats above 60 m2.  

Year (Age) means the year of a building construction and consists of old buildings 
constructed before 1945, medium age ones built in the period 1945 to 1960, and new 
buildings constructed between 1960 and 1996, the buildings falling into individual 
ranges are treated as in bad, medium, and good physical condition respectively.  

Storeys are intended for the height of a building and are composed of low houses 
up to three storeys, multi-family houses from 4 to 5 storeys, and tower blocks above 5 
storeys. 

Rooms are designated for the number of rooms in a flat including a kitchen. The 
data contain small flats up to 2 rooms, medium flats in the bracket 3 to 4, and big flats 
above 4 rooms.  

Centre stands for the distance from the city centre and includes buildings located 
near the centre i.e. up to 1.5 km, in a medium distance from the centre - in the 
brackets 1.5 to 5 km, and far from the centre - above 5 km. 

Then the prices of premises were updated according to the trends of the value 
changes over time. Starting from the second half-year of 1998 the prices were updated 
for the last day of consecutive half-years. The trends were modelled by polynomials 
of degree three. Premises estimation procedure employed a two-year time window to 
take into consideration transaction data of similar premises. 
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1. Take next premises to estimate. 
2. Check the completeness of values of all five features and note a transaction 

date. 
3. Select all premises sold earlier than the one being appraised, within current 

and one preceding year and assigned to the same group. 
4. If there are at least three such premises calculate the average price taking the 

prices updated for the last day of a given half-year. 
5. Return this average as the estimated value of the premises. 
6. Repeat steps 1 to 5 for all premises to be appraised. 
7. For all premises not satisfying the condition determined in step 4 extend the 

quality zones by merging 1 & 2, 3 & 4, and 5 & 6 zones. Moreover, extend 
the time window to include current and two preceding years. 

8. Repeat steps 1 to 5 for all remaining premises. 

In our study we employed an evolutionary approach to real-world regression problem 
of predicting the prices of residential premises based on historical data of 
sales/purchase transactions obtained from a cadastral system, namely genetic neural 
networks (GNN). Our GNN approach consisted in the evolution of connection 
weights with a predefined architecture of feedforward network with backpropagation 
comprising for five neurons in an input and hidden layers. The whole set of weights in 
a chromosome was represented by real numbers. Similar solutions are described in 
[13], [25]. Following resampling methods and their variants were applied in 
experiments and compared with the standard 10cv and the experts’ method. 

Classic: B100, B70, B50, B30 – m-out-of-n bagging with replacement with 
different sizes of samples using the whole base dataset as a test set. The numbers in 
the codes indicate what percentage of the base set was drawn to create training sets. 

OoB: O100, O70, O50, O30 – m-out-of-n bagging with replacement with different 
sizes of samples tested with the out-of-bag (OoB) datasets. The numbers in the codes 
mean what percentage of the base dataset was drawn to create a training set. 

Efron’s .632: E100, E70, E50, E30 – models represent the Efron’s 0.632 bootstrap 
method correcting the out-of-bag prediction error using the weighted average of the 
OoB error and so called resubstitution or apparent error with the weights equal to 
0.632 and 0.368 respectively [2], [7]. 

k-Holdout: H90, H70, H50, H30 – m-out-of-n bagging without replacement with 
different sizes of samples. The numbers in the codes point out what percentage of the 
base dataset was drawn to create a training set. 

In the case of bagging methods 50 bootstrap replicates (bags) were created on the 
basis of each base dataset, as performance functions the mean square error (MSE) was 
used, and as aggregation functions simple averages were employed. The 
normalization of data was accomplished using the min-max approach. 

3   Results of Experiments 

The performance of Classic, OoB, Efron’s .632, and k-Holdout models created by 
genetic neural networks (GNN) in terms of MSE is illustrated graphically in Figures 1 
and 2 respectively. In each figure for comparison the same results for 10cv and Expert 
methods are shown. The Friedman test performed in respect of MSE values of all 
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models built over 20 half-year datasets showed that there are significant differences 
between some models. Average ranks of individual models are shown in Table 2, 
where the lower rank value the better model. In Table 3 and 4 the results of 
nonparametric Wilcoxon signed-rank test to pairwise comparison of the model 
performance are presented. The zero hypothesis stated there were not significant 
differences in accuracy, in terms of MSE, between given pairs of models. In both 
tables + denotes that the model in the row performed significantly better than, – 
significantly worse than, and ≈ statistically equivalent to the one in the corresponding 
column, respectively. In turn, / (slashes) separate the results for individual methods. 
The significance level considered for the null hypothesis rejection was 5%.  

  
 

Fig. 1. Performance of Classic (left) and OoB (right) models generated using GNN 

Table 2. Average rank positions of models determined during Friedman test  

Method 1st 2nd 3rd 4th 5th 6th 
Classic B100 (2.25) B70 (2.50) B50 (3.60) Expert (3.60) 10cv (4.05) B30 (5.00) 
OoB 10cv (2.50) O100 (3.00) Expert (3.10) O70 (3.25) O50 (4.00) O30 (5.15) 
Efron’s .632 E100 (2.70) E70 (3.20) Expert (3.40) E50 (3.50) 10cv (3.50) E30 (4.70) 
k-Holdout 10cv (2.60) H90 (2.70) Expert (3.00) H70 (3.70) H50 (3.95) H30 (5.05) 
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Fig. 2. Performance of Efron’s .632 (left) and k-Holdout (right) models created by GNN 

Table 3. Results of Wilcoxon tests for the performance of bagging with replacement models 

 B/O/E100 B/O/E70 B/O/E50 B/O/E30 10cv Expert 
B/O/E100  ≈ / ≈ / ≈ + / ≈ / ≈ + / + / + + / ≈ / ≈ ≈ / ≈ / ≈ 
B/O/E70 ≈ / ≈ / ≈  ≈ / ≈ / ≈ + / + / + + / ≈ / ≈ ≈ / ≈ / ≈ 
B/O/E50 – / ≈ / ≈ ≈ / ≈ / ≈  + / + / + ≈ / – / ≈ ≈ / ≈ / ≈ 
B/O/E30 – / – / – – / – / – – / – / –  – / – / ≈ ≈ / ≈ / ≈ 
10cv – / ≈ / ≈ – / ≈ / ≈ ≈ / + / ≈ + / + / ≈  ≈ / ≈ / ≈ 
Expert ≈ / ≈ / ≈ ≈ / ≈ / ≈ ≈ / ≈ / ≈ ≈ / ≈ / ≈ ≈ / ≈ / ≈  

Table 4. Results of Wilcoxon tests for the performance of bagging without replacement models 

 H90 H70 H50 H30 10cv Expert 
H90  ≈ ≈ + ≈ ≈ 
H70 ≈  ≈ + – ≈ 
H50 ≈ ≈  + ≈ ≈ 
H30 – – –  – ≈ 
10cv ≈ + ≈ +  ≈ 
Expert ≈ ≈ ≈ ≈ ≈  
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The general outcome is as follows: the performance of the experts’ method 
fluctuated strongly achieving for some datasets excessively high MSE values and for 
others the lowest values; MSE ranged from 0.007 to 0.023. The models created over 
30% subsamples performed significantly worse than ones trained using bigger 
portions of base datasets for all methods. More specifically, no significant differences 
between B100 and B70 were observed. B100 and B70 provided better results than 
10cv. No significant differences were noticed among O100, O70, and 10cv. In turn, 
10cv turned out to be better than O50. No significant differences among E100, E70, 
E50, and 10cv were seen. H90 and H50 did not show any significant difference when 
compared to H70 and 10cv. 

A separate Wilcoxon test showed that B100 performed significantly better than 
H50. Thus, our tests did not confirm the observation presented in the literature that 
classic bagging and half-sampling provide statistically equivalent results.  

4   Conclusions and Future Work 

The experiments, aimed to compare the performance of bagging ensembles built 
using genetic neural networks over real-world data taken from a cadastral system with 
different numbers of training samples drawn from the base dataset with and without 
replacement. The performance of following methods was compared: three variants of 
m-out-of-n bagging with replacement, i.e. classic bagging, out-of-bag, Efron’s .632 
correction, and one m-out-of-n bagging without replacement called also subagging or 
repeated holdout. Moreover, the predictive accuracy of a pairwise comparison method 
applied by professional appraisers in reality was compared with soft computing 
machine learning models for residential premises valuation. 

The overall results of our investigation were as follows. The bagging ensembles 
created using genetic neural networks revealed prediction accuracy not worse than the 
experts’ method employed in reality. It confirms that automated valuation models can 
be successfully utilized to support appraisers’ work.  

We plan to continue exploring resampling methods ensuring faster data processing 
such as random subspaces, subsampling, and techniques of determining the optimal 
sizes of multi-model solutions. This can lead to achieve both low prediction error and 
an appropriate balance between accuracy, complexity, stability.  
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Abstract. The paper describes the method for structured output clas-
sification that is able to perform classification task for unknown shape
of output structure. In previous work authors provided that the classi-
fication of the element in the output structure can be performed using
standard input of the instance (its profile) as well as all other preced-
ing output elements (already classified) as learning attributes. Now they
present how the order of the score function application to each element
of output space is important and may determine the overall accuracy.
For that reason the paper addresses the crucial problem of how to order
elements in the structured learning process to get greater final accuracy.
The learning is performed by means of ensemble, boosting classification
method adapted to structured prediction - the AdaBoostSeq algorithm
according to several ordering methods. A heuristic method of ordering is
worked out as well. Experimental studies were carried out on a number
of real financial datasets.

Keywords: Structured Output Learning, Structured Output Predic-
tion, Classifier Fusion, Ensembles, Multiple Classifier Systems.

1 Introduction

Recently, it has been observed a growing interest in machine learning algorithms
which are able to operate on structured data. Such a data consists of a set of
training input-output pairs but either the input or the output (sometimes both
of them) are more complex in comparison with traditional data types, namely
vectors. Structured prediction may deal with the output space that contains a
complex structure like sequences, trees or graphs. However, the combined ap-
plicability and generality of learning in complex spaces result with a number of
significant theoretical and practical challenges.

Standard classification or regression problems tend to discover the mapping
to output space that is either real-valued or a value from a small, unstructured
set of labels. Structured output prediction, in opposite, deals with the nature of
output space that might contain a structure rich in information that, in turn,
can be utilized in the learning process. Due to the profile of structured output
prediction, it requires in some cases an optimization or search mechanism over
complete output space, that makes the problem nontrivial.
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c© Springer-Verlag Berlin Heidelberg 2011



222 T. Kajdanowicz and P. Kazienko

In the community of hybrid information systems there exists a variety of struc-
tured output prediction problems [2], for instance protein function classification,
semantic classification of images or text categorization. The structured output
prediction (classification) methods solving such problems might be designed on
the basis of two distinct approaches. The former utilizes a priori known informa-
tion about the structure, i.e. makes use of sequential structure, i.e. the algorithm
tries to benefit from relations between predecessors and consequents. The lat-
ter does not assume any shape of output structure and attempts to perform
prediction on the pure data.

2 Related Work

The most obvious and directly arising method for structured output predic-
tion is a probabilistic model jointly considering the input and output variables.
There exist many examples of such probabilistic models for a variety of inputs
and outputs, e.g. probabilistic graphical models or stochastic context free gram-
mars. Given an input, the predicted output might be determined as the result
of maximization of the posteriori probability, namely the technique of maximum
posteriori estimation. In such approaches, the learning is to model the joint in-
put and output data distribution. However, it is well known that this approach
of first modeling the distribution and subsequently using maximum a posteri-
ori estimation for prediction is indirect and might be suboptimal. Therefore, the
other, direct discriminative approach might be more appropriate. Such a discrim-
inative learning algorithms perform a prediction on the basis of scoring function
optimization over the output space. Recently presented and studied discrimi-
native learning algorithms include Max-margin Markov Nets that consider the
structured output prediction problem as a quadratic programming problem [10],
a bit more flexible approach that is an alternative adjustment of logistic regres-
sion to the structured outputs called Conditional Random Fields [8], Structured
Perceptron [1] that has minimal requirements on the output space shape and
is easy to implement, Support Vector Machine for Interdependent and Struc-
tured Outputs (SV MSTRUCT ) [12], which applies variety of loss functions and
an example of adaptation of the popular backpropagation algorithm - BPMLL
[14] where a new error function takes multiple targets into account. Another
example of structured output algorithm is an extention of the original AdaBoost
algorithm to the sequence labeling case without reducing it to several simple
two-class problems; it is the AdaBoostSeq algorithm proposed by authors in [6]
and utilized in this paper within experimental studies.

Summarizing, both presented approaches, the generative modeling and the
discriminative learning algorithms make use of scoring function to score each
element of the output space. In case of iterative algorithms like AdaBoostSeq
[6] the order of the score function application to each element of output space
is important and may determine the overall accuracy. Therefore appropriate
output space learning order is required to provide best possible generalization.
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3 Structured Output Learning Using AdaBoostSeq
Algorithm and Heuristics

It was proposed the modification of the cost function as well as the new structure
of sequential increments in AdaBoostSeq algorithm. It was originally based on
the most popular boosting algorithm, AdaBoost [3,11,13].

It is assumed that the structured output classification is a binary sequence
classification problem with yμ

i ∈ {−1, 1}, for i = 1, 2, . . . , N and μ = 1, 2, . . . , T ,
where N is the number of cases, T is the length of the sequence, i.e. the number
of elements in the structure. The general goal of the multiple model method is
to construct T optimally designed linear combinations of K base classifiers:

∀μ = 1, 2, . . . , T Fμ(x) =
K∑

k=1

αμ
kΦ(x, Θμ

k ) (1)

where: Fμ(x) is the combined, final meta classifier for the μth sequence item
(structure element); Φ(x, Θμ

k ) represents the kth base classifier, performing ac-
cording to its Θμ

k parameters and returning a binary class label for each instance
(case) x; αμ

k is the weight associated to the kth classifier.
Values of the unknown parameters (αμ

k and Θμ
k ) result from minimization

of prediction error for each μth sequence element for all K classifiers obtained
in stage-wise suboptimal method in M steps [11]. The optimized sequence-loss
balancing cost function J is defined as:

J(αμ, Θμ) =
N∑

i=1

exp(−yμ
i (ξFμ

m−1(xi) + (1 − ξ)yμ
i R̂μ

m(xi) + αμΦ(xi, Θ
μ))) (2)

where: R̂μ
m(xi) is an impact function denoting the influence on prediction accord-

ing to the quality of preceding sequence labels predictions; ξ is the parameter
that allows controlling the influence of impact function in weights composition,
ξ ∈ 〈0, 1〉.

R̂μ
m(xi) is applied in computation for current sequence position, as follows:

R̂μ
m(xi) =

m−1∑
j=1

αμ
j Rμ(xi) (3)

Rμ(xi) =

∑μ
l=1 yl

i
F l(xi)∑

K
k=1 αl

k

μ
(4)

where: Rμ(xi) is the auxiliary function that denotes the average coincidence be-
tween prediction result F l(xi) and the actual value yl

i weighted with the weights
αl

k associated to the kth base classifiers for all sequence items achieved so far
(from 1 to μ) with respect to the value of μ.
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The impact function R̂μ
m(xi), introduced in Eq. 3 and 4, measures the

correctness of prediction for all preceding labels l = 1, . . . , μ in the sequence.
This function is utilized in the cost function and it provides the smaller error
deviation for the whole sequence. The greater compliance between prediction
and the real value, the higher the function value.

The presented above brief explanation lead to the AdaBoostSeq algorithm
for sequence prediction and may be found as full version in [7]. Overall, the
AdaBoostSeq algorithm performs the learning of structured output in sequential
manner, step by step for each of the structured output elements and results
obtained in the previous steps are utilized as an additional input for the following
elements. Therefore, the order of elements (the order of learning) may have
significant impact on the overall classification accuracy.

As the complete overview over the space of all possible ordering solutions is
exponentially complex there should be a method providing reasonable ordering
in acceptable time. In order to provide the ordering of the learning steps a new
approach formalized as a heuristics in the searching process is proposed.

The proposed heuristics is constructed on the basis of classification error min-
imization. The heuristics determine which output element should be taken in the
next step of learning process. It is done by quick assessment of the classification
error for all remaining elements in the structured output. The element that is
classified with the smallest error is taken as next in ordering. Therefore in the
structured output of n elements it is needed to perform n2+n

2 − 1 evaluations to
propose the ordering. The evaluation contains the learning and testing phase.
For instance if we consider structured output classification of 10 elements the
heuristics will require 10 error evaluations in order to determine the first element
in the learning. The second element will be chosen from 9 and so on, up to the
tenth element, together 54 evaluations.

4 Experiments and Results

The main objective of performed experiments was to evaluate the classification
accuracy of the AdaBoostSeq algorithm driven by various learning ordering of
output elements. The method was examined according to hamming loss and clas-
sification accuracy for six distinct datasets. The utilized measures are calculated
based on the differences of the actual and the predicted sets of labels (classes)
over all cases xi in the test set. The first measure is Hamming Loss HL, which
was proposed in [9] and is defined as:

HL =
1
N

N∑
i=1

Yi�F (xi)
|Yi| (5)

where: N is the total number of cases xi in the test set; Yi denotes actual (real)
labels (classes) in the sequence, i.e. entire structure corresponding to instance
xi; F (xi) is a sequence of labels predicted by classifier and � stands for the
symmetric difference of two vectors, which is the vector-theoretic equivalent of
the exclusive disjunction in Boolean logic.
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Fig. 1. Average relative Hamming Loss (HL) error in comparison with result obtained
with the best ordering (1- Sequential ordering, 2 - Reverse sequential ordering, 3 - Best
ordering , 4 - Heuristic ordering, 5 - Worst ordering, 6 - Random ordering)

The second evaluation measure utilized in the experiments is Classification
Accuracy CA [4], defined as follows:

CA =
1
N

N∑
i=1

I(Yi = F (xi)) (6)

where: I(true) = 1 and I(false) = 0.
Measure CA is a very strict evaluation measure as it requires the predicted

sequence of labels to be an exact match of the true set of labels.
The main attention in the experiment was concentrated on the evaluation

of six distinct ordering schemes that have been implemented. These ordering
schemes were proposed to examine weather the order of output elements being
learned is really important and if so, how to propose reasonable heuristic ordering
method that may be efficient and provide ability to result with high accuracy.

Six distinct ordering schemes were examined:

1. Sequential ordering (from left to right)
2. Reverse sequential ordering (from right to left)
3. Best ordering (with the best classification accuracy among all others)
4. Heuristic ordering (ordering that was obtained by the procedure explained

in Sec. 3)
5. Worst ordering (ordering that provides the worst classification accuracy)
6. Random ordering (obtained randomly from uniform distribution)

The performance of analyzed methods was evaluated using 10-fold cross-
validation and the evaluation measures from Eq. 5 and Eq. 6. These two metrics
are widely-used in the literature and are indicative for the performance.

The experiments were carried out on six distinct, real datasets from the same
application domain of debt portfolio pattern recognition [5]. Datasets represent
the problem of aggregated prediction of sequential repayment values over time for
a set of claims. The structured output for each debt (case) is composed of a vector
of binary indicators denoting whether in given period of time it was repaid at a
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certain level. The output to be predicted is provided for all consecutive periods
of time the case was repaid. For the purpose of the experiment, the output was
limited to only six elements. The number of cases in the datasets varied from
1,703 to 6,818, while the number of initial, numeric input attributes was the
same: 25. Note that the number of input attributes refers only classification
for the first element in the sequence; for the others, outputs of the preceding
elements are added to their input.

Fig. 2. Average relative Classification Accuracy error in comparison with result ob-
tained with the best ordering (1- Sequential ordering, 2 - Reverse sequential ordering,
3 - Best ordering , 4 - Heuristic ordering, 5 - Worst ordering, 6 - Random ordering)

Table 1. Results obtained in the experiments, where orderings denote: 1- Sequential
ordering, 2 - Reverse sequential ordering, 3 - Best ordering , 4 - Heuristic ordering,
5 - Worst ordering, 6 - Random ordering; HL - Hamming Loss, CA - Classification
Accuracy

Ordering schema
1 2 3 4 5 6

Dataset HL CA HL CA HL CA HL CA HL CA HL CA

1 0.056 0.764 0.056 0.769 0.046 0.801 0.051 0.772 0.063 0.730 0.054 0.767

2 0.090 0.689 0.099 0.692 0.083 0.725 0.097 0.680 0.109 0.639 0.097 0.686

3 0.091 0.726 0.090 0.765 0.080 0.776 0.091 0.733 0.113 0.693 0.096 0.734

4 0.140 0.551 0.146 0.543 0.123 0.607 0.135 0.576 0.153 0.519 0.139 0.562

5 0.131 0.467 0.137 0.441 0.121 0.500 0.135 0.451 0.142 0.432 0.133 0.461

6 0.146 0.525 0.146 0.507 0.124 0.583 0.147 0.556 0.172 0.444 0.151 0.519

Average 0.109 0.620 0.112 0.620 0.096 0.665 0.109 0.628 0.125 0.576 0.112 0.621

The results with values of Hamming Loss and Classification Accuracy are
presented in Tab. 1. Its relative values, with respect to the best possible order
(no. 3), i.e. (x − best)/best · 100%, are depicted in Tab. 2, Fig. 1, and Fig. 4.

As we can see, the average differences between the worst (no. 5) and the best
results (no. 3) are about 30% (for HL) and 14% (for CA). This is the margin,
within which some heuristic methods can be searched. The regular order (no. 1)
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Table 2. Average relative errors in comparison with the best ordering, in percentage
(0 denotes the same accuracy like obtained with the best ordering), the orderings
are: 1- Sequential ordering, 2 - Reverse sequential ordering, 3 - Best ordering , 4 -
Heuristic ordering, 5 - Worst ordering, 6 - Random ordering; HL - Hamming Loss, CA
- Classification Accuracy

Ordering schema
1 2 3 4 5 6

Dataset HL CA HL CA HL CA HL CA HL CA HL CA

1 22.69 4.59 22.90 3.93 0.00 0.00 12.61 3.54 39.08 8.78 19.04 4.25

2 8.77 5.04 18.64 4.56 0.00 0.00 16.95 6.27 31.13 11.93 16.28 5.47

3 13.92 6.44 11.92 1.38 0.00 0.00 12.80 5.47 40.62 10.68 19.63 5.34

4 13.54 9.28 18.83 10.61 0.00 0.00 10.13 5.15 24.73 14.59 13.26 7.38

5 7.60 6.64 12.79 11.74 0.00 0.00 11.14 9.78 16.98 13.59 9.30 7.86

6 17.81 10.06 17.09 13.10 0.00 0.00 18.13 4.69 38.06 23.83 21.47 11.04

Average 14.05 7.01 17.03 7.55 0.00 0.00 13.63 5.82 31.76 13.90 16.50 6.89

is somewhere in the middle between the best and the worst one. The reverse order
of elements (no. 2) are always worse than the regular one (no. 1). An average
random order (no. 6) is better than the reverse order (no. 2) and either better
(for CA) or worse (for HL) than the regular order. The heuristic method of
ordering (no. 4) is usually better than other ordering methods (no. 1, 2, 5, 6). In
particular, this heuristic approach usually gains in both CA and HL compared
to the regular order. The heuristic method appears to be a rational solution
between the simple orders (like regular, reverse or random ones) and searching
for the best one, what is computationally too expensive.

5 Conclusions

The problem of structured output elements ordering in the prediction was con-
sidered in the paper. The studied problem was implemented according to Ad-
aBoostSeq algorithm based on the assumption that labels of the already classified
output elements are used as additional input features for the next elements. Since
the elements in the sequence may be correlated, their order of learning may influ-
ence accuracy of the entire classification. According to experiments, the margin
between the worst and the best order may be even several dozen of percent for
hamming loss measure and a dozen for classification accuracy. Moreover, the
natural, sequential order, did not provide the best possible classification results
even if the nature of studied problem would indicate that. The heuristic order
proposed in the paper appears to be a reasonable direction to find the order
which provides better results than other simple orders; it is simultaneously com-
putationally much less expensive than checking all possible orders to find the
best one.

Further studies will focus on development of some other heuristic ordering
methods and experiments on other datasets.
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Abstract. In the paper measures of classifier competence and diversity
using a probabilistic model are proposed. The multiple classifier system
(MCS) based on dynamic ensemble selection scheme was constructed us-
ing both measures developed. The performance of proposed MCS was
compared against three multiple classifier systems using six databases
taken from the UCI Machine Learning Repository and the StatLib sta-
tistical dataset. The experimental results clearly show the effectiveness
of the proposed dynamic selection methods regardless of the ensemble
type used (homogeneous or heterogeneous).

Keywords: Dynamic ensemble selection, Classifier competence, Diver-
sity measure.

1 Introduction

Dynamic ensemble selection (DES) methods are recently intensively developed
as an effective approach to the construction of multiple classifier systems ([10],
[14], [17]). In these methods, first an ensemble of base classifiers is dynamically
selected and then the selected classifiers are combined by majority voting. The
most DES schemes use the concept of classifier competence on a defined neigh-
bourhood or region [15], such as the local accuracy estimation [19], [6], [16],
Bayes confidence measure [12], multiple classifier behaviour [11] or probabilistic
model [17], among others.

The performance of multiclassifier system based on DES approach can be
significantly improved through the use of diverse ensemble of classifiers ([2], [4],
[5]). Then, it is intuitively clear that classifiers to be selected should be competent
(accurate) as well as diverse (different from one another).

In this paper a novel procedure for ensemble selection is developed, in which
both a competence and a diversity of member classifiers are simultaneously taken
into consideration in the dynamic fashion. Methods for calculating classifier com-
petence and diversity using a probabilistic model are based on the original con-
cept of a randomized reference classifier (RRC) [17], which – on average – acts
like classifier evaluated. The competence of a classifier is calculated as the prob-
ability of correct classification of the respective RRC and the class-dependent

E. Corchado, M. Kurzyński, M. Woźniak (Eds.): HAIS 2011, Part II, LNAI 6679, pp. 229–236, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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error probabilities of RRC are used for determining the diversity measure, which
evaluates the difference of incorrect outputs of classifiers [1]. Next, the proce-
dure for dynamic ensemble selection using both measures is proposed, in which
incompetent classifiers are eliminated and the ensemble is kept maximally di-
verse. The subset of classifiers selected in the DES procedure is combined using
continuous-valued outputs and weighted majority voting where the weights are
equal to the competence values.

The paper is organized as follows. In section 2 the randomized reference classi-
fier (RRC) is presented and measures of base classifier competence and ensemble
diversity are developed. Section 3 describes the multiple classifier system that
was constructed using both measures. The experiments conducted and results
with discussion are presented in section 4. Section 5 concludes the paper.

2 Theoretical Framework

2.1 Preliminaries

Consider a classification problem with a set M = {1, 2, . . . , M} of class labels
and a feature space X ⊆ Rn. Let a pool of classifiers, i.e. a set of trained
classifiers Ψ = {ψ1, ψ2, . . . , ψL} be given. Let

ψl : X → M (1)

be a classifier, that produces a vector of discriminant functions [dl1(x), dl2(x), . . . ,
dlM (x)] for an object described by a feature vector x ∈ X . The value of dlj(x),
j ∈ M represents a support given by the classifier ψl for the fact that the object
x belongs to the j-th class. Assume without loss of generality that dlj(x) ≥ 0
and

∑
j dlj(x) = 1. Classification is made according to the maximum rule

ψl(x) = i ⇔ dli(x) = max
j∈M

dlj(x). (2)

Now, our purpose is to determine the following characteristics, which will be the
basis for dynamic selection of classifiers from the pool:

1. a competence measure C(ψl|x) of each base classifier (l = 1, 2, . . . , L), which
evaluates the competence of classifier ψl i.e. its capability to correct activity
(correct classification) at a point x ∈ X .

2. a diversity measure D(ΨE |x) of any ensemble of base classifiers ΨE , consid-
ered as the independency of the errors made by the member classifiers at a
point x ∈ X .

In this paper trainable competence and diversity functions are proposed using a
probabilistic model. It is assumed that a learning set

S = {(x1, j1), (x2, j2), . . . , (xN , jN )}; xk ∈ X , jk ∈ M (3)

is available for the training of competence and diversity measures.
In the next section the original concept of a reference classifier will be pre-

sented, which – using probabilistic model – will state the convenient and effective
tool for determining both competence and diversity measures.
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2.2 Randomized Reference Classifier - RRC

A classifier1 ψ from the pool Ψ is modeled by a randomized reference classifier
(RRC) [17] which takes decisions in a random manner. A randomized decision
rule (classifier) is, for each x ∈ X , a probability distribution on a decision space
[3] or – for the classification problem (2) – on the product [0, 1]M , i.e. the space
of vectors of discriminant functions (supports).

The RRC classifies object x ∈ X according to the maximum rule (2) and it is
constructed using a vector of class supports [δ1(x), δ2(x), . . . , δM (x)] which are
observed values of random variables (rvs) [Δ1(x), Δ2(x), . . . , ΔM (x)]. Probabil-
ity distributions of the random variables satisfy the following conditions:

(1) Δj(x) ∈ [0, 1];
(2) E[Δj(x)] = dj(x), j = 1, 2, . . . , M ;
(3)

∑
j=1,2,...,M Δj(x) = 1,

where E is the expected value operator. In other words, class supports produced
by the modeled classifier ψ are equal to the expected values of class supports
produced by the RRC.

Since the RRC performs classification in a stochastic manner, it is possible to
calculate the probability of classification an object x to the i-th class:

P (RRC)(i|x) = Pr[∀k=1,...,M, k �=i Δi(x) > Δk(x)]. (4)

In particular, if the object x belongs to the i-th class, from (4) we simply get
the conditional probability of correct classification Pc(RRC)(x).

The key element in the modeling presented above is the choice of probability
distributions for the rvs Δj(x), j ∈ M so that the conditions 1-3 are satisfied.
In this paper beta probability distributions are used with the parameters αj(x)
and βj(x) (j ∈ M). The justification of the choice of the beta distribution can
be found in [17] and furthermore the MATLAB code for calculating probabilities
(4) was developed and it is freely available for download [18].

Applying the RRC to a learning point xk and putting in (4) i = jk, we get
the probability of correct classification of RRC at a point xk ∈ S, namely

Pc(RRC)(xk) = P (RRC)(jk|xk), xk ∈ S. (5)

Similarly, putting in (4) a class j �= jk we get the class-dependent error proba-
bility at a point xk ∈ S:

Pe(RRC)(j|xk) = P (RRC)(j|xk), xk ∈ S, j(�= jk) ∈ M. (6)

In next sections probabilities of correct classification (5) and conditional prob-
abilities of error (6) for learning objects will be utilized for determining the
competence and diversity functions of base classifiers.

1 Throughout this subsection, the index l of classifier ψl and class suppports dlj(x) is
omitted for clarity.
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2.3 Measure of Classifier Competence

Since the RRC can be considered equivalent to the modeled base classifier ψl ∈ Ψ ,
it is justified to use the probability (5) as the competence of the classifier ψl at
the learning point xk ∈ S, i.e.

C(ψl|xk) = Pc(RRC)(xk). (7)

The competence values for the validation objects xk ∈ S can be then extended
to the entire feature space X . To this purpose the following normalized Gaussian
potential function model was used ([17]):

C(ψl|x) =

∑
xk∈S C(ψl|xk)exp(−dist(x, xk)2)∑

xk∈S exp(−dist(x, xk)2)
, (8)

where dist(x, y) is the Euclidean distance between the objects x and y.

2.4 Measure of Diversity of Classifiers Ensemble

As it was mentioned previously, the diversity of a classifier ensemble ΨE is consid-
ered as an independency of the errors made by the member classifiers. Hence the
method in which diversity measure is calculated as a variety of class-dependent
error probabilities is fully justified.

Similarly, as in competence measure, we assume that at a learning point xk ∈
S the conditional error probability for the class j �= jk of the base classifier ψl is
equal to the appropriate probability of the equivalent RRC, namely:

Pe(ψl)(j|xk) = Pe(RRC)(j|xk). (9)

Next, these probabilities can be extended to the entire feature space X using
Gaussian potential function (8):

Pe(ψl)(j|x) =

∑
xk∈S,jk �=j Pe(ψl)(j|xk)exp(−dist(x, xk)2)∑

xk∈S,jk �=j exp(−dist(x, xk)2)
. (10)

According to the presented concept, using probabilities (10) first we calculate
pairwise diversity at the point x ∈ X for all pairs of base classifiers ψl and ψk

from the pool Ψ :

D(ψl, ψk|x) =
1
M

∑
j∈M

|Pe(ψl)(j|x) − Pe(ψk)(j|x)|, (11)

and finally we get diversity of ensemble of n (n ≤ L) base classifiers ΨE(n) at a
point x ∈ X as a mean value of pairwise diversities (11) for all pairs of member
classifiers, namely:

D(ΨE(n)|x) =
2

n · (n − 1)

∑
ψl,ψk∈ΨE(n);l �=k

D(ψl, ψk|x). (12)
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3 Dynamic Ensemble Selection System

3.1 Method

The proposed DES competence and diversity based classification system (DES-
CD) is constructed in the procedure consisting of two steps:
1. For the test object x ∈ X and for given ensemble size n and the competence

threshold α first the ensemble of classifiers Ψ∗
E(n) is found as a solution of

the folowing optimization problem:

D(Ψ∗
E(n)|x) = maxΨE(n)D(ΨE(n)|x) (13)

subject to C(ψl|x) ≥ α for ψl ∈ Ψ∗
E . This step eliminates incompetent (in-

accurate) classifiers and keeps the ensemble maximally diverse.
2. The selected classifiers are combined by weighted majority voting where the

weights are equal to the competence values. The weighted vector of class
supports of DES-CD system is given by

d
(DES−CD)
j (x) =

∑
ψl∈Ψ∗

E(n)

C(ψl|x) djl(x) (14)

and final decision is made according to the maximum rule (2).

3.2 Solution of Optimization Problem

The key moment in the method developed is the optimization problem (13). As
a solution method we propose suboptimal procedure which is followed sequential
forward feature selection method [13]. In this method first the set of competent
classifiers (better than threshold α) is created and next classifiers are sequentially
selected from this set: at first the classifier with the highest competence is chosen,
next to the already selected classifier we add another one so as to create the
couple with the best diversity, then the three classifiers with the highest diversity,
including the selected first and second ones are chosen and so one. This procedure
is continued up to n classifiers are selected.

The pseudo-code of the algorithm is as follows:
Input data: S - learning set; ΨL - the pool of classifiers;

n - the size of enesemble; x ∈ X - the testing point;
α - the threshold of competence

1. For each ψl ∈ ΨL calculate competence C(ψl|x) at the point x
2. Create temporal set of competent classifiers at the point x

Ψ(x) = {ψl ∈ ΨL : C(ψl|x) ≥ α}
3. Ψ∗

E(n) = {ψ(1)} and Ψ(x) = Ψ(x)− ψ(1) where

ψ(1) : C(ψ(1)|x) = maxψ∈Ψ(x)C(ψ|x)
4. For i = 2 to n do

a) Find ψ(i) ∈ Ψ(x) for which

D(Ψ∗
E(n) ∪ ψ(i)|x) = maxψ∈Ψ(x)D(Ψ∗

E(n) ∪ ψ|x)
b) Ψ(x) = Ψ(x)− ψ(i)

c) Ψ∗
E(n) = Ψ∗

E(n) ∪ ψ(i)

endfor
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4 Experiments

4.1 Databases and Experimental Setup

The benchmark databases used in the experiments were obtained from the UCI
Machine Learning Repository (Breast Cancer Wisconsin, Glass, Iris, Sonar,
Ionosphere) and StatLib statistical datasets (Biomed). The experiments were
conducted in MATLAB using PRTools, which automatically normalizes feature
vectors for zero mean and unit standard deviation and for a given x ∈ X pro-
duces classifying functions for all base classifiers according to the paradigms of
their activity [9]. The training and testing datasets were extracted from each
database using two-fold cross-validation. The base classifiers and both compe-
tence and diversity measures were trained using the same training dataset.

The DES-CD system was compared against three multiclassifier systems: (1)
SB system – this system selects the single best classifier in the pool; (2) MV
system – this system is based on majority voting of all classifiers in the pool;
(3) DES-SC system – this system defines the competence of the classifier ψ for
the test object x according to (8) and next the ensemble of competent (better-
than-random) classifiers is selected [17] – the final decision is made as in (14).

Two types of classifier ensembles were used in the experiments: homogeneous
and heterogeneous. The homogeneous ensemble consisted of 20 pruned decision
tree classifiers with Gini splitting criterion. Each classifier was trained using
randomly selected 70% of objects from the training dataset.

The pool of heterogeneous base classifiers using in the experiments, consisted
of the following nine classifiers [8]: (1-2) linear (quadratic) discriminant classifier
based on normal distributions with the same (different) covariance matrix for
each class; (3) nearest mean classifier; (4-6) k-NN - k-nearest neighbours classi-
fiers with k = 1, 5, 15; (7-8) Parzen classifier with the Gaussian kernel and the
optimal smoothing parameter hopt (and the smoothing parameter hopt/2); (9)
pruned decision tree classifier with Gini splitting criterion.

The following values of parameters of DES-CD system were adopted in the
experiments: α = 1/M and n = max{ 1

2 |Ψ(x)|, 2}.

4.2 Results and Conclusion

Classification accuracies (i.e. the percentage of correctly classified objects) were
calculated for the MCSs as average values obtained over 10 runs (5 replications
of two-fold cross validation). Statistical differences between the performances
of the DES-CD system and the three MCSs were evaluated using Dietterich’s
5x2cv test [7]. The level of p < 0.05 was considered statistically significant. The
results obtained for the MCSs using heterogeneous and homogeneous ensembles
are shown in Table 1. For each database and for DES systems the mean sizes of
classifier ensembles are given under the classification accuracy.

These results imply the following conclusions:

1. The DES-CD system outperformed the SB and MV classifiers by 7.82% and
5.78 % for heterogeneous ensemble and by 3.99% and 0.47% for homogeneous
ensemble, respectively;
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Table 1. Classification accuracies of the MCSs using heterogeneous/homogeneous en-
sembles. The mean sizes of classifier ensembles and statistically significant differences
found are given under the classification accuracies. The best result for each database
is bolded.

Database SB (1) MV (2) DES-CS (3) DES-CD (4)

Breast C.W. 95.39/94.99 96.45/95.99 98.03/96.18 98.05/96.22
9.13/19.58 5.21/9.82

1, 2/1 1, 2/1

Biomed 84.10/83.29 87.62/86.90 90.09/86.91 90.09/86.81
8.70/17.31 5.96/9.61

1, 2/1 1, 2/1

Glass 71.80/61.56 69.55/71.03 76.46/73.18 73.26/72.06
9.46/19.44 5.13/9.75

1, 2, 4/1, 2 1, 2/1, 2

Iris 96.00/91.07 96.80/90.80 96.67/90.8 97.33/91.13
8.87/20.00 4.98/10.00

1/

Sonar 74.48/70.19 76.44/76.06 82.29/77.12 81.52/77.12
8.63/19.76 5.21/10.00

1, 2/1, 2 1, 2/1, 2

Ionosphere 84.84/88.15 86.50/89.63 90.14/89.74 89.80/89.88
9.06/19.85 5.48/9.95

1, 2/1 1, 2/1, 2

Average 81.02/81.54 83.06/85.06 88.94/85.56 88.84/85.53
8.97/19.32 5.32/9.85

2. The DES-CD system achieved the highest classification accuracy for 3
datasets and 4 datasets for heterogeneous and homogeneous ensembles, re-
spectively; it produced statistically significant higher scores in 19 out of 36
cases.

3. There are no statistically significant difference between classification
accuracies of the DES-CS and the DES-CD systems;

4. The relative difference between mean ensemble sizes for the DES-CS and the
DES-CD systems is on average equal to 40.6% and 49% for heterogeneous
and homogeneous ensembles, respectively.

5 Conclusion

In this paper a novel procedure for dynamic ensemble selection is proposed using
probabilistic measures of competence and diversity of member classifiers. Results
of experimental investigations indicate, that the proposed method can eliminate
weak classifiers and keep the ensemble maximally diverse. This approach leads to
the final classification accuracy which, on average, was very close to the accuracy
of DES system using only the competence measure but achieved by means of
smaller number of classifiers in the ensemble.
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Abstract. More recently, neural network techniques and fuzzy logic inference 
systems have been receiving an increasing attention. At the same time, methods 
of establishing decision by a group of classifiers are regarded as a general 
problem in various application areas of pattern recognition. Similarly to 
standard two-class pattern recognition methods, one-class classifiers hardly ever 
fit the data distribution perfectly. The paper presents fuzzy models for one-class 
classifier combination, compares their computational and expected space 
complexity with the one from ECOC and decision templates, presents 
possibility to speed up a fuser processing by means of multithreading. 

Keywords: fuzzy logic, ECOC, decision templates, computational complexity, 
expected space complexity. 

1   Introduction 

Multiple classifier systems (MCSs) can be considered as a valuable path to achieve 
more efficient and accurate recognition algorithms and they attain a lot of focus 
nowadays. The main achievement devoted to MCSs is that they make possible to 
avoid selection of the worst classifier [1], to obtain the most sensible solution in 
problems where for some reasons different training data sets exist [2], to help solving 
instability issue of some classification algorithms as neural networks with random 
initial weights [2] as well as to use different domains of competence [3]. The binary 
classification problem can be considered as the basic classification problem. 
Connecting such classifiers aims to solving multi-class problem by dividing it into 
dichotomies. In literature there are examples of construction of the multi-class 
classifier by combining the outputs of two-class classifiers [4, 5]. Usually the 
combination is made on the basis of a simple nearest-neighbor rule, which finds the 
class that is closest in some sense to the outputs of the binary classifiers. The most 
common variations of binary classifier combinations are:  one-against-one and one-
against-all [5]. Dieterich and Bakiri [6] propose a combination model called ECOC 
(Error Correcting Output Codes), which in case of binary classifiers ensembles 
appeared to be a good extension of before mentioned approaches. Passerini et al.  [7] 
use successfully this scheme for support vector machines.  On the other hand, the 
combination of one class classifiers still awaits of proper attention [8]. One-class 
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classification problem, also called data description, is a special case of binary 
classification [9]. Its main goal is to detect anomaly or a state other than the one for 
the target class [9].  

There are several well-established methodologies, design principles, detail 
algorithms and carefully reported case studies related to hybrid neuro-fuzzy design 
environments and ensuing architectures [10, 11]. Fuzzy logic (FL) attracts a lot of 
interest in multiple research domains such as computer science, production support, 
data classification, diagnostics, data analysis and data mining [10, 12, 13]. One of the 
most popular data mining tasks is the classifier design. Kuncheva et al. [13] prove 
that decision templates (DT) supported by the fuzzy logic give satisfactory results. 
Fuzzy systems implemented as adaptive neural networks (ANNs) are the ones that use 
neural networks support in their properties determination process (for both fuzzy sets 
and rules). A good example of such system is the Adaptive Neuro-Fuzzy Inference 
System (ANFIS), which provided good results in modeling of non-linear functions. 
ANFIS learns the membership function parameters from a data set with features 
related to a given problem [12].  

The purpose of our contribution is to present a theoretical model of fuzzy 
combination method of one-class classifiers. Support values from corresponding 
elementary classifiers are fuzzified and in the next step combined using Sugeno rules. 
Final supports are achieved through the fuzzy inference system and the class label 
with the highest value of support is assigned to the input object. Fuzzy equivalent of 
both ECOC and DT is also investigated and presented.  Computational complexity 
and expected space complexity are calculated and multithreaded implementation 
model is discussed. The promising tests results of the proposed fuzzy combiner model 
can be found in [14]. 

2   Proposed Fuzzy Combination Methods 

2.1   Fuzzy Combiner Model (FC) 

Let us denote },...,2,1{ MM =  as both the set of class labels in the problem at hand, 

and the quantity of one-class classifiers. )(xgi comprises the support value for the 

statement that the current input data belongs to the i-th class. Let us define the set of 
elementary classifiers as },..,,.,{ 1 Mi ΨΨΨ=Ψ , where iΨ  means the i-th classifier in 

the ensemble. Furthermore, we can describe our fuzzy combiner as a function 

Yxl =Ψ ))(( , where },,...,{ 1 MyyY = and n
j Ry ∈ . Therefore, iy  corresponds to the 

final support for the i-th class given by the fuzzy combiner. According to the 
proposed approach, the label of each input object is determined from the aggregation 
of the classifiers in form of one-class classifiers. In the proposed model both one-class 
classifiers and ‘one-against-all’ binary classifiers will be used.  

The elementary classifiers are assumed to be trained and this issue will not be 
investigated further. Support function values returned by classifiers are interpreted 
using fuzzy logic. It is a common practice that a Fuzzy Decision Making System 
(FDMS) usually comprises four main components: the fuzzification block, the 
reasoning block, the knowledge base and finally the defuzzification block. 
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Explanation of the given blocks can be found in [11]. According to Rutkowski, the 
fuzzy set A in a certain non-empty space can be described as: 

( ) ( )( ) ( ) [ ]{ }1,0:, ∈= iAiAii vvvvA
ii

μμ where ( )xgv ii =  (1) 

and Aμ  represents the membership function in relation to the fuzzy set A. The main 

idea of the equation is to describe the fuzzified discriminant function. Männle [15] 
points out that the shape of the membership function has a minor influence on the FIS 
performance. For computational reasons triangular shape was chosen. 

Theoretically, a higher number of fuzzy sets should improve quality, but it would 
be at the cost of the performance of proposed model. It could also decrease 
generalization properties of the fuzzy combiner and provide additional parameters of 
the model, for which larger training dataset would be required. One can also consider 
fuzzy rules pruning, as described in [16, 17]. We propose the use of fuzzy subtractive 
clustering [18] in order to find membership function parameters and fuzzy rules 
candidates. As a result the number of the fuzzy rules will not be a parameter of the 
proposed system. 

It has already been proved [15] that the Sugeno-type fuzzy rules provide lower 
magnitude of errors in comparison to those of Yasukawa. Thus, in the present case the 
Sugeno-derived rules will be applied as follows: 

IF( )(1 xg  IS 
kA1  AND/OR … AND/OR )(xgM  IS 

k
MA ) THEN 
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where k expresses the number of the fuzzy rule and each Rcc k
M

k ∈)()(
0 ,..., .  

Each of its outputs is distinctive with the FL engine of the Sugeno-type and can be 
written as: 
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where S corresponds to the rules number, kW - fuzzy relation on the k-th rule, and kF - 

response of the k-th linear function. The product operation was chosen as the 
Cartesian product and t-norm, because of its differentiability [11].  The proposed 
fuzzy combiner selects the class for which the support value from the equation (3) 
reaches the highest magnitude. Both FL features and rule sets are evaluated for a 
given classification problem with support of ANNs [10]. We use ANFIS (Artificial 
Neuro-Fuzzy Inference System) belonged to the class of adaptive networks. The 
detailed model description can be found in [14]. 

2.2   Fuzzy ECOC and Fuzzy DT 

Both models, ECOC and DT, are based on some sort of a distance measure from a 
template. In the case of DT with a symmetric distance an assumption is made that 
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supports for given classes are already fuzzified. Such plank gives good results, but 
does not have to be true. Weighting of the classifier responses for dichotomies is 
another field for improvement. We will refer to DTs as both decision templates with 
Euclidean and symmetric distance. We propose to improve DTs and ECOC for the 
binary classifiers by use of fuzzy logic to process the template. The proposed models 
will be called FDT and FECOC respectively. Both models will use Gaussian function 
as a membership function.  Additionally, ANN is not enabled in the proposed models 
and so there are no computational limitations, therefore FL engine of Mamdani-type 
can be applied.  

Its advantades incorporate full fuzzy logic inference as also operation on multiple 
outputs. Rules parameters are assigned basing on the template, each output signal has 
two fuzzy sets assigned, described by linguistic variables LOW and HIGH, 
correspondingly. Both Cartesian product and the used t-norm are a product operation. 
Example of the proposed model is presented below. Let us assume a problem with 
M=3 and implementation of FECOC. One can easily recognize the ECOC matrix in it, 
expanded by the column with class numbers, for which the given template was 
generated. Output signals in the process of fuzzification are transformed into two 
fuzzy sets, both with triangular membership functions, with apex at position 0 (LOW) 
and 1 (HIGH), and both reach 0 value at opposite tops (1 and 0 input value, 
correspondingly). Our template is shown in Fig. 1. 

 
1 0 0 1 
0 1 0 2 
0 0 1 3 

Fig. 1. Template for fuzzy ECOC where M=3 

For the first row of the presented template the fuzzy rule is of form: 

IF ( )(1 xg  IS 1
1A  AND … AND )(3 xg  IS 1

3A
 
) THEN  

1y  IS 1
1D  AND 2y  IS 2

2D  AND 3y  IS 3
2D  

(4) 

where 1D corresponds to linguistic variable HIGH and 2D to LOW. Identical 

reasoning is applied to the remaining rules. The detailed description of FECOC and 
FDT can be found in [19]. 

3   Computational Complexity and Expected Space Complexity 

In case of the FC algorithm, the expected space complexity can be represented as the 
following: 

))16(16(*)82182(* +∗+∗==∗∗+∗∗+∗∗= SMQMMMSQMOenp  (5) 

where Q defines a number of fuzzy sets per input. For simplicity, an assumption is 
made that for each input in every of the Sugeno type inference system, this number 
remains constant. Similar assumption is made in relation to the number of fuzzy rules 
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in the applied fuzzy engines. Also it is assumed that 8 bytes are needed to store values 
and 1 byte numbers are required to store indexes of the used fuzzy sets/membership 
functions in the equation.  

The expected space complexity of ECOC equals  1*2MOenp =  and that of DTs -  

8*3MOenp = .  

In both FECOC, and FDT we do not have to store parameters of the output fuzzy 
sets and membership functions and M=S=Q, thus, the expected space complexity can 
be written as: 

21616182 MMSMQMSQOenp +∗=∗+∗=∗∗+∗∗=
 

 (6) 

The amount of memory needed to store code matrixes (decision templates) for ECOC, 
and DTs is relatively lower than in FC; FECOC and FDT have comparable expected 
space complexity. Taking into consideration the current state of development of mass 
memories the before mentioned models can be used in most of the real pattern 
recognition problems.  

Computational complexity for the FC combiner  can be expressed as the following: 
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One must remember that ∏
=

=
M

m

s
msW

1

μ . As we use membership function of triangular 

shape, its computational complexity can be considered as a constant value and its 
significance for the total complexity estimation is negligible. Fuzzy relation of the 
product form has a complexity of ( )nO , the same as the one for the summation of 

weights. Thus, we achieve  
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Finally, the computational complexity of the FC is 

)()()()()()()(),( 242 SOMOSOMOMOSOMOSMO ∗=∗∗∗∗=  (8) 

Such a formula was achieved by assuming that the number of rules in each fuzzy 
engine is equal, which is not a necessary condition.  

In both ECOC and DTs, M binary classifiers are used. Their computational 
complexity can be expressed as: 

)()()( 2MOMOMO DTECOC ==  (9) 

As for fuzzy extensions, namely, FECOC and FDT, we get 
( ) ( )))(*)(()max(arg),( ΨΨ∗= ∈

k
iiMi yOyOOSMO  and specifically ( ) )()( MOyO k

i =Ψ  
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as we use a product operation as a t-norm. Finally, computational complexity for 
FECOC and FDT is of a form 

)())(*)(()(),( 3MOMOMOMOSMO =∗=  (10) 

All three proposed models have higher computational complexity than ECOC and 
DTs. By means of  multiprocessor machine we could decrease the complexity of FC 
model by multithreading. We will assume that the threads quantity at our disposal is 
equal to M. 

 

Fig. 2. Multithreaded implementation of the FC algorithm 

The multithreaded implementation of the FC algorithm (Fig. 2.) has three blocking 
points, in which further processing is not possible until similar processing is finished 
in all other threads. In the second blocking point we still can fuzzify supports form the 
classifiers, in which processing ended earlier. However to proceed with the fuzzy 
reasoning we need all input signals to be fuzzified. In the FC model, after each fuzzy 
inference engine generates response, we select the highest support value and assign 
the input object to the class label with its highest value. Therefore, it is possible to 
improve computational complexity to a complexity not higher than of a single fuzzy 
inference engine.  

In case of both DT and ECOC (Fig. 3.) possible improvement of computational 
complexity is more significant in multithreaded scenario. We are able to process most 
of combiner operations the moment we achieve the i-th support value from the i-th 
classifier in the ensemble. In ECOC, we are able to process the i-th column of the 
code matrix, that is |)()(| iCxgi −−  where )(iC  is the i-th column of the code 

matrix. Next results for each column are to be added to achieve final supports for the 
classes. It can be done in the first thread which finishes processing.  The same 
improvement can be expected from considered DTs. Computational complexity can 
be reduced to )()()()()( MOMOMOMOMO DTECOC =+== . 
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Fig. 3. Multithreaded implementation of DT/ECOC algorithms 

4   Conclusions 

The fuzzy combiner methods for one class classifiers, their expected space 
complexities and computational complexities were presented. All described models 
are computationally expensive but it can be reduced by means of multithreaded 
implementation. Especially it may give good results in case of ECOC and DTs. As 
next step authors consider implementing such extension to validate the concept.  
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Abstract. In the paper the problem of cost in hierarchical classifier is
presented. Assuming that both the tree structure and the feature used
at each non-terminal node have been specified, we present the expected
total cost for two cases. The first one concerns the non fuzzy observation
of object features, the second concerns the fuzzy observation. At the end
of the work the difference between expected total cost of fuzzy and non
fuzzy data is determined. Obtained results relate to the locally optimal
strategy of Bayes multistage classifier.

1 Introduction

The problem of cost-sensitive classification is broadly discussed in literature.
The major costs are the costs of feature measurements (tests costs) and the
costs of classification errors. Cost of feature measurements are discussed in [1],
[2], [3], [4] other works included the cost of classification errors [5], [6]. In a more
realistic setup, there are good reasons for considering both the costs of feature
measurements and the costs of classification errors. For example, there should
be a balance between cost of measuring each feature and the contribution of
the test to accurate classification. It often happens that the benefits of further
classification are not worth the costs of feature measurements. This means that
a cost must be assigned to both the tests and the classification errors. In the
works [7], [8], [9] both feature costs and misclassification cost are taken into
account.

In this paper, we consider the costs in hierarchical classifier. In our model
of pattern recognition we use the Bayes rule in each internal node of decision
tree [10]. We consider the problem of classification for the case in which the
observations of the features are represented by the non fuzzy or fuzzy sets [11].
Additionally, we consider the locally optimal strategy of multistage recognition
task where the zero-one loss function is taken into account. The obtained costs
of non fuzzy observations are compared with the case where observations are
fuzzy. The difference in costs of those two cases is the subject of this paper.

The contents of the work are as follows: Section 2 introduces the necessary
background and describes the Bayes hierarchical classifier. In section 3, the recog-
nition algorithm with fuzzy observations is presented. In section 4, we present
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the cost model and the difference between the costs of the non fuzzy and fuzzy
observations of features in Bayes hierarchical classifier.

2 Bayes Hierarchical Classifier

In the paper [12], the Bayesian hierarchical classifier is presented. The synthe-
sis of a multistage classifier is a complex problem. It involves specification of
following components [13]:

– the decision logic, i.e. hierarchical ordering of classes,
– the feature used at each stage of decision,
– the decision rules (strategy) for performing the classification.

This paper is devoted only to the last problem. This means that we will only
consider the presentation of decision algorithms, assuming that both the tree
structure and the feature used at each non-terminal node have been specified.

     Features

Measurment

of features

Decision rule

Measurment

of features

Decision rule

Measurment

of features

Decision rule

Ni

x
Object

1i
x

0x
1 Ni

x

0x
1i

x
1i 2i 1 Ni 1 Ni

x

Fig. 1. Block diagram of the hierarchical classifier

The procedure in the Bayesian hierarchical classifier consists of the following
sequences of operations presented in Fig. 1. At the first stage, some specific
features x0 are measured. At this point we assume the feature acquisition costs
associated with this stage. They are chosen from among all accessible features x,
which describe the pattern that will be classified. These data constitute a basis
for making a decision i1. This decision, being the result of recognition at the
first stage, defines a certain subset in the set of all classes and simultaneously
indicates features xi1 (from among x) which should be measured in order to
make a decision at the next stage.

Now, at the second stage, features xi1 are measured, which together with i1
constitutes a basis for making the next decision i2. This decision, – like i1 –
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indicates features xi2 that are necessary to make the next decision (at the third
stage, as in the previous stage) which define in turn a certain subset of classes,
not in the set of all classes, but in the subset indicated by the decision i2, and
so on. The whole procedure ends at the N -th stage, where the decision made iN
indicates a single class, which is the final result of multistage recognition.

2.1 Decision Problem Statement

Let us consider a pattern recognition problem, in which the number of classes
equals M . Let us assume that the classes are organized in a (N + 1) horizontal
decision tree. Let us number all the nodes of the decision-tree constructed with
consecutive numbers of 0, 1, 2, . . . , reserving 0 for the root-node, and let us assign
numbers of classes from the M = {1, 2, . . . , M} set to terminal nodes so that
each of them can be labelled with the class number connected with that node.
This allows us to introduce the following notation:

– M(n) – the set of nodes, whose distance from the root is n, n = 0, 1, 2, . . . , N .
In particular M(0) = {0}, M(N) = M,

– M =
N−1⋃
n=0

M(n) – the set of internal nodes (non terminal),

– Mi ⊆ M(N) – the set of class labels attainable from the i-th node (i ∈ M),
– Mi – the set of nodes of immediate descendant node i (i ∈ M),
– mi – node of direct predecessor of the i-th node (i �= 0),
– s(i) – the set of nodes on the path from the root-node to the i-th node, i �= 0.

We will continue to adopt the probabilistic model of the recognition problem, i.e.
we will assume that the class label of the pattern being recognized jN ∈ M(N)
and its observed features x are realizations of a couple of random variables JN

and X . The complete probabilistic information denotes the knowledge of a priori
probabilities of classes [14]:

p(jN ) = P (JN = jN ), jN ∈ M(N) (1)

and class-conditional probability density functions:

fjN (x) = f(x/jN ), x ∈ X, jN ∈ M(N) . (2)

Let
xi ∈ Xi ⊆ Rdi , di ≤ d, i ∈ M (3)

denote vector of features used at the i-th node, which have been selected from
the vector x.

Our aim now is to calculate the so-called multistage recognition strategy πN =
{Ψi}i∈M, that is the set of recognition algorithms in the form:

Ψi : Xi → Mi, i ∈ M . (4)
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Formula (4) is a decision rule (recognition algorithm) used at the i-th node that
maps observation subspace to the set of immediate descendant nodes of the i-
th node. Analogically, decision rule (4) partitions observation subspace Xi into
disjoint decision regions Dk

xi
, k ∈ Mi, so that observation xi is allocated to the

node k if ki ∈ Dk
xi

, namely:

Dk
xi

= {xi ∈ Xi : Ψi(xi) = k}, k ∈ Mi, i ∈ M. (5)

Our aim is to minimize the expected risk function (expected loss function
L(IN , JN )) denoted by:

R∗(πN ) = min
πN

R(πN ) = min
πN

E[L(IN , JN )]. (6)

where πN is the strategy of the decision tree classifier. The πN is a set of classi-
fying rules used at a particular node πN = {Ψi}i∈M.

We consider the locally optimal strategy π̄N . This strategy is derived in order
to minimize the local criteria , which denote probabilities of misclassification
of particular nodes of a tree. Its decision rules are mutually independent. The
recognition algorithm at the n-th stage is as follows:

Ψ̄in(xin ) = in+1 if in+1 = arg max
k∈Min

p(k)fk(xin ). (7)

3 The Recognition Algorithm with Fuzzy Observations

Fuzzy number A is a fuzzy set defined on the set of real numbers R characterized
by means of a membership function μA(x), μA : R → [0, 1]. In this study, the
special kinds of fuzzy numbers including triangular fuzzy numbers are employed.
Triangular fuzzy numbers can be defined by a triplet A = (a1, a2, a3).

Fuzzy information Ak ∈ �d, k = 1, ..., d (d is the dimension of the feature vec-
tor) is a set of fuzzy events Ak = {A1

k, A2
k, ..., Ank

k } characterized by membership
functions

Ak = {μA1
k
(xk), μA2

k
(xk), ..., μA

nk
k

(xk)}. (8)

The value of index nk defines the possible number of fuzzy events for xk (for
the k-th dimension of feature vector). In addition, let us assume that for each
observation subspace xk the set of all available fuzzy observations (8) satisfies
the orthogonality constraint [15]:

nk∑
l=1

μAl
k
(xk) = 1. (9)

The probability of fuzzy event is assumed in Zadeh’s form [16]:

P (A) =
∫
�d

μA(x)f(x)dx. (10)
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The probability P (A) of a fuzzy event A defined by (10) represents a crisp
number in the interval [0, 1].

Now applying a procedure similar to [12] and using the zero-one loss func-
tion, we obtain the searched locally optimal strategy with decision algorithms
as follows [10]:

Ψ in
(Ain

) = in+1 if (11)

in+1 = arg max
k∈Min

p(k)
∫

�in

μAin
(xin

)fk(xin
)dxin

.

4 Cost Model

In the costs model we specify two costs. There are the feature acquisition costs
and the misclassification costs. We assume that the feature acquisition cost for
each internal node is known for non fuzzy observations. It means that i-th node
has an associated feature acquisition costs FAC(i). In this case, each feature
has an independent cost and the cost of a set of features is just an additive cost.

Each patch s(k), k ∈ M represents a sequence of ordered feature values and
the final classification. Each path has an associated feature acquisition cost. It
can be computed as follows:

FAC(s(k)) =
∑

i∈s(k), i/∈M
FAC(i). (12)

Now we present the expected misclassification cost. The purpose of statistical
pattern recognition is to minimize the expected risk function (6). In this work
we assume that the misclassification costs is represented by the zero-one loss
function. This misclassification costs model assigns cost equal 0 for correct clas-
sification and equal 1 for incorrect classification. For such a loss function the
expected risk function means the probability of error. This probability is inter-
preted as the expected misclassification cost. The probability of error Pe(i) in
node i is given by [12]:

Pe(i) = 1 −
∑

k∈Min

p(k)
p(i)

q(k/i, k). (13)

Each path has an associated misclassification cost. It can be computed as follows:

MC(s(k)) =
∑

i∈s(k), i/∈M
Pe(i). (14)

The total costs of a path is the sum of the feature acquisition costs and the
expected misclassification costs:

TC(s(k)) = FAC(s(k)) + MC(s(k)). (15)
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The expected total cost of the locally optimal strategy π̄N is then the sum of
total cost of each path, weighted by the probability of the following path:

ETC(π̄N ) =
M∑

k=1

P (s(k))TC(s(k)). (16)

4.1 Cost Model for Fuzzy Observations

For the fuzzy observation we know that the feature acquisition costs increase.
This increase is determined by the parameter λ as follows: FACF (i) = (1 +
λ)FAC(i), where FACF (i) is the feature acquisition costs for fuzzy observations.
For the parameter λ=0 the feature acquisition costs for fuzzy and non fuzzy
observations are equal. When λ > 0 then the feature acquisition costs for fuzzy
observations are greater than for non fuzzy observations.

The probability of error PeF (i) in node i for fuzzy data is the following [10]:

PeF (i) = 1 −
∑

k∈Min

p(k)
p(i)

∑
Ai∈D

(k)
xi

∫
�i

μAi(xi)fk(xi)dxi (17)

For such a specific feature acquisition costs and misclassification costs for fuzzy
observations we can present the expected total cost of the locally optimal
strategy for fuzzy observations:

ETCF (π̄N ) =
M∑

k=1

P (s(k))TCF (s(k)), (18)

where TCF (s(k)) is calculated by taking into account FACF (i) and (17).
When we use fuzzy information on object features instead of exact information

we increase the expected total cost. The difference between the expected total
cost for the fuzzy ETCF (π̄N ) and non fuzzy data ETC(π̄N ) is the following:

ETCF (π̄N ) − ETC(π̄N ) = (19)

=
M∑

k=1

P (s(k))(TCF (s(k)) − TC(s(k))) =

=
M∑

k=1

P (s(k))((1 + λ)FAC(s(k)) + MCF (s(k)) − (FAC(s(k)) + MC(s(k))))

= λ

M∑
k=1

P (s(k))(FAC(s(k)) +
∑

i∈s(k), i/∈M
(PeF (k) − Pe(k))).

The expression PeF (k) − Pe(k) presents the difference between the probability
of misclassification for the fuzzy and non fuzzy data in decision tree node i. In
the paper [10], the value of PeF (k) − Pe(k) for a full probabilistic information
is presented.
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5 Conclusion

In the present paper, we have concentrated on the costs of hierarchical classifier.
In this study we assume that the decision tree is known, that is, the work does
not generate its structure. The study considered two types of costs, the feature
acquisition costs and the misclassification costs. An expected total cost of the
locally optimal strategy was presented for the assumptions such as zero-one loss
function. This cost concerns the case of non fuzzy observations of an object
feature. Moreover, the expected total cost of the locally optimal strategy for
fuzzy observations of object feature was presented. Towards conclusion of the
work the difference between the expected total cost for the fuzzy and non fuzzy
data was determined.

In future work we can consider another loss functions. For the Bayes multi-
stage classifier it may be a stage-dependent or node-dependent loss function.
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Abstract. Time series classification, due to its applications in various
domains, is one of the most important data-driven decision tasks of arti-
ficial intelligence. Recent results show that the simple nearest neighbor
method with an appropriate distance measure performs surprisingly well,
outperforming many state-of-the art methods. This suggests that the
choice of distance measure is crucial for time series classification. In this
paper we shortly review the most important distance measures of the lit-
erature, and, as major contribution, we propose a framework that allows
fusion of these different similarity measures in a principled way. Within
this framework, we develop a hybrid similarity measure. We evaluate it
in context of time series classification on a large, publicly available col-
lection of 35 real-world datasets and we show that our method achieves
significant improvements in terms of classification accuracy.

Keywords: time series, classification, fusion, hybrid similarity measure.

1 Introduction

One of the most prominent research topics in artificial intelligence, in particu-
lar in data-driven decision tasks, is time series classification. Given a series of
measured values, like the blood pressure of a patient every hour, the position
coordinates of a ballpoint pen in consecutive moments, acoustic or electrocar-
diograph signals, etc., the task is to recognize which pre-defined group the signal
belongs to. In the previous applications these groups could correspond, for ex-
ample, to words written or said by a person or to the health status of a patient
(normal, high or low blood pressure; regular or irregular heart rhythm). In gen-
eral, besides speech recognition [15], time series classification finds applications
in various domains such as finance, medicine, biometrics, chemistry, astronomy,
robotics, networking and industry [8].

Because of the increasing interest in time-series classification, various ap-
proaches have been introduced ranging from neural and Bayesian networks to
genetic algorithms, support vector machines and frequent pattern mining [2].
One of the most surprising recent results is, however, that the simple 1-nearest
neighbor (1-NN) classifier using dynamic time warping (DTW) distance [15] has
been shown to be competitive or superior to many state-of-the art time-series

E. Corchado, M. Kurzyński, M. Woźniak (Eds.): HAIS 2011, Part II, LNAI 6679, pp. 253–261, 2011.
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classification methods [6], [9], [13]. These results inspired intensive research of
DTW in the last decade: this method has been examined in depth (for a thorough
summary of results see [11]), while the improvements in its accuracy [2], [12] and
efficiency [10] allowed to apply it to large, real-word recognition problems.

This success of DTW suggests that, in time series classification, what really
matters is the distance measure, i.e. when and why two time series are considered
to be similar. DTW allows shifting and elongations in time series, i.e., when
comparing two time series t1 and t2, the i-th position of t1 is not necessarily
matched to the i-th position in t2, but it can be matched to some other positions
too (that are usually close to the i-th position). By allowing for shifting and
elongations, DTW captures the global similarity of the shape of two time series
very well. In general, however, many other characteristic properties might be
crucial in a particular application, such as similar global or local behavior in the
frequency domain, that can be captured by the Fourier or Cosine-spectrum or
the Wavelet Transform of the signal [3], [7].

In this paper, we examine this phenomenon in more detail. We consider a
set of state-of-the art time series similarity measures and discuss what kind of
similarity they capture. As major contribution, we propose a framework that
allows fusion of these different similarity measures in a principled way. Within
this framework, we develop a hybrid similarity measure. We evaluate our findings
in context of time series classification on a large, publicly available collection of 35
real-world datasets and show that our method achieves substantial (statistically
significant) improvements in terms of classification accuracy.

2 Related Work

We focus on related works that are most relevant w.r.t. the major contribution,
i.e. fusion of similarity measures. For a (short) review of time series similarity
measures we refer to Section 3.

There were many attempts to fuse several classifiers by combining their out-
puts. This resulting structure is often called as an ensemble of classifiers. Be-
sides the simple schemes of majority and weighted voting, more sophisticated
methods were introduced such as bagging, boosting [1], [5] and stacking [18].
Ensembles of classifiers have been designed and applied for time series classifica-
tion in e.g. [16], [19]. In contrast to these works, we aim at fusing the similarity
measure, instead of working at the level of classifiers’ outputs.

One of the core components of our framework is a model for pairwise decisions
about whether two time series belong to the same class. Similar models were
applied in context of web page clustering [14] and de-duplication [4]. Both of
these works, however, aimed at finding equivalent items (whereas the concept of
”equivalence” is understood in a broad sense by defining e.g. two web pages as
equivalent if they write about the same person). In contrast to them, we work
with time series, and, more importantly, we focus on classification.

Fusion of similarity measures is also related to multiple kernel learning [17].
As opposed to [17], we consider time series in a simple and generic framework.
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3 Time Series Similarity Measures

In this section we review the most important time series similarity measures.
Please note, that throughout this paper we use similarity measure and distance
measure as synonyms. Denoting the i-th position of the time series t by t(i) we
can define the Euclidean Distance of two time series t1 and t2 of length k as:

dE(t1, t2) =
√∑k

i=1(t1(i) − t2(i))2.
The intuition behind Dynamic Time Warping (DTW) is that we can not

expect an event to happen (or a characteristic pattern to appear respectively)
at exactly the same time position and its duration can also (slightly) vary. DTW
captures global similarity of two time series’ shapes in a way that it allows for
shifting and elongations. DTW is an edit distance: the distance of two time series
t1 and t2 of length k, denoted as dDTW (t1, t2), is the cost of transforming t1 into
t2. This can be calculated by filling entries of a k × k matrix. See also [11], [12].

The Discrete Fourier Transformation (DFT) maps the time series t to a set
of (complex) coefficients {cf}k

f=1 that are defined as

cf (t) =
1√
k

k∑
i=1

t(i)e−
2πjfi

k .

where j =
√−1. The Fourier-coefficients {cf}k

f=1 of t can efficiently be cal-
culated in O(k log k) time with the Fast Fourier Transform (FFT) algorithm.
DFT captures the signal’s periodic behavior by transforming the time series
into the frequency domain. If different periodic behavior characterize the time
series classes of the underlying application, it is worth to calculate e.g. the Eu-
clidean distance of the Fourier-coefficients {cf (t1)}k

f=1 and {cf (t2)}k
f=1 of two

time series t1 and t2: dFE(t1, t2) =
√∑k

f=1(cf (t1) − cf (t2))2.
While DFT captures global periodic behavior, wavelets reflect both local and

global character of a time series [7]. We use the recursive Haar Wavelet decompo-
sition1 of a time series t that results in a set of Wavelet-coefficients {wi(t)}k

i=1.
Similarly to dFE , we can calculate the Euclidean distance of these Wavelet-
coefficients, denoted as dWE .

In order to be able to capture further aspects of similarity, we use the follow-
ing similarity measures (see [6] and the references therein for a more detailed
description): (a) DISSIM that computes the similarity of time series with differ-
ent sampling rates, (b) distance based on longest common subsequences (LCSS),
(c) edit distance on real sequences (EDR), (d) edit distance with real penalty
(EPR) that combines DTW and EDR.

4 Fusion of Similarity Measures

In the recent work of Ding et al. [6], none of the examined similarity measures
could outperform DTW in general. However, in some specific tasks, one or the
1 See http://www.ismll.uni-hildesheim.de/lehre/ip-08w/script/imageanalysis-2up-05-

wavelets.pdf for an example.
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Fig. 1. Example: fusion of time series similarity measures. A regression model M is
trained and its output is used as similarity measure.

other similarity measure worked better than DTW, which is likely to be explained
by the fact that different aspects of similarity are relevant in different domains.
In the case of simple tasks, one of the similarity measures may capture the
relevant aspects of similarity entirely. This best similarity measure can be found
based on domain knowledge or by measuring e.g. the leave-one-out classification
error on the train data for the candidate similarity measures. In more complex
cases, however, a single similarity measure may not be sufficient alone. Thus,
we need to combine several ones. Such hybridization is often achieved in an ad
hoc manner. In contrast, we develop a fusion schema for time series similarity
measures that allows to combine similarity measures in a principled way.

In order to distinguish between the similarity measures that we want to com-
bine and the resulting similarity measure, we refer to the former ones as elemen-
tary similarity measures whereas to the later one as fused similarity measure.
Our approach for fusion of similarity measures2 consists of the following steps,
see also Figure 1 for an example:

1. For all the pairs of time series in the train data, we calculate the similarity
values using all the considered elementary similarity measures.

2. In some of the above pairs, both time series belong to the same class, in
others they belong to different classes. We define the indicator I(t1, t2) of a
pair of time series (t1, t2), as follows: I(t1, t2) = 0 if t1 and t2 belong to the
same class, I(t1, t2) = 1 otherwise.

2 Note that we do not assume the elementary similarity measures to fulfill specific
properties (such as triangular inequality).
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3. We train a regression model M. We use the similarity values (see first step)
as training data along with the corresponding indicators as labels.

4. We propose to use the output of M as the fused similarity measure. For
a pair of time series (t′, t), where either or both of them can be unlabeled
(test) time series, we calculate the similarity values using all the considered
elementary similarity measures. Then use M to predict (based on these
similarity values) the likelihood that t and t′ belong to the different classes.
Finally, we use this prediction as the distance of t and t′.

Note that our approach is generic, as this framework allows the fusion of arbitrary
similarity measures using various regression models as M. Furthermore, this
fused similarity measure can be used by various classification algorithms.

Also note that the above description is just the conceptual description of
our approach. While implementing it, one would not separately calculate the
similarity of the pair (t1, t2) and (t2, t1) if the used elementary similarity measure
is symmetric. Furthermore, one can pre-calculate and store the similarities of
many pairs in case if the classification algorithm (which uses this fused similarity
measure) queries the similarity of the same pair several times.

While fusing elementary similarity measures according to the above descrip-
tion, we consider all the pairs of time series. Therefore, if the training data
contains n time series, the elementary similarity values are required to be cal-
culated O(n2) times and the data used to train M contains O(n2) records. In
case of small data sets, this is not a problem. For large datasets, we propose
to sample the pairs, and calculate the elementary similarity values only for the
sample. In this case, a large enough sample is sufficient for training M.

As mentioned before, in simple domains, one single similarity measure might
be sufficient to capture all the relevant aspects of similarity. In such cases, fusion
of similarity measures is not necessary and could introduce noise. In order to
avoid it, we propose to select the best similarity measure out of some fused
similarity measures (with different regression models M) and all the elementary
similarity measures. In order to allow for this selection, we can judge the quality
of each similarity measure by its leave-one-out nearest neighbor classification
error on the train data.

5 Experiments

Datasets. We examined 35 out of all the 38 datasets used in [6]. We excluded 3
of them (Coffee, Beef, OliveOil) due to their tiny size (less than 100 time series).

Considered Similarity Measures. We used all the elementary similarity mea-
sures described in Section 3. We use two versions of DTW with warping window
sizes constrained at 5% and 10% around the matrix diagonal [11] [12].

Comparison Protocol. As discussed in Section 1, 1-NN has been shown to be
competitive and often even superior to many state-of-the art time series clas-
sification algorithms. Therefore, we compare time series similarity measures in
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context of 1-NN classification. We measure classification error as the misclas-
sification ratio. We perform 10-fold cross validation. For each dataset we test
whether the differences between the performance of our approach and its com-
petitors is statistically significant (t-test at significance level of 0.05).3

Baselines. We use two state-of-the art time series classifiers as baselines. The
first one is the 1-NN using DTW with window size constrained at 5%. We de-
note it as DTW. For our second baseline, ELEM, we select the best elementary
similarity measure based on the leave-one-out classification error on the train
data and we use that similarity measure in the 1-NN classifier.

Fusion of Similarity Measures. We produce two fused similarity measures: as
M1 and M2 we use (i) linear regression and (ii) multilayer perceptron4 from the
Weka machine learning library (http://www.cs.waikato.ac.nz/ml/weka/). After
training M1 and M2, we select the best similarity measure out of the fused and
elementary similarity measures based on the leave-one-out nearest neighbor clas-
sification error on the train data. Finally, we use the selected similarity measure
in the 1-NN classifier. This approach is denoted as FUSION.

Results. For many of the examined datasets, the classification task is simple:
DTW’s error rates are less than 10 %. In these cases, all methods worked equally
well, we did not observe statistically significant differences. For the remaining 22
non-trivial datasets, our results are shown in Tab. 1 and summarized in Tab. 2. In
Tab. 1 bold font denotes the winner, in case of ties we use italic fonts. Whenever
FUSION outperformed any of the baselines, we provide a symbol in form of
±/± where + denotes significance and − its absence against DTW and ELEM
respectively. The baselines never outperformed FUSION significantly.5 Note that
we are not concerned with binary classification problems as the number of classes
is more than two in most of the cases. In fact, this is one of the reasons why
these datasets are challenging and this explains the relatively high error rates.

Discussion. As mentioned before, in simple domains an appropriately
chosen elementary similarity measure can lead to very good classification ac-
curacy, whereas a hybrid similarity measure, like the one we introduced, is nec-
essary in more complex cases. Our experimental results show that based on the

3 In order to save computational time, as discussed in Section 4, for some large datasets
we randomly sample the pairs: we calculate similarities in case of Faces and Motes
for 10 %, ChlorineConcentration for 5%, Mallat and TwoPatterns for 2%, Yoga and
Wafer for 1 %, CinC and StarLightCurves for 0.5 % of all the pairs. In order to
ensure fair comparison, we used the same sample of pairs both in our approach and
for the baselines.

4 We used Weka’s standard parameter-settings, i.e. learning rate: 0.3, momentum: 0.2,
number of train epochs: 500.

5 We note that in 15 out of the 22 non-trivial datasets M2 (the similarity measure fused
by multilayer perceptron) outperformed M1 (the similarity measure fused by linear
regression). These datasets are: 50words, Adiac, Car, FacesUCR, Haptics, Light-
ing2, Lighting7, ChlorineConcentration, CinC, InlineSkate, Mallat, StarLightCurves,
SwedishLeaf, WordsSynonyms, Yoga.
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Table 1. Examined non-trivial datasets, their sizes and classification errors (in %)

Dataset Size DTW ELEM FUSION Dataset Size DTW ELEM FUSION

Haptics 463 55.9 57.4 58.7 Stard 9236 23.2 20.8 15.0+/+
InlineSkate 650 51.4 45.2 46.2+/- Lighting2 121 23.1 20.6 20.6
Chlorinea 4307 50.1 47.3 47.3+/- Lighting7 143 23.1 25.1 25.1
Yoga 3300 42.5 41.8 40.1+/+ Wordse 905 21.8 22.5 21.4-/-
Adiac 781 41.0 40.7 35.2+/+ ECG200 200 20.0 14.5 14.5+/-

Car 120 37.5 32.5 28.3+/- Swedishf 1125 17.5 11.5 11.5+/-
OSULeaf 442 33.9 21.7 22.8+/- FaceFour 112 16.0 9.8 11.6

TwoPb 5000 32.0 0.2 0.2+/- CinC 1420 15.0 7.4 4.3+/+
FISH 350 26.6 16.9 17.4+/- Motes 1272 14.0 7.0 7.0+/-
Medicalc 1141 24.2 23.4 23.4 -/- Mallat 2400 11.6 11.6 10.0+/+
50words 905 23.4 24.2 22.4-/- FacesUCR 2250 11.6 7.7 7.7+/-

aChlorineConcentration, bTwoPatterns, cMedicalImages, dStarLightCurves,
eWordsSynonyms, f SwedishLeaf.

Table 2. Number of FUSION’s wins/loses and ties against DTW and ELEM

against DTW against ELEM
total significant total significant

Wins 20 15 8 5
Ties 0 - 9 -
Loses 2 0 5 0

leave-one-out nearest neighbor classification error of the train data, FUSION
could successfully identify those cases where the fusion of similarity measures is
beneficial. Therefore, FUSION significantly outperformed DTW in 15 cases and
ELEM in 5 cases, while FUSION never lost significantly against the baselines.

6 Conclusions and Outlook

Motivated by recent results, in this paper we focused on similarity measures for
time series classification. We discussed what aspects of similarity they capture.
As in complex applications several of these similarity aspects may be relevant
simultaneously, we developed a generic framework which allowed fusion of vari-
ous similarity measures. In our experiments over a large collection of real-world
datasets, we showed that such complex applications exist and our approach
achieved statistically significant improvements in those cases.

Our method for the fusion of similarity measures is not limited to time series
classification. As future work, we would like to examine fusion of similarity mea-
sures in other contexts such as vector data or more complex, structured data.
As our approach works on data instance pairs, for large datasets, we aim at ex-
ploring sampling strategies with special focus on the possibly imbalanced nature
of the pair indicators. We would also like to examine in more depth, if all the
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similarity measures are worth to be fused or one should rather select a subset of
them, because many of them could do better (and hopefully faster) than all [20].
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Abstract. Nearest neighbor is one of the most used techniques for per-
forming classification tasks. However, its simplest version has several
drawbacks, such as low efficiency, storage requirements and sensitivity
to noise. Prototype generation is an appropriate process to alleviate these
drawbacks that allows the fitting of a data set for nearest neighbor clas-
sification. In this work, we present an extension of our previous proposal
called IPADE, a methodology to learn iteratively the positioning of pro-
totypes using a differential evolution algorithm. In this extension, which
we have called IPADECS, a complete solution is codified in each indi-
vidual. The results are contrasted with non-parametrical statistical tests
and show that our proposal outperforms previously proposed methods.

1 Introduction

The nearest neighbor (NN) algorithm [1] and its derivatives have been shown
to perform well for classification problems. These algorithms are also known as
instance-based learning and belong to the lazy learning family [2]. NN is a non-
parametric classifier, which requires the storage of the entire training set and the
classification of unseen cases, finding the class labels of the closest instances to
them. The effectiveness of the NN may be affected with several weaknesses such
as high computational cost, high storage requirement and sensitivity to noise.
Furthermore, NN makes predictions over existing data and it assumes that input
data perfectly delimits the decision boundaries among classes.

A successful technique which simultaneously tackles the computational com-
plexity, storage requirements and sensitivity to noise of NN is based on data
reduction. These techniques aim to obtain a representative training set with a
lower size compared to the original one and with similar or even higher classifi-
cation accuracy for new incoming data. Data reduction can be divided into two
different approaches, known as prototype selection [3],[4] and Prototype Gener-
ation (PG) or abstraction [5]. The former process consists of choosing a subset
of the original training data, while PG is not only able to select data, but can
also build new artificial prototypes.
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In the specialized literature, a great number of PG techniques have been
proposed. Since the first approach PNN based on merging prototypes [6] and
divide-and-conquer based schemes [7], many other proposals of PG can be found.
For instance, ICPL [5] and RSP [8]. Positioning adjustment of prototypes is
another perspective within the PG methodology. It aims to correct the position
of a subset of prototypes from the initial set by using an optimization procedure.
Many proposals belong to this family, such as learning vector quantization [9],
particle swarm optimization [10] and differential evolution (DE) [11].

In [11] we proposed an iterative prototype adjustment procedure based on
DE (IPADE) to automatically find the smallest reduced set with the appropri-
ate number of instances for each class, which achieves a suitable classification
accuracy over different types of problems. This method follows an incremental
approach. At each step, an optimization procedure is used to adjust the posi-
tioning of the prototypes, and the method adds new prototypes if needed. We
adopted the DE technique as optimizer.

In this work, we use a different individual codification for the DE algorithm
to increase the optimization capabilities. Concretely, this proposal follows an
IPADE approach with a complete solution per individual (IPADECS). In ex-
periments on 20 real-world benchmark data sets, the classification accuracy and
reduction rate of our approach are investigated and its performance will be com-
pared with IPADE, which showed to outperform previously proposed methods.

In order to organize this paper, Section 2 describes the background of PG and
DE. Section 3 explains the IPADE algorithm. Section 4 shows the IPADECS ap-
proach. Section 5 discusses the experimental framework and presents the analysis
of results. Finally, in Section 6 we summarize our conclusions.

2 Background

This section covers the background information necessary to define our proposal.
Subsection 2.1 presents the background on PG. Next, Subsection 2.2 shows the
main characteristics of DE.

2.1 Prototype Generation

PG can be defined as the application of instance construction algorithms over
a data set to improve the classification accuracy of a NN classifier. Specifically,
PG can be defined as follows: Let xp be an instance where xp = (xp1,xp2, ...,
xpm,xpω), with xp belonging to a class ω of Ω possible classes given by xpω and
a m-dimensional space in which xpi is the value of the i-th feature of the p-th
sample. Furthermore, let xt be an instance where xt = (xt1,xt2, ...,xtm,xtψ),
with xt belonging to a class ψ, that it is unknown, of Ω possible classes. Then,
let us assume that there is a training set TR which consists of n instances xp

and a test set TS composed by s instances xt. The purpose of PG is to obtain a
prototype generated set (PGS), which consists of r, r < n, prototypes pu where
pu = (pu1,pu2, ...,pum,puω), which are generated from the examples of TR.
PGS must represent efficiently the distributions of the classes.
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2.2 Differential Evolution

DE starts with a population of NP solutions, so-called individuals. The genera-
tions are denoted by G = 0, 1, . . . , Gmax. It is usually to denote each individual
as a D-dimensional vector Xi,G = {x1

i,G,..., xD
i,G}, called a ”target vector”.

After initialization, DE applies the mutation operator to generate a mutant
vector Vi,G, with respect to each individual Xi,G, in the current population.
For each target Xi,G, at the generation G, its associated mutant vector Vi,G=
{V 1

i,G,..., V D
i,G}. In this contribution, we focus on the RandToBest/1 which gen-

erates the mutant vector as follows:

Vi,G = Xi,G + F · (Xbest,G − Xi,G) + F · (Xri
1,G − Xri

2,G) (1)

The indices ri
1, ri

2 are mutually exclusive integers randomly generated within the
range [1, NP ], which are also different from the base index i. The scaling factor
F is a positive control parameter for scaling the different vectors.

After the mutation phase, the crossover operation is applied to each pair of
the target vector Xi,G and its corresponding mutant vector Vi,G to generate a
new trial vector that we denote Ui,G. We will focus on the binomial crossover
scheme, which is performed on each component whenever a randomly picked
number between 0 and 1 is less than or equal to the crossover rate (CR), which
controls the fraction of parameter values copied from the mutant vector. Then,
we must decide which individual should survive in the next generation G + 1.
If the new trial vector yields an equal or better solution than the target vector,
it replaces the corresponding target vector in the next generation; otherwise the
target is retained in the population.

The success of DE in solving a problem crucially depends on the associated
control parameter values (F and CR) that determine the convergence speed.
One of the most successful adaptive DE algorithms is SFLSDE [12], we use the
ideas established in this work to obtain a self adaptive algorithm.

3 Iterative Prototype Adjustment Based on Differential
Evolution

In this section, we describe the IPADE approach. IPADE follows an iterative
scheme, in which it determines the most appropriate number of prototypes per
class and their best positioning. Concretely, IPADE is divided into three different
stages: initialization (Subsection 3.1), optimization (Subsection 3.2) and addition
of prototypes (Subsection 3.3). Figure 1 shows the pseudocode. In the following
we describe the most significant instructions enumerated from 1 to 26.

3.1 Initialization

A random selection (stratified or not) of examples from TR may not be the most
adequate procedure to initialize the PGS. Instead, IPADE iteratively learns pro-
totypes in order to find the most appropriate structure of PGS. Instruction 1
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1: PGS = Initialization(TR)
2: DE Optimization(PGS, TR)
3: AccuracyGlobal = Evaluate(PGS, TR)
4: registerClass[0..Ω] = optimizable
5: while AccuracyGlobal <> 1.0 or all classes are non − optimizables do
6: lessAccuracy = ∞
7: for i = 1 to Ω do
8: if registerClass[i] == optimizable then
9: AccuracyClass[i] = Evaluate (PGS, Examples of class i in TR)
10: if AccuracyClass[i] < lessAccuracy then
11: lessAccuracy = AccuracyClass[i]
12: targetClass = i
13: end if
14: end if
15: end for
16: PGStest = PGS ∪ RandomExampleForClass(TR, targetClass)
17: DE Optimization(PGStest, TR)
18: accuracyTest = Evaluate(PGStest, TR)
19: if accuracyTest > AccuracyGlobal then
20: AccuracyGlobal = accuracyTest

21: PGS = PGStest

22: else
23: registerClass[targetClass] = non − optimizable
24: end if
25: end while
26: return PGS

Fig. 1. IPADE algorithm basic structure

generates the initial solution PGS. In this step, PGS represents each class distri-
bution with its respective centroid. The centroid of the class does not completely
cover the region of each class and it does not avoid misclassifications. Thus, in-
struction 2 applies the first optimization stage using the initial PGS composed
of centroids for each class. The optimization stage must modify the prototypes
of PGS using the movement idea in the m-dimensional space. It is important to
point out that we normalize all attributes of the data set to the [0, 1] range.

3.2 Differential Evolution Optimization for IPADE

In this subsection we explain the proposal to apply the underlying idea of the DE
algorithm to the PG problem as a position adjusting of prototypes scheme. In the
proposed IPADE algorithm, each individual in the population encodes a single
prototype without the class label and, as such, the dimension of the individuals is
equal to the number of attributes of the specific problem. An individual classifies
an example of TR when it is the closest particle to that example.

The DE algorithm uses each prototype pu of PGS, provided by the IPADE
algorithm, as an initial population. Next, mutation and crossover operators guide
the optimization of the positioning of each pu. These operators only produce
modifications in the attributes of the prototypes of PGS. Hence, the class value
remains unchangeable throughout the evolutionary cycle. IPADE focuses on the
DE/CurrentToRand/1 strategy to generate the trial prototypes p

′
u.

After this, we obtain a trial solution PGS
′
, which is constituted for each p

′
u.

The selection operator decides which solution PGS
′

or PGS should survive for
the next iteration. The NN rule guides this operator to obtain the corresponding
fitness value. Implementation of these operators was described in depth in [11].
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Instruction 3 evaluates the accuracy of the initial solution, measured by clas-
sifying the examples of TR with the prototypes of GS by using the NN rule.

3.3 Addition of Prototypes

After the first optimization process, IPADE enters in an iterative loop (Instruc-
tions 5-25) to determine which classes need more prototypes to faithfully rep-
resent their class distribution. In order to do this, we need to define two types
of classes. A class ω is said to be optimizable if it allows the addition of new
prototypes to improve its local classification accuracy. The local accuracy of ω
is computed by classifying the examples of TR whose class is ω with the proto-
types kept in PGS (using the NN rule). The target class will be the optimizable
class with the least accuracy registered. From instructions 7 to 15, the algorithm
identifies the target class in each iteration. All classes start as optimizable.

In order to reduce the classification error of the target class, IPADE extracts
a random example of this class from TR and adds this to the current PGS in a
new trial set PGStest (Instruction 16). This addition forces the re-positioning of
the prototypes of PGStest by again using the optimization process (Instruction
17) and its corresponding evaluation (Instruction 18) of predictive accuracy.

After this process, we have to ensure that the new positioning of prototypes of
PGStest has reported a successful improvement of the accuracy rate in respect
to the previous PGS. If the global accuracy of the PGStest is lesser than the
accuracy of PGS, IPADE does not add this prototype to PGS and this class is
registered as non-optimizable. Otherwise, PGS = PGStest.

The stopping criterion is satisfied when the accuracy rate is 1.0 or all the
classes are registered as non-optimizable. The algorithm returns PGS as the
smallest reduced set which is able to classify the TR appropriately.

4 IPADECS: IPADE with a Complete Solution Per
Individual

In this work we choose a different codification scheme for the DE optimization.
Concretely, a complete solution is codified in each individual. This corresponds
to the case where each individual of the population encodes a complete PGS.
Following the notation used in Subsection 2.2, Xi,G defines the target vector, but
in this case, the target vector can be represented as a matrix. Table 1 describes
the structure of an individual. Furthermore, each prototype pj , 1 ≤ j ≤ r, of an
individual Xi,G has a class xpω,j .

The current PGS of the IPADE algorithm must be inserted once as one of the
individuals of the population, initializing the rest of the individuals with random
prototypes extracted from TR. It is important to point out that every solution
must have the same structure that PGS, thus they must have the same number
of prototypes per class, and the classes must have the same arrangement in the
matrix Xi,G.
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Table 1. Encoding of a set of prototypes in a individual Xi,G

Attribute 1 Attribute 2 ... Attribute D Class
Prototype 1 xp1,1 xp2,1 ... xpD,1 xpω,1

Prototype 2 xp1,2 xp2,2 ... xpD,2 xpω,2

...
Prototype r xp1,r xp2,r ... xpD,r xpω,r

The RandToBest mutation strategy generates the mutant matrix Vi,G in re-
spect to each individual Xi,G, in the current population. The operations of ad-
dition, subtraction and scalar product are carried out as typical matrices. This
is the justification for the individuals having the same structure. In order for
the mutation operator to make sense, the operators must act over the same at-
tributes and over prototypes of the same class in all cases. After applying this
operator, we check that the mutant matrix Vi,G has generated correct values for
all features of the prototypes. This procedure checks if there have been values
out of range of [0, 1]. If a computed value is greater than 1, we truncate it to 1,
and if is lower than 0, we establish it at 0.

The trial matrix Ui,G is generated with a binomial crossover. In PG, the
mutant matrix Vi,G exchanges its prototypes with Xi,G to generate Ui,G.

The selection operator decides which individual between Xi,G and Ui,G should
survive in the next generation G + 1. The NN rule, with k=1 (1NN), guides
this operator. The instances in TR are classified with the prototypes encoded
in Xi,G or Ui,G by the 1NN rule with a leave-one-out validation scheme, and
their corresponding fitness values are measured as the number of successful hits
relative to the total number of classifications. We try to maximize this value.

5 Experimental Framework and Analysis of Results

This section presents the experimental framework (Subsection 5.1) and the com-
parative study between IPADECS and IPADE (Subsection 5.2).

5.1 Experimental Framework

In this section we show the issues related to the experimental study. In order to
compare the performance of the algorithms, we use the accuracy rate [14], and
the reduction rate measured as: 1 − size(PGS)/size(TR).

We use 20 data sets from the KEEL-dataset repository1 [13]. Table 2 shows,
for each data set, the number of examples (#Ex.), the number of attributes
(#Atts.), and the number of classes (#Cl.). The data sets considered are
partitioned using the ten fold cross-validation (10-fcv) procedure.

The configuration parameters of all the methods used in the comparison are
shown in Table 3. In this table, the values of the parameters Fl, Fu, iterSFGSS

1 http://sci2s.ugr.es/keel/datasets

http://sci2s.ugr.es/keel/datasets
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Table 2. Summary description for used classification data sets

Data Set #Ex. #Atts. #Cl. Data Set #Ex. #Atts. #Cl.
bupa 345 6 2 nursery 12690 8 5
car 1.728 6 4 pageblocks 5.472 10 5
ecoli 336 7 8 pima 768 8 2
german 1.000 20 2 ring 7400 20 2
glass 214 9 7 segment 2.310 19 7
haberman 306 3 2 thyroid 7.200 21 3
heart 270 13 2 twonorm 7.400 20 2
iris 150 4 3 wine 178 13 3
monks 432 6 2 wisconsin 683 9 2
newthyroid 215 5 3 zoo 101 17 7

Table 3. Parameter specification for the methods employed in the experimentation

Algorithm Parameters

IPADE iterations of Basic DE = 500, iterSFGSS = 8, iterSFHC =20, Fl=0.1, Fu=0.9

IPADECS PopulationSize = 10, iterations of Basic DE = 500
iterSFGSS = 8, iterSFHC = 20, Fl=0.1, Fu=0.9

and iterSFHC are the recommended values established in [12]. Furthermore,
euclidean distance is used as a similarity function and those which are stochas-
tic methods have been run three times per partition. Implementations of the
algorithms can be found in the KEEL software tool [13].

5.2 Analysis of Results

Table 4 shows the results obtained in test data. This table collects the average
results in terms of accuracy and reduction rate, obtained over the 20 data sets
considered. The best result for each data set is remarked in bold.

Considering only average results could lead us to erroneous conclusions. Due to
this fact, we will accomplish statistical comparisons over multiple data sets based
on non-parametric tests [15], [16]. Specifically, we use the Wilcoxon Signed-Ranks
test and we obtain a p-value of 0.0019 in the comparison between IPADECS
and IPADE.

Looking at Table 4 we want to outline some interesting comments:

– IPADECS obtains the best average results in terms of accuracy in compar-
ison with the IPADE algorithm. Furthermore, the Wilcoxon test supports
this statement with a p-value lower than 0.05.

– As we can observe in Table 4, the original IPADE achieves a higher re-
duction rate than IPADECS. This behavior arises because IPADECS uses
a stronger optimization process that allows to introduce more prototypes
in PGS, specifically in the addition stage to increase the accuracy
capabilities.
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Table 4. Results obtained

Datasets IPADE IPADECS
AccTest Red. Rate AccTest Red. Rate

bupa 0.5775±0.0545 0.9894±0.0021 0.6567±0.0848 0.9842±0.0055
car 0.8096±0.0298 0.9931±0.0012 0.8692±0.0205 0.9914±0.0021

ecoli 0.7714±0.0615 0.9683±0.0026 0.7892±0.0654 0.9524±0.0042
german 0.7160±0.0233 0.9966±0.0008 0.7180±0.0325 0.9920±0.0032

glass 0.6306±0.1092 0.9533±0.0053 0.6909±0.1113 0.9393±0.0131
haberman 0.7287±0.0715 0.9898±0.0027 0.7445±0.0640 0.9891±0.0049

heart 0.8185±0.0560 0.9877±0.0052 0.8370±0.0983 0.9831±0.0059
iris 0.9667±0.0447 0.9763±0.0030 0.9467±0.0400 0.9748±0.0036

monks 0.8576±0.0974 0.9920±0.0024 0.9120±0.0476 0.9910±0.0021
newthyroid 0.9630±0.0348 0.9783±0.0045 0.9818±0.0302 0.9835±0.0021

nursery 0.5299±0.0282 0.9993±0.0002 0.6479±0.0458 0.9992±0.0003
page-blocks 0.9291±0.0084 0.9983±0.0002 0.9335±0.0155 0.9974±0.0005

pima 0.7528±0.0586 0.9955±0.0010 0.7684±0.0467 0.9916±0.0031
ring 0.8165±0.0342 0.9989±0.0004 0.8970±0.0103 0.9956±0.0012

segment 0.8753±0.0142 0.9950±0.0009 0.9208±0.0097 0.9919±0.0017
thyroid 0.9404±0.0036 0.9990±0.0002 0.9399±0.0036 0.9989±0.0003

twonorm 0.9764±0.0070 0.9995±0.0002 0.9766±0.0069 0.9993±0.0002
wine 0.9497±0.0678 0.9800±0.0025 0.9441±0.0352 0.9794±0.0040

wisconsin 0.9699±0.0197 0.9960±0.0011 0.9642±0.0194 0.9951±0.0019
zoo 0.9464±0.0702 0.9087±0.0071 0.9633±0.0823 0.9086±0.0054

AVERAGE 0.8263±0.1370 0.9848±0.0216 0.8551±0.1138 0.9819±0.0231

6 Concluding Remarks

In this contribution, we have presented a data reduction technique called
IPADECS which iteratively learns the most adequate number of prototypes per
class and their positioning for the NN algorithm. This technique is an extension
our previous proposal IPADE with a different codification scheme. The results
obtained show that IPADECS is statistically better than IPADE, which showed
to outperform previously proposed methods.
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Abstract. In this paper a new evolutionary multi-objective algorithm (GAR-
SD) for Subgroup Discovery tasks is presented. This algorithm can work with 
both discrete and continuous attributes without the need for a previous 
discretization. An experimental study was carried out to verify the performance 
of the method. GAR-SD was compared with other subgroup discovery methods 
by evaluating certain measures (such as number of rules, number of attributes, 
significance, support and confidence). For Subgroup Discovery tasks, GAR-SD 
obtained good results compared with existing algorithms. 

Keywords: Data Mining, Subgroup Discovery, Evolutionary Algorithms. 

1   Introduction 

In general, Data Mining techniques are usually divided into predictive and descriptive 
techniques. In predictive techniques, the models are induced from data labelled with a 
class and the aim is to predict the value of the class for instances in which the class is 
previously unknown. On the other hand, the main objective of the descriptive 
techniques is to find understandable and useful patterns, based on unlabelled data. 

A new emerging task consists of obtaining descriptive knowledge regarding a 
property of interest, in other words, to discover significant differences between groups 
that exist in a dataset and which can be interpreted by a human. In recent years, three 
approaches have aroused the interest of researchers: Contrast Set Mining [1], 
Emerging Pattern Mining [2] and Subgroup Discovery [3][4]. These techniques are 
known as Supervised Descriptive Rule Discovery. In [5], a unifying survey of these 
techniques is presented. This paper focuses on the Subgroup Discovery (SD) task, 
whose goal is the discovery of interesting patterns in relation to a specific property of 
interest for the user. 

In recent years, several SD algorithms have been presented. Some of them are 
adaptations of classic deterministic algorithms for rule induction as in [6][7], where 
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CN2-SD and APRIORI-SD algorithms are developed. One algorithm for exhaustive 
subgroup discovery based on the FP-growth algorithm is the SD-Map method [8]. 
There are some works [9][10] where algorithms for SD in relational space are 
described. Other subgroup discovery algorithms were developed implementing 
genetic fuzzy systems [11] to solve subgroup discovery tasks. In this group, the 
algorithms are designated SDIGA [12], MESDIF [13] and NMEEF-SD [14]. 

As in the descriptive tasks, the handling of numerical attributes is a great problem 
in the discovery of the most significant rules. Most of the aforementioned algorithms 
perform a prior discretization of the numeric attributes before carrying out the rule 
induction process. For example, APRIORI-SD and CN2-SD discretize the numeric 
attributes by using the Fayyad discretization method [15] and in the genetic fuzzy 
systems the authors use a fixed number of linguistic labels for the numeric attributes. 

This paper presents a multi-objective evolutionary approach to find the most 
important rules of the subgroups on various quality measures. In this approach, GAR-
SD optimizes support, confidence and significance. The major contribution of GAR-
SD is that it does not carry out a discretization of numeric attributes before the rule 
induction process. The ranges of numeric attributes are obtained in the rules induction 
process itself. In this way, it is ensured that these intervals are the most suitable for 
maximising the quality measures. The GAR-SD algorithm is based on the GAR 
algorithm [16], which was developed to find association rules. To verify the validity 
of the method presented, a comparative study was performed for evolutionary SD 
algorithms SDIGA, MESDIF and NMEEF-SD, as well as the classic SD algorithms 
CN2-SD and APRIORI-SD. 

The remainder of the paper is structured as follows: the next section gives a short 
description of SD. In Section 3, the new evolutionary approach to obtain rules for SD 
is explained. In Section 4, the experimental study is presented and the results obtained 
are analyzed. Finally, in Section 5 the conclusions and further research are presented. 

2   Subgroup Discovery 

As was defined in [5], "subgroup descriptions are conjunctions of features that are 
characteristic for a selected class of individuals (property of interest). A subgroup 
description can be seen as the condition part of a rule SubgroupDescription → Class. 
Therefore, subgroup discovery can be seen as a special case of a more general rule 
learning task." 

One of the most important aspects of the subgroup discovery task is the selection 
of the measures to use. The most common in the literature are coverage, significance, 
unusualness, support and confidence. This study focuses on significance, support and 
confidence. These measures are defined as: 

• Significance (SIG): Average of the likelihood ratio of each rule. Significance 
indicates how significant a finding is [6]. 

• Support (SUP): Percentage of target examples positives covered by the rules, 
computed as the true positive rate for the union of subgroups [6]. 

• Confidence (CONF): Average of the relative frequency of examples satisfying the 
complete rule among those satisfying only the antecedent. 
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Therefore, in this study other measures were considered, such as number of rules 
(#Rul, average of the number of inducted rules) and number of variables (#Var, 
average of the number of attributes of the antecedent). 

3   GAR-SD Algorithm.  Description of the Method 

The GAR-SD algorithm is based on the theory of evolutionary algorithms [17].  It is 
designed to work with both numeric and discrete attributes (and, of course, both at 
once). The intervals are obtained in the evolutionary process itself, during the learning 
stage. The heart of the tool is a multi-objective evolutionary algorithm whose purpose 
is to find the most interesting rules for each subgroup that can be extracted from a 
database with both numeric and discrete attributes. The GAR-SD operating schema 
can be seen in Fig. 1. 

 
input: database D 
output: subgroup rules 
Algorithm GAR-SD 
   for each class 
    nRules   0 
     while (nrows not covered < S_SUP) 
       nGen   0 
       generate the initial population P(0) 
           while (nGen < G) do 
             evaluate individuals of P(nGen) 
            P(nGen+1)   Select individual of P(nGen) 
       complete population of P(nGen+1)  
      through crossbreeding 
            perform mutations in P(nGen+1) 
          nGen = nGen+1 
     end while 
        R[nRules]   select best individual of P(nGen) 
        adjust bounds of R[nRules] 
         nRules   nRules + 1 
   end while 
   end for 
end GAR-SD 

Fig. 1. The GAR-SD algorithm 

S_SUP is a predefined number indicating the percentage of examples covered by 
the rules of the subgroup. This is the stop condition. To facilitate the process of 
searching for different rules, the initial population is constructed according to 
examples in the dataset that have not been covered by rules found previously. The aim 
of this is to prevent all the populations finding the same rule.  

3.1   Chromosome Representation and Initial Population  

An individual corresponds to a rule of a subgroup, in which each gene represents the 
maximum and minimum values for the intervals of each numeric attribute forming the 
rule, or the set of values which each discrete attribute can take in the rule. The rules 
can have a variable number of attributes (continuous or discrete).  
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The initial population is generated by randomly generating the limits of the 
intervals for each of the continuous attributes, and additionally assigning an initial 
value to the discrete attributes forming the rule.  In order to stimulate convergence, 
the individuals of the first population are conditioned to cover at least one example in 
the database. In the case of the continuous attributes, these start with a reduced 
interval size, while the discrete attributes start with a single value. The attributes of 
the rule are selected randomly. 

3.2   Genetic Operators 

The genetic operators used are the usual ones in evolutionary processes, that is, 
crossover and mutation.  For replication, a percentage of the best individuals are 
selected. The rest of the population is completed by means of the crossover operator, 
randomly selecting the individuals to be combined to form new ones. A variation of 
the uniform crossover has been adopted: for each crossover between two individuals, 
two new ones are generated, and the one which best adapts passes on to the next 
generation. In Fig. 2, an example of crossover between two individuals (Ix and Iy) is 
showed. 
 

 

Fig. 2. Example of crossover 

It was observed that in the solution to our algorithm, the mutation operator is 
perhaps the most influential during the evolutionary process. The process consists of 
altering one or more genes of the individual. A distinction is made between 
continuous and discrete type genes. In attributes of a continuous type, the mutation 
causes changes in the upper and lower limits of the interval. The discrete attribute 
mutation consists of changing the value of the attribute for another belonging to its 
domain, or adding or taking away values from the list of the attribute in question. At 
the end of the process, there is an adjustment or refinement to the limits of the 
intervals of the rule which has been found. This adjustment consists of reducing the 
size of the intervals in such a way that both limits are values which belong to the 
database in question. 

3.3   Fitness Function 

As described in Section 2, there are many measures in SD to obtain the quality of a 
subgroup. The main goal of the fitness function is to determine the best adapted 
individuals. In addition, other factors capable of establishing priority between 
individuals were considered, as explained below.  The evaluation function which 
should be maximized for each individual i is given by (1). 

Sup, conf and sig are related to support, confidence and significance of an 
individual (rule). Each parameter has an associated weighting factor. The rest of the 
additional parameters are described as follow: 
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• AmplitudeC: Average amplitude of all the numeric intervals making up the rule.  
• AmplitudeD: Average amplitude of all discrete intervals forming the rule.  
• Re-covering: This parameter aims to ensure that the algorithm tends to look for 

rules with different attributes in each new search. 
 

f(i)= (sup*ws) + (conf*wc) + (sig*wsig) - (amplitudeC*wac) -         
(amplitudeD*wad) - (re-covering*wrecov)                     

(1) 

4   Experimental Evaluation 

An experimental study with some of the datasets available in the UCI repository was 
carried out to analyze the behaviour of the proposed algorithm. Table 1 summarizes 
the main characteristics (number of attributes, number of discrete attributes, number 
of continuous attributes, number of classes and number of examples) of each selected 
dataset. 

Table 1. Dataset characteristics  

Dataset #Attr #Discr #Cont #Class #Examples 
Appendicitis 7 0 7 2 106 
Diabetes 8 0 8 2 768 
German 20 13 7 2 1000 
Hypothyroid 25 18 7 2 3163 
Iris 4 0 4 3 150 

Table 2. Experimentation results for Appendicitis dataset  

#Algorithm #Rul #Var SIG SUP CONF 
APRIORI-SD 2 2.25 2.051 0.828 0.811 
CN2-SD 13 1.846 2.894 0.971 0.458 
MESDIF-SD (3) 6 4.166 2.120 0.771 0.564 
MESDIF-SD (5) 6 3.333 1.761 0.142 0.296 
NMEEF-SD (3) 1 2 0.771 0.685 0.888 
NMEEF-SD (5) 3 2 1.417 0.685 0.750 
SDIGA-SD (3) 2 3.5 2.685 0.771 0.711 
SDIGA-SD (5) 4 2.25 1.725 0.8 0.803 
GAR-SD 4 3.25 3.233 0.545 0.926 

 
To compare the algorithms, each dataset was divided into 2 parts. 60% of the 

examples were used to train the models and 40% were used as test set. In addition, for 
non-deterministic algorithms 5 runs were performed and averages of each measure 
were calculated. The rules obtained by GAR-SD were compared with those obtained 
by the APRIORI-SD, CN2-SD, NMEEF-SD and MESDIF-SD. For the execution of 
these algorithms, the implementations of that methods included in KEEL[18] were 
used. For classic algorithms APRIORI-SD and CN2-SD, a previous discretization of 
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numeric attributes was carried out using the Fayyad method. For genetic fuzzy 
systems, tests were conducted with 3 and 5 linguistic labels.  

The experimental results are shown in Tables 2 to 6. Considering the different 
characteristics of the selected sets, the results obtained from these experiments show 
that GAR-SD performs better significance values than other algorithms. In addition, 
as GAR-SD is a multi-objective algorithm, good values of support, confidence, 
number of rules and number of variables are obtained. 

Table 3. Experimentation results for Diabetes dataset  

#Algorithm #Rul #Var SIG SUP CONF 
APRIORI-SD 7 2.142 13.804 0.490 0.750 
CN2-SD 11 2 14.303 0.961 0.602 
MESDIF-SD (3) 6 4 1.325 0.597 0.198 
MESDIF-SD (5) 6 2.833 3.463 0.390 0.549 
NMEEF-SD (3) 9 3.111 7.886 0.632 0.715 
NMEEF-SD (5) 4 2 6.693 0.628 0.718 
SDIGA-SD (3) 4 3.75 5.417 0.699 0.484 
SDIGA-SD (5) 8 4.125 2.558 0.574 0.185 
GAR-SD 12.5 3.016 21.157 0.701 0.813 

Table 4. Experimentation results for German dataset  

#Algorithm #Rul #Var SIG SUP CONF 
APRIORI-SD 5 2.4 16.088 0.396 0.648 
CN2-SD 12 5.083 11.898 0.834 0.395 
MESDIF-SD (3) 6 10.833 0.119 0.003 0.166 
MESDIF-SD (5) 6 8.333 0.694 0.003 0.055 
NMEEF-SD (3) 10 2.8 8.037 0.702 0.775 
NMEEF-SD (5) 8 2.375 5.300 0.699 0.762 
SDIGA-SD (3) 3 2 2.811 0.777 0.578 
SDIGA-SD (5) 3 2 0.279 1 0.574 
GAR-SD 9 3.6 19.153 0.94 0.614 

Table 5. Experimentation results for Hypothyroid dataset  

#Algorithm #Rul #Var SIG SUP CONF 
APRIORI-SD - - - - - 
CN2-SD 2 3 126.386 0.959 0.776 
MESDIF-SD (3) 6 9.666 13.654 0.126 0.846 
MESDIF-SD (5) 6 10.833 8.628 0.163 0.497 
NMEEF-SD (3) 3 2.333 22.865 0.646 0.984 
NMEEF-SD (5) 4 2.25 44.415 0.723 0.989 
SDIGA-SD (3) 2 2 4.952 0.175 0.525 
SDIGA-SD (5) 3 2 13.492 0.396 0.665 
GAR-SD 9 5,55 136.231 0.966 0.7 
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Table 6. Experimentation results for Iris dataset  

#Algorithm #Rul #Var SIG SUP CONF 
APRIORI-SD 15 1.6 24.78 0.98 0.932 
CN2-SD 3 1 24.425 0.98 0.896 
MESDIF-SD (3) 9 3.444 17.741 0.88 0.65 
MESDIF-SD (5) 9 2.444 20.774 0.88 0.938 
NMEEF-SD (3) 6 2.333 29.990 0.94 0.975 
NMEEF-SD (5) 4 2 28.650 0.88 0.891 
SDIGA-SD (3) 3 2.666 28.691 0.88 0.95 
SDIGA-SD (5) 4 2.25 21.407 0.8 0.925 
GAR-SD 2 2.333 30.349 0.941 0.958 

 
Table 7 shows the average values of each measure for each of the algorithms. As 

can be seen, the average values of GAR-SD in significance are greater than those 
obtained by the other algorithms tested, while confidence and support are among the 
best results. As GAR-SD is a multi-objective algorithm, it tries to find rules in which 
these measures are maximized to an acceptable level. It was concluded that the 
subgroups obtained by GAR-SD are therefore good, useful and representative. 

Table 7. Summary of results obtained  

#Algorithm #Rul #Var SIG SUP CONF 
APRIORI-SD 7.25 2.098 14.18 0.673 0.785 
CN2-SD 8.2 2.585 35.981 0.941 0.625 
MESDIF-SD (3) 6.6 6.422 6.992 0.528 0.485 
MESDIF-SD (5) 6.6 5.555 7.064 0.431 0.467 
NMEEF-SD (3) 5.8 2.515 13.910 0.782 0.867 
NMEEF-SD (5) 4.6 2.125 17.295 0.768 0.822 
SDIGA-SD (3) 2.8 2.783 8.911 0.653 0.650 
SDIGA-SD (5) 4.4 2.525 7.892 0.810 0.630 
GAR-SD 7.3 3.439 39.121 0.813 0.829 

5   Conclusions 

In this paper, a new evolutionary multi-objective algorithm for Subgroup Discovery 
tasks is described. The main feature of this new method is that it can work with both 
discrete and continuous attributes without previous discretization. The ranges of 
numeric attributes are obtained in the rules induction process itself. In this way, we 
ensure that these intervals are the most suitable for maximizing the quality measures.  

GAR-SD has been compared with APRIORI-SD, CN2-SD, SDIGA, MESDIF and 
NMEEF-SD measuring the significance, support and confidence from datasets with 
different characteristics. This study shows that the algorithm obtains the best results 
for significance for all the datasets. In addition, good results for support and 
confidence were obtained. The study evinces that GAR-SD obtains good results for 
SD tasks. The subgroups obtained by GAR-SD are, therefore, good, useful and 
representative.  
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As future work, other measures will be studied, such as coverage, unusualness and 
accuracy in order to improve the subgroups obtained by the algorithm.  
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Abstract. In the last few years, DNA microarray technology has at-
tained a very important role in biological and biomedical research. It
enables analyzing the relations among thousands of genes simultane-
ously, generating huge amounts of data. The gene regulatory networks
represent, in a graph data structure, genes or gene products and the func-
tional relationships between them. These models have been fully used in
Bioinformatics because they provide an easy way to understand gene
expression regulation.

Nowadays, a lot of gene regulatory network algorithms have been de-
veloped as knowledge extraction techniques. A very important task in all
these studies is to assure the network models reliability in order to prove
that the methods used are precise. This validation process can be carried
out by using the inherent information of the input data or by using exter-
nal biological knowledge. In this last case, these sources of information
provide a great opportunity of verifying the biological soundness of the
generated networks.

In this work, authors present a gene regulatory network validation
framework. The proposed approach consists in identifying the biological
knowledge included in the input network. To do that, the biochemical
pathways information stored in KEGG database will be used.

1 Introduction

In the last few years, DNA microarray technology has attained a very impor-
tant role in biological and biomedical research. It enables analyzing the relations
among thousands of genes simultaneously. The huge amount of data generated
has attracted the attention of a lot of researchers because extracting useful in-
formation from it represents a big challenge. For example, inferring gene-gene
interactions involved in biological function is a relevant task. To deal with it, dif-
ferent statistical and data mining techniques have been used. Gene Regulatory
Networks (GRNs) represent one of the most important approaches to support
the identification of regulatory modules. These approaches are able to establish
gene-gene interactions and show them in a visual way. There are different models
of regulatory networks [6], among which we point out the followings: regulatory
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networks based on information theory [4,14], logical networks [12,19,3], based
on differential equations [6], bayesian networks [7,15] and tree-based networks
[16,20]. Regarding the first type, information theory based networks, correla-
tion networks represent the simplest architecture in which a non-directed graph
with weighted edges according the correlation coefficient between the gene ex-
pression levels is used. The logical networks were introduced by Kauffman [11]
and take into account the different gene states in a binary way. In the case of
the differential equations based networks, the changes in the gene expres-
sion levels are described by means of a differential equation, which is suitable to
model complex relationships. Another model are bayesian networks that use
Bayes rules to show the stochastic behavior of the genetic regulation. And finally,
we should point tree-based networks that are inspired by model trees as a
way to detect linear dependencies between genes and to set a group of gene-gene
dependencies.

In the literature, there are a lot of studies about the aforementioned networks
models. For example, in the work of Faith et al. [5] the edges are weighted using
statistical values from mutual information or Rangel et al. [18] research, where
a 39 genes lineal model was inferred about the T-cell activation using temporal
gene expression data.

A very important task in all these studies is to assure the network models
reliability in order to prove that the used methods are good enough. The most
accepted approach is the validation using public data, that is, gene networks are
validated comparing them with well-known and accepted data. In this sense, we
point out the work of Bickel et al. [2] which is based on ROC curves to carry out
the networks validation. In [13], the euclidean distance (L2-Distance) between
the final results and the best known result is used as a validation measure.

In conclusion, the GRN validation is a crucial step in the new approaches de-
velopment process. In this work, a novel validation framework based on the input
network biological knowledge identification is proposed. This approach consists
of the comparison between the input network and the metabolic processes repre-
sented by the biochemical pathways stored in the Kyoto Encyclopedia of Genes
and Genomes, KEGG [9,17,10]. Besides, quantitative measures are used in order
to estimate the network goodness.

The paper is organized as follows: We start with a description section in which
the main features of our approach are described. Following, the methodology is
applied to synthetic and real data and the results obtained are fully explained.
Finally, the main conclusions are exposed in the section 4.

2 Description

Our approach consists in the comparison between the gene-gene interactions of
the input network1 with the interactions stored in the KEGG database. KEGG
project was born in 1995 as a part of the Japanese human genome project.
1 The input network could be a Gene Regulatory Network or an Influence Gene Net-

work.
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KEGG is composed of 16 databases organized in 3 categories: genetic informa-
tion, where, for example, the database Kegg Genes stores information about
completely sequenced genomes; chemical information, where biochemical reac-
tions are represented in the Kegg Reaction database; and functional informa-
tion, where it is worth to mention the Kegg Pathway database, which stores
knowledge about different biological process in graph data structures. These
graphs are composed by nodes (molecules, proteins or genes) and edges that
represents relationships, reactions or interactions between the nodes.

The methodology presented in this work consists in identifying the biological
knowledge stored in the input network. To deal with it, a comparison between
the input graph and the different pathways stored in KEGG is carried out. For
every biochemical pathway it is checked if the metabolic process described by
that pathway is contained, totally or partially, in the input network.

Fig. 1. A schematic comparison methodology representation

A schematic representation of our methodology is depicted in Figure 1. Firstly,
the organism o represented in the input network G is detected. In second place,
the different pathways, Po, stored in KEGG for the organism o are extracted.
For example, in the figure there are N pathways stored in KEGG for o (Po =
{p1, . . . , pN}). Finally, N comparisons between the different pathways, pi ∈ Po,
and the input network G are carried out. Every comparison checks every graph
edge against every pathway (pi) edge, that is, for every edge in G a similar one
in pi will be searched. This comparison will be based on the nodes connected by
the edges. It is important to take into account that every node stored in Kegg
Pathways can represent one or more genes. So, on the one hand, it would be
necessary that at least one of them matches up with a node from the input
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network. On the other hand, genes from G not involved in the metabolic process
represented by pi are not took into account to carry out the comparison.

In that way, for every comparison, we will find the differences and similarities
between the input network and the information stored in KEGG. Differences
are classified as false positives (FP), that is, there is a relation in the input
network but not in KEGG, or false negatives (FN) if there is a relation in
KEGG not detected by the input network. Similarities are classified as true
positives (TP) or true negatives (TN). If the input network shares a edge
between a pair of genes {gi,gj} with a KEGG pathway, it will classified as a TP.
We will get a TN when a pair of genes {gi,gj} are not found either in the input
network neither in the KEGG patwhay pi.

Using these definitions, the following measures are calculated:

Coverage. Is the percentage of pathway edges included in the input network.
It is calculated by means of the following equation, in which |p| is the number
of the edges in pathway p.

Coverage =
TP ∗ 100

|p|
Precision. Shows the relationship between the number of TP and the number

of edges in the input network. It is a measure of our network accuracy,
represented by values between [0, 1], being 1 the maximum possible accuracy,
that is, the 100% of the gene–gene interactions are found in the analyzed
pathway.

Precision =
TP

TP + FP

Recall. The recall value shows the relationships between the number of gene–
gene interactions in KEGG and in the input network. With values in the
following interval, [0, 1], a recall of 1 implies a input network containing all
the relationships stored in KEGG.

Recall =
TP

TP + FN

Breakeven. It is the balance between precision and recall. The generated val-
ues are in the same interval that the previous ones, being a more sensitive
network if the value is equal to 1.

Breakeven =
Precision + Recall

2

F-measure. Is the harmonious measure between precision and recall. Unlike
breakeven, that is an arithmetic mean, F-measure is an adjusted mean.

F − measure =
2 ∗ Precision ∗ Recall

Presion + Recall
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3 Results

The objective of this section is to prove the usefulness of the gene regulatory
network validation framework proposed in this work. To do that, the experimen-
tal part is divided in two different phases. Firstly, well-known data will be used
in order to demonstrate that the method can detect the quality of the input
networks. In second place, the objective will be the opposite, that is, using data
without any biological soundness it will be prove that the final results will not
be relevant enough.

For the first phase, the network presented by por Uetz et al.[21], composed of
957 relationships between 1004 yeast genes, is used. Applying our novel approach,
95 (total number of sacchyaromyces cerevisiae pathways) comparisons are being
carried out using KEGG. It is worth to mention the comparison with pathway
“Regulation of autophagy – Saccharomyces cerevisiae” (path : sce04140).
Its results are summarized in Table 1. The coverage value, 71, 4%, shows that
the network includes almost three quarters of the gene–gene interactions in the
examined pathway. Besides, it shows that there are 10 identical relationships in
both networks, 6 in the input network but not in the pathway and 9 interactions
in the pathway that are not found in the input network. Finally, the rest of the
measures described in section 2 are presented.

Table 1. Pathway sce04140 comparison results

Pathway sce:04140
Coverage 71,4%

TP 10
FP 6
FN 9

Precision 0,625
Recall 0,526

Breakeven 0,575
F-measure 0,571

The values of Precision and Coverage stored in Table 1 show that the biological
functionality of the pathway (sce:04140) is contained by the input GRN. Thus,
we can say that the input network is reliable based on current knowledge because
it contains relevant biological information.

In the second phase, the behavior of our methodology using non-relevant bio-
logical information is checked. To deal with it, we modify the same network used
in the first part adding random relationships. That is, in a loop process composed
by 10 iterations, the number of random relationships added to the network are
increased a 10% every iteration. Besides, in every iteration, 100 artificial net-
works are generated and compared with pathway path : sce04140. In that way,
1000 different networks will be validated and their results are summarized in
Figure 2.
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Fig. 2. Evolution of the proposed measures regarding pathway sce : 04140

Figure 2 shows, for every iteration, the arithmetic mean of the values obtained
by the measures described in section 2. It can be observed that the different mea-
sures follow a similar behavior, like in the extreme case of measures Breakheaven
and F–measure. The coverage measure starts with a value up to 70% when the
random level is null and ends with values near to 20% when the random level
reaches its biggest value. This is the more emphasized decrease in the figure,
being the expected behavior in the sense that this measure provides better re-
sults when the input network shares a big number of edges with the analyzed
pathway. The same occurs whith precision. However, recall measure shows the
lightest variation in all the graphic, starting with values near to 0.5 and ending
with values near to 0.2.

In conclusion, these results prove that our methodology distinguishes the dif-
ferences between a gene regulation network with biological relevance and an in-
put network without any biological soundness. However, this experiments make
clear that the information stored in KEGG is not suitable in some cases, gener-
ating non-real differences between the analyzed pathway and the input network.

4 Conclusions

A first approach of a genes network validation framework is proposed. The
method presented, based on the metabolic process information stored in KEGG,
consists of identifying known biological knowledge included in the input network.
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One of the main features is represented by the different measures proposed to
check the goodness of a certain network.

The usefulness of the methodology has been checked using biological well-
known data, obtained from literature, as well as artificial data. To be precise,
a gene network published by Uetz et al. as real data and, a random modifica-
tion of it has been used as artificial data. The final results shows that the our
methodology is able to measure every kind of result appropriately.

However, it seems that the information stored in KEGG is insufficient in
some cases. Because of this, and as a future work, we will incorporate additional
information stored in other databases, like Reactome [8] o Enzyme [1] in order to
generate more complete and accurate measures. Finally, we will provide different
levels of accuracy to the mesures in order to take into account the indirect
relationships between genes.
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Abstract. Nowadays, much effort is being devoted to develop tech-
niques that forecast natural disasters in order to take precautionary
measures. In this paper, the extraction of quantitative association rules
and regression techniques are used to discover patterns which model the
behavior of seismic temporal data to help in earthquakes prediction.
Thus, a simple method based on the k–smallest and k–greatest values
is introduced for mining rules that attempt at explaining the conditions
under which an earthquake may happen. On the other hand patterns are
discovered by using a tree-based piecewise linear model. Results from
seismic temporal data provided by the Spanish’s Geographical Institute
are presented and discussed, showing a remarkable performance and the
significance of the obtained results.

Keywords: time series, quantitative association rules, regression.

1 Introduction

A time series is a sequence of values observed over time and, therefore, chrono-
logically ordered. Given this definition, it is usual to find data that can be rep-
resented as time series in many research fields.

The study of the past behavior of a variable may be extremely valuable to
predict its future behavior. Assuming that the nature of the earthquakes time
series is stochastic, clustering techniques have shown that these time series ex-
hibit some temporal patterns, making the modeling and subsequent prediction
possible [11].

This paper analyzes and forecasts earthquakes time series by means of the
application of two classical techniques: Quantitative association rules (QAR)
and regression.

A revision of the latest published works reveals that the amount of meta-
heuristics and search algorithms related to association rules with continuous
attributes is limited. Nevertheless, a classifier was presented in [13] to extract
quantitative association rules from unlabeled data streams. The main novelty
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of this approach lied on its adaptability to on-line gathered data. Also, a meta-
heuristic based on rough particle swarm techniques was presented in [1]. In this
case, the special feature was the obtention of the values determining the intervals
of the association rules. They also evaluated and tested several new operators in
synthetic data. A multi-objective pareto-based genetic algorithm was presented
in [2]. The fitness function was formed by four different objectives: support,
confidence, comprehensibility of the rule (aimed at being maximized) and the
amplitude of the intervals that forms the rule (intended to be minimized). The
work published in [17] presented a new approach based on three novel algo-
rithms: Value-interval clustering, interval-interval clustering and matrix-interval
clustering. Their application was found especially useful when mining complex
information. Another genetic algorithm was used in [16] in order to obtain nu-
meric association rules. However, the unique objective to be optimized in the
fitness function was the confidence. To fulfill this goal, the authors avoided the
specification of the actual minimum support, which is the main contribution of
this work. Finally, an extension of the well-known binary-coded CHC algorithm
is presented in [10] for finding existing relations between atmospheric pollution
and climatological conditions.

Regression techniques have been widely used for forecasting time series [5].
Thus, an empirical study on sea water quality prediction can be found in [7].
Hatzikos et al. faced the problem of forecasting water quality based on under-
water sensors measurements, by means of a large variety of both linear and non-
linear methods. Also, a new methodology to build regression trees was introduced
in [3]. The authors transformed quantitative data into statistical moments, and
constructed a tree to estimate the forecasting interval of the target variable.
Last, the problem of predicting the machinery degradation and trending of fault
propagation before reaching the alarm was studied in [12]. In particular, the
authors proposed an approach based on regression trees to forecast such time
series.

The rest of the paper is divided as follows. Section 2 provides the methodology
used in this work. The results of the approach are reported in Section 3. Finally,
Section 4 discusses the achieved conclusions.

2 Methodology

The methods used to extract knowledge from earthquakes time series are de-
scribed in this section. The goal is to find patterns in data that precede the
appearance of earthquakes with a given magnitude.

2.1 Association Rules Mining

Let F = {F1, ..., Fn} be a set of features with values in R describing an earth-
quake. The desired rules are defined by the following equation:∧

i=1,...,n−1

Fi ∈ [li, ui] ⇒ Fn ∈ [ln, un] (1)
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where li and ui represents the lower and upper limits of the interval for Fi,
respectively and the limits ln and un are given depending on the objective of
the problem to be solved. In the context of seismic time series, Fn represents the
earthquake magnitude to be predicted and the limits ln and un depend on the
required size of the earthquakes to be forecasted.

The proposed method to obtain QAR is described as follows. First, the dataset
is sorted by the feature Fn, that is, by the consequent of the rule. Once the limits
[ln, un] are set, the range of the remaining features Fi is calculated as:

R(Fi) = {Fi such that Fn ∈ [ln, un]} i = 1, ..., n − 1 (2)

Let fM
i and fm

i with i = 1, ..., n− 1 two functions defined by:

fM
i : {1, ..., #(R(Fi))} −→ R(Fi)

k −→ fM
i (k) = k greatest value of R(Fi)

(3)

fm
i : {1, ..., #(R(Fi))} −→ R(Fi)

k −→ fM
i (k) = k smallest value of R(Fi)

(4)

where #(R(Fi)) is the number of elements of the set R(Fi).
Let Si be the set of pair of values such that the amplitude of the interval to

be searched for the feature Fi is sufficiently small. That is,

Si = {(k1, k2) such that fM
i (k2) − fm

i (k1) ≤ MAXi} (5)

where MAXi is the maximum allowed amplitude for the feature Fi which is a
given parameter depending on the desired rules.

Thus, for any value (ki
1, k

i
2) ∈ Si, the rules built by the k-greatest and k-

smallest values are:∧
i=1,...,n−1

Fi ∈ [fm
i (ki

1), fM
i (ki

2)] ⇒ Fn ∈ [ln, un] (6)

2.2 Regression: M5P Algorithm

The second method used to obtain patterns in seismic time series is the M5P
algorithm available in WEKA [4]. The M5P approach [15] extends to the M5 al-
gorithm by adding missing values techniques and transformation of features from
discrete values to binary values. The algorithm M5 [14] provides a conventional
decision-tree with linear regression functions at the nodes. The tree is obtained
by a classical induction algorithm but the splits are obtained by maximizing the
reduction of the variance and not maximizing the gain of information.

Once the tree has been built, the method computes a linear model for each
node. Later the leaves of the tree are pruned while the error decreases. For each
node, the error is the mean of the absolute value of the difference between the
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predicted and actual values for each example reaching such node. This error
is weighted depending on the number of examples which reach that node. The
process is repeated until all examples are covered for one o more rules.

Thus, M5P generates models that are compact and relatively comprehensible.

3 Results

This section presents the results obtained from the application of the approaches
introduced in Section 2. In particular, Section 3.1 provides a description of the
data used. Sections 3.2 and 3.3 gather all relevant results mined by means of
association rules and decision-tree techniques, respectively.

3.1 Data Description

The dataset used in this work has been retrieved from the catalogue of Spanish’s
Geographical Institute (SGI), which contains the location and magnitude of
Spanish earthquakes.

Additionally, the b–value parameter of the Gutenberg–Richter law has been
calculated, as it reflects the tectonics and geophysical properties of the rocks as
well as the fluid pressure variations in the characterized surface [9].

Thus, each sample forming the dataset is composed by four attributes: Current
earthquake magnitude, time when the earthquake occurred, associated b-value,
and magnitude of the previously occurred earthquake. Note that earthquakes
with magnitude lower than 3.0 have been removed from the dataset, and both
aftershocks and foreshocks have been removed to avoid dependent data, as rec-
ommended in [8].

Despite the Iberian Peninsula is divided in 27 seismogenic areas according to
SGI, only areas 26 and 27 (Alboran Sea and Western Azores–Gibraltar Fault,
respectively) have been studied, since they are the most active ones [11]. The
considered earthquakes date from 1981 to 2008, having been analyzed a total of
873 quakes.

3.2 Quantitative Association Rules Extraction

All mined association rules to forecast earthquakes are now introduced and dis-
cussed. As the goal is to find patterns that precede quake occurrences, the mag-
nitude of the current earthquake, Mc, has been forced to be the only attribute
in the consequent.

The Mc attribute has been divided in three non-overlapped intervals: [3.0,
3.5) or small earthquakes, [3.5, 4.4) or medium earthquakes, and [4.4, 6.2] or
large earthquakes (note that the largest retrieved earthquake magnitude is 6.2).

Tables 1, 2, and 3 show the rules extracted for large, medium and small earth-
quakes, respectively. Note that Δb and Δt represent the increment of the b–value
and the time elapsed between the previous and current earthquake, respectively.
Also, the magnitude of the earthquake occurred prior the current one, Mp, has been
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Table 1. Association rules with consequent Mc ∈ [4.4, 6.2]

Id Antecedent Conf. (%) Sup. (%) Lift
#1 Δt ∈ [0.02, 0.08] ∧ Δb ∈ [−0.16,−0.10] ∧ Mp ∈ [3.0, 3.4] 75.0 5.7 12.4
#2 Δt ∈ [0.00, 0.07] ∧ Δb ∈ [−0.12,−0.05] ∧ Mp ∈ [3.5, 4.9] 87.5 13.2 14.4
#3 Δt ∈ [0.00, 0.33] ∧ Δb ∈ [−0.11,−0.01] ∧ Mp ∈ [5.0, 6.2] 80.0 7.6 13.2

divided in non-overlapped intervals, and therefore, transactions forming the data
can be covered only by one rule. Finally, all rules have been assessed by means of
three well-known and widely used indices: Confidence, support, and lift [6].

The best rules mined for large earthquakes (Mc ∈ [4.4, 6.2]) are shown in
Table 1. These rules share a common feature, which is that they all present
remarkable and negative Δb. Moreover, Δt is small in all rules, except for rule
#3, which allows time intervals up to 0.33. From the 53 earthquakes that satisfy
that Mc ∈ [4.4, 6.2], 14 are covered by rules #1, #2 and #3, which represents a
support of 26.4%. On the other hand, it is noticeable the high confidence reached
by all of them: 80.8% on average. Finally, the interestingness of the rules (or lift)
is 13.3 on average. Assuming that a lift greater than 1 leads to consider the rule
as interesting [6], the obtained values indicate that the extracted rules provide
meaningful knowledge.

Table 2 shows the QAR obtained for medium earthquakes, that is, with Mc ∈
[3.5, 4.4). The most significative feature that share all the rules is that the b–
value does not vary much (its value ranges from Δb = −0.07 to Δb = 0.02).
Also remarkable is that the occurrence of these earthquakes takes place after
moderately short time periods (the time elapsed between earthquakes varies
from Δt = 0.00 to Δt = 0.20). As for the quality of the results, 86 earthquakes
out of 344 were covered by rules #4, #5 and #6, which means a support of
25.0%. The confidence was of 76.0% on average which can be considered high.
Last, the lift measure also confirms that the rules are high quality, since it has
values greater than 1, in particular, 1.9 on average.

Table 3 represents the best QAR discovered for small earthquakes (Mc ∈
[3.0, 3.5)). The b–value is now characterized by moderate and positive increments
(Δb ranges from 0.01 to 0.04). Moreover, in contrast to what happens with
medium and large earthquakes, the time elapsed is high, varying from Δt = 0.10
to Δt = 0.32. A total of 476 small earthquakes were retrieved, from which 46
have been covered by rules #7, #8 and #9, which imply a support of 9.7%.
Especially noticeable is the confidence reached by these rules which is 85.7% on
average. Again, the lift measure is greater than 1 for all rules, in particular, 1.7
on average.

Table 2. Association rules with consequent Mc ∈ [3.5, 4.4)

Id Antecedent Conf. (%) Sup. (%) Lift
#4 Δt ∈ [0.04, 0.20] ∧ Δb ∈ [−0.07,−0.01] ∧ Mp ∈ [3.0, 3.5] 79.0 8.7 2.0
#5 Δt ∈ [0.00, 0.02] ∧ Δb ∈ [−0.01, 0.00] ∧ Mp ∈ [3.6, 4.5] 78.6 12.8 2.0
#6 Δt ∈ [0.00, 0.05] ∧ Δb ∈ [−0.02, 0.02] ∧ Mp ∈ [4.6, 5.9] 70.6 3.6 1.8
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Table 3. Association rules with consequent Mc ∈ [3.0, 3.5)

Id Antecedent Conf. (%) Sup. (%) Lift
#7 Δt ∈ [0.13, 0.32] ∧ Δb ∈ [0.01, 0.04] ∧ Mp ∈ [3.0, 3.2] 100 2.5 1.8
#8 Δt ∈ [0.10, 0.19] ∧ Δb ∈ [0.01, 0.03] ∧ Mp ∈ [3.3, 3.4] 88.0 4.6 1.6
#9 Δt ∈ [0.11, 0.32] ∧ Δb ∈ [0.00, 0.03] ∧ Mp ∈ [3.5, 5.7] 85.7 2.5 1.6

3.3 M5P Results

This section provides the result obtained from the application of the M5P re-
gressor. Fig. 1 illustrates the tree built by this algorithm. Thus, M5P found four
linear models (LM), whose equations are listed below:

LM 1: Mc = −0.0160Δt− 11.2781Δb + 0.3237Mp + 2.3766 (7)

LM 2: Mc = −0.0795Δt− 0.4022Δb + 0.1889Mp + 2.7826 (8)

LM 3: Mc = −0.0955Δt− 0.4022Δb + 0.0213Mp + 3.2495 (9)

LM 4: Mc = −0.3696Δt− 0.4206Δb + 0.0096Mp + 3.2060 (10)

The analysis of this model reveals that the b–value is the most significative
attribute, as it appears in the two first levels of the tree. Also, the coefficients
corresponding to b–value have the greatest weights in the linear models.

LM 1

LM 2 LM 3

LM 4

> -0.004<= -0.004

> 0.011<= 0.011

> 0.024<= 0.024

b 

t 

b 

Fig. 1. Tree built with M5P algorithm

The first cutoff is set for Δb = −0.004. Thus, the first linear model, LM 1,
is found when Δb ≤ −0.004. This model has the biggest absolute value for the
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Δb coefficient (a value of -11.2781). Moreover, as this coefficient is negative, it
can be stated that the smaller is the value of Δb, the bigger is the earthquake
magnitude. On the other hand, the coefficient of Mp is positive (a value of
0.3237), which leads to conclude that Mc is directly related to Mp. In other
words, the magnitude of the current earthquake has a direct relation with the
magnitude of the previous one.

The earthquakes occurred with Δb > −0.004 are modeled by three linear
models (LM 2, LM 3 and LM 4). All of them present similar Δb coefficients,
which involves inverse relation with the magnitude of the current earthquake,
that is, the bigger is Δb, the smaller is Mc. Nevertheless, its influence is more
moderate than that of LM 1.

The second cutoff is set for Δb = 0.011. Thus, when Δb > 0.011 the LM 4
model is provided (see equation (10). In this model, the most significative coef-
ficient is that corresponding to Δt with a weight of -0.3696, revealing that the
longer is the time elapsed, the smaller is the magnitude of the current earth-
quake. It is also notable that the magnitude of the previous earthquake does not
influence much in this model as it is weighted by 0.0096.

When the b–value varies between -0.004 and 0.011, the model proposes two
different linear models (LM 2 and LM 3), depending on the time elapsed between
the previous and current earthquake. Although both linear models are quite
similar, when the time elapsed is less or equal than 0.024 (LM 2 model), the
magnitude of the previous earthquake influences much more than when it is
greater than 0.024 (LM 3 model) as the coefficient of Mp is 0.1889 in LM 2
versus 0.0213 in LM 3.

Finally, a measure of the quality of results is now discussed. The tree presents
a correlation coefficient of 0.67. The mean absolute error is 0.26 and the root
mean squared error is 0.35. These errors are considered satisfactory given the
stochastic nature of the problem studied.

4 Conclusions

Earthquake data from two particular areas of the Iberian Peninsula have been
successfully mined by means of two different techniques: QAR and the M5P
algorithm. In particular, QAR with a confidence of 83.0% and a lift of 5.6 on
average have been discovered and a regression-tree with an error of 0.35 has
been built. Both techniques have discovered the great influence that the b–value
has in earthquakes occurrences as its variation along with the time elapsed have
shown to be useful to model different earthquakes. Thus, the patterns discovered
before an earthquake takes place may be useful in subsequent predictions.
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Abstract. Computational stylistics focuses on description and quan-
tifiable expression of linguistic styles of written documents that enables
author characterisation, comparison, and attribution. It is a case when
observation of subtle relationships in data sets is required, with domain
knowledge uncertain. Therefore, techniques from the artificial intelligence
area, such as Dominance-based Rough Set Approach (DRSA), are well
suited to handle the problem. DRSA enables construction of a rule-based
classifier consisting of decision rules, selection of which can greatly influ-
ence classification accuracy. The paper presents research on application
of DRSA classifier in author recognition for literary texts, with consid-
erations on the classifier performance based on an analysis of relative
reducts, such subsets of features that maintain classification properties.

Keywords: DRSA, Classifier, Computational Stylistics, Reduct, Deci-
sion Algorithm, Feature Selection.

1 Introduction

Computational stylistics or stylometry yields observations on writing styles of
authors, expressed in terms of quantifiable measures. These measures can be
exploited for characterisation of writers, finding some similarities and differenti-
ating features, as well as for authorship attribution [5].

Author characterisation can be considered as the most basic of three stylo-
metric tasks, as it is the assumption that enables the other two. Even though
the authors use language features to some degree subconsciously, still their indi-
vidual styles can be detected by means of so-called authorial invariant, a set of
markers that remain the same for texts by one author and distinctively different
for texts written by others. That is the fundamental concept of stylometry.

The choice of characteristic features describing texts within the analysis is one
of crucial decisions to be made, as there is no consensus within the stylometric
research community [1] as to which textual markers should be employed. This is
a case where domain knowledge is insufficient to make an informed selection of
characteristic features for a classifier, which, however, is essential to its correct
recognition ratio. It could be argued that the best approach is to gather as much
data as possible and leave it to the methodology applied to discard what is
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irrelevant or excessive as techniques exploited in such processing possess their
own inherent mechanisms of dimensionality reduction.

In cases of processing data that is incomplete and uncertain, techniques from
the artificial intelligence area have often proven their efficient performance. Clas-
sification with their help can be attempted with a rule-based or connectionist
approach [8]. Rough set theory is an example of the first type and within the
methodology reduction of unnecessary data is typically obtained in two ways.
Firstly, by finding relative reducts - such subsets of conditional attributes that
maintain classification properties of a decision table, and secondly, by discarding
some of the calculated decision rules, basing on their support and length.

In the past research [9] it has been shown that without undermining the power
of the classifier some attributes can be disregarded basing on their numbers of
occurrences in construction of relative reducts and rules. This paper presents
results of the research on performance of DRSA classifiers applied within the
stylometric task of authorship attribution, with selection of rules to construct a
decision algorithm based on cardinalities of the calculated relative reducts.

2 Computational Stylistics

Computational stylistics or stylometry relies on individuality of writing styles
expressed by such a combination of usage for lexical, syntactic, structural, or
content-specific markers that is unique for a writer [2]. This fundamental concept
that a style can be defined and expressed in quantitative terms allows for the
discovery of characteristics of authors, style comparison, proving or disproving
authorship. Among possible applications there could be mentioned establishing
authenticity of historic documents, or plagiarism detection.

As some striking features of texts are easily detectable for anyone who would
like to imitate someone else’s style, they are unreliable as descriptors. Instead,
there are often used frequencies of usage of most common words and punctuation
marks. These lexical and syntactic markers are used on subconscious level and by
that much harder to imitate. Still, for the whole textual analysis to be reliable,
the corpus of texts for processing has to be sufficiently wide [5].

To satisfy these base requirements as the input data in the experiments there
were chosen works of two writers from XIXth century, Henry James and Thomas
Hardy. The samples were created by computing characteristics for markers within
parts taken from novels. These fragments were of approximately the same length,
typically corresponding to chapters. For the learning set there were 180 samples,
and for two testing sets 80 samples (Test80) and 48 samples (Test48) respectively.
The second testing set was used in the final phase of experiments for verification
of findings, therefore unless otherwise specified, the use of Test80 is assumed.

To allow for author attribution the base set of descriptors was built with
frequencies of usage for the arbitrarily selected common function words and
punctuation marks (25 attributes) as follows: but, and, not, in, with, on, at, of,
this, as, that, what, from, by, for, to, if, a fullstop, a comma, a question mark,
an exclamation mark, a semicolon, a colon, a bracket, a hyphen.
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3 Data Mining with DRSA

Classical Rough Set-based Approach (CRSA), invented by Z. Pawlak [4], per-
ceives the universe in terms of objects that can or cannot be discerned basing
on values of describing them conditional attributes. The indiscernibility relation
enables classification only in nominal sense, which means processing abstract or
discrete data. To allow for real-valued data sets there can be used discretisation,
or there can be employed Dominance-based Rough Set Approach (DRSA).

In DRSA the Pareto or dominance principle replaces the indiscernibility, stat-
ing that if x is at least as good as y with respect to conditional attributes, then
x should be classified at least as good as y. Such reasoning observes ordering in
value sets and allows for not only nominal but also ordinal classification [7].

The first step within processing is the construction of the decision table, con-
taining the whole knowledge about the universe. The columns of the table cor-
respond to attributes, while rows specify values of these attributes for objects of
the universe. Such table quite often contains excessive data, hence after checking
the consistency of the table, the dimensionality reduction is attempted.

To reduce dimensionality, rough set methodology offers two mechanisms. The
first one determines relative reducts that are such subsets of conditional at-
tributes that keep intact the classification properties of the decision table [6].
With the help of reducts there are constructed decision algorithms consisting of
rules specifying conditions to be met for any decision to be applicable. When
building decision algorithms there can be generated rules just providing a mini-
mal cover of learning samples (61 rules) or all rules on examples (46,191 rules).

Quite often a number of relative reducts is high, making a selection of one
for further processing problematic, especially with insufficient domain knowledge
about the influence of particular attributes on author attribution process. When
minimal cover decision algorithm gives unsatisfactory results (only 45% correct
decisions) and all rules on examples algorithm contains far too many rules (as
in the studied case) to be efficiently employed, a question how to construct
an optimised classifier arises. It can be done by selecting the rules with some
required length and support. It can also be performed by selecting the rules with
attributes meeting some additional criteria, independent on domain knowledge.

Past research [9] shows that as the criteria for attributes there can be used
information on how often they are exploited in reducts and decision rules. Such
reasoning means assuming that all reducts and all rules are of the same merit.
Yet reducts have different cardinalities, while rules vary in length and support.
These considerations have led to motivation for the presented research, where
attributes are studied through more detailed analysis of reducts they belong to.

4 Reduct-Based Analysis of Attributes

The past research concerned how often condition attributes appear in reducts
and rules [9]. Such approach assumes that all reducts are of the same merit. From
DRSA point of view they in fact are: they all ensure keeping the classification



298 U. Stańczyk

ratio. Yet the reducts vary in cardinality. So, if an attribute appears several
times in shorter reducts is it the same when it is used in longer ones?

A short relative reduct means less processing and that in the learning set there
is present some specific pattern, allowing for classification with fewer attributes.
Yet we cannot be sure that this pattern is also present in the testing set. If
it is then the classification is ideal 100% recognition, but that is rarely the
case. Patterns found in the learning samples are typically present in the testing
set only to some degree. Hence for all conditional attributes there is performed
analysis with respect to cardinalities of reducts built with them (Table 1). In the
experiments there were 6,664 reducts found, with lengths varying from 4 to 14.

Table 1. Analysis of attributes based on relative reducts

Red. card. 4 5 6 7 8 9 10 11 12 13 14
Nr of red. 6 160 635 1323 1210 1220 1245 582 233 46 4 Quality indicators
Attr. Nr of reducts of specific card. for attributes QI1 QI2 QI3
; 0 3 87 318 517 644 658 326 157 28 2 2740 307.52 25137
, 0 5 70 308 423 707 811 409 174 32 4 2943 323.62 27517
with 0 6 102 355 337 382 482 299 157 39 2 2161 245.09 19789
for 0 8 74 247 333 276 364 195 79 29 4 1609 184.73 14527
but 0 9 33 121 161 144 223 132 57 10 3 893 100.74 8212
( 0 10 44 152 179 261 329 218 158 41 3 1395 151.67 13318
what 0 11 124 203 204 226 355 176 95 19 2 1415 163.49 12787
at 0 12 118 429 477 466 606 302 146 28 1 2585 297.20 23293
as 0 14 137 355 288 366 498 278 141 28 3 2108 242.21 19111
that 0 14 69 160 180 274 337 189 93 23 4 1343 150.78 12430
- 0 14 93 316 405 372 415 241 144 32 3 2035 233.48 18415
this 0 15 117 348 457 549 555 331 169 41 3 2585 293.38 23604
of 0 16 177 580 625 771 775 409 103 19 3 3478 404.28 30915
to 0 18 103 427 446 466 605 279 125 27 1 2497 287.72 22443
? 0 26 124 212 260 275 379 283 121 28 4 1712 195.35 15688
! 0 39 183 396 489 494 483 221 52 9 2 2368 284.44 20453
on 1 9 184 400 488 631 808 364 157 38 3 3083 351.08 28040
: 1 23 130 351 342 522 602 265 116 29 3 2384 273.81 21536
if 1 29 138 265 141 247 344 299 96 22 2 1584 183.39 14378
in 2 50 165 434 374 519 742 305 120 15 0 2726 317.49 24359
. 3 74 226 477 560 696 729 300 108 16 1 3190 379.16 27929
from 3 90 186 398 421 460 337 207 132 36 3 2273 276.84 19613
by 3 108 228 461 581 598 479 138 47 5 0 2648 330.02 22114
not 4 53 332 579 494 518 512 233 49 4 0 2778 345.72 23263
and 6 144 566 969 498 116 22 3 0 0 0 2324 340.67 16204

The quality indicators in the three right-most columns are calculated as fol-
lows. QI1 reflects the number of occurrences in reducts regardless of their car-
dinality. QI2 is calculated as the sum of numbers of occurrences in reducts of
specific length divided by these lengths. QI3 is a sum of products: reduct length
multiplied by the number of occurrences in such reducts for all attributes.
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5 Obtained Results

Sorted values of the quality indicators, calculated during the analysis of reduct
cardinalities, led to the ordering of attributes given in Table 2. Order 1 reflects
the ordering used in the past research [9]. Order 4 takes into account only the
shortest reducts (with cardinality 4 or 5) for all attributes and their numbers of
occurrences in such reducts.

Table 2. Ordering of features based on analysis of reducts

Order 1 (QI1) Order 2 (QI2) Order 3 (QI3) Order 4
of 3478 of 404.29 of 30915 and 6 144
. 3190 . 379.17 M1 on 28040 M1 not 4 53 M1
on 3083 M1 on 351.08 M2 . 27929 by 3 108 M2
, 2943 M2 not 345.73 , 27517 from 3 90
not 2778 and 340.67 L8 ; 25137 M2 . 3 74
; 2740 M3 by 330.02 M3 in 24359 L7 in 2 50 M3 L7
in 2726 , 323.63 this 23604 M3 if 1 29 M4
by 2648 M4 L9 in 317.50 L7 at 23293 : 1 23
this 2585 ; 307.53 M4 L6 not 23263 L6 on 1 9 L6
at 2585 M5 L8 at 297.20 M5 to 22443 M4 ! 0 39 M5 L5
to 2497 M6 this 293.38 by 22114 ? 0 26 M6 L4
: 2384 L7 to 287.72 : 21536 L5 to 0 18 M7
! 2368 M7 ! 284.44 L5 ! 20453 M5 of 0 16
and 2324 L6 from 276.84 M6 with 19789 this 0 15 L3
from 2273 M8 : 273.81 L4 from 19613 - 0 14 M8
with 2161 L5 with 245.09 M7 as 19111 that 0 14
as 2108 as 242.21 - 18415 L4 as 0 14 L2
- 2035 L4 - 233.49 L3 and 16204 M6 at 0 12 M9
? 1712 M9 ? 195.36 M8 ? 15688 L3 what 0 11
for 1609 L3 for 184.74 for 14527 M7 ( 0 10 L1
if 1584 if 183.39 L2 if 14378 L2 but 0 9
what 1415 L2 what 163.50 ( 13318 for 0 8
( 1395 ( 151.68 what 12787 with 0 6
that 1343 L1 that 150.79 L1 that 12430 L1 , 0 5
but 893 but 100.74 but 8212 ; 0 3

The orderings were used for reduction of the decision algorithm in the follow-
ing way: when a feature was discarded, from the decision algorithm there were
removed all rules which in their premise contained conditions on this feature.

Following the three new orderings of attributes, there were conducted 3 groups
of tests. Any ordering can be read as increasing or decreasing, and it cannot
be said for certain which is better, therefore, to ensure additional verification
within each group of tests there were distinguished 2 subgroups: with keeping
the attributes more important from a current perspective (denoted by "L"), and
with discarding these more important features (denoted by "M"). The results
present only the correct classification (treating ambiguous decisions as incorrect).
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Fig. 1. DRSA classification accuracy in relation to the number of attributes with re-
duction based on Order 2 (shorter reducts are more important than long ones)
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Fig. 2. DRSA classification accuracy in relation to the number of attributes with re-
duction based on QI3 (shorter reducts are less important than long ones)

Through tests for each algorithm there was obtained such support, for which
the accuracy was the highest, and these values are plotted in the graphs. For
comparison there are given results for the past tests regarding only the number
of reducts regardless of their cardinality.

The experiments show that when there is assumed greater significance of
reducts with lower cardinalities (Fig. 1), disregarding the most significant fea-
tures brings first some increase, then the significant decrease in accuracy. Keeping
such features causes a slight and slow decline - still above 70% even when there
are just 8 attributes left.

When longer reducts were assigned more influence (Fig. 2), removing the
features most often present in such reducts preserved the classification ratio till
there were 13 attributes left, after which the performance worsened. Keeping
features less often present in longer reducts in the initial phase was similar, but
when the number of attributes fell below 17, the classification ratio fell as well.
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Fig. 3. DRSA classification accuracy in relation to the number of attributes with fea-
ture reduction based on Order 4 (focus on only the shortest reducts)

When there were considered only the shortest reducts (with cardinality 4 and
5) in Order 4 (Fig. 3), removing less important features while keeping these more
important ones keeps the classification on almost the same level for the whole
range of the decreasing number of attributes. The opposite approach brings quick
and significant worsening of the performance.

For all orderings of attributes there exists at least one version of the decision
algorithm that gives better results than the full algorithm. For Order 2: 529 rules
involving 6 attributes were reduced to 36 with support≥40, with classification
of 80%. For Order 3: 13559 rules with 17 attributes were reduced to 37 with
support≥30, resulting in the classification accuracy of 83%. And for Order 4
the best case algorithm of 10,589 rules with 20 attributes, reduced to 96 with
support≥20, gave 81% of correct classification.

For verification the reduced decision algorithms were tested (Table 3) for the
testing set Test48, which gave 72% correct decisions for the full algorithm.

Table 3. Performance for the second testing set. Columns labelled N specify number
of attributes, S states support for which the classification accuracy [%] was obtained
for the two testing sets T1 (Test80) and T2 (Test48).

Order 2 M Order 2 L Order 3 M Order 3 L Order 4 M Order 4 L
N S T1 T2 N S T1 T2 N S T1 T2 N S T1 T2 N S T1 T2 N S T1 T2
24 40 76 72 24 40 76 72 24 40 76 72 24 40 76 72 24 30 83 72 20 40 76 72
23 40 76 72 21 40 75 75 21 40 76 72 21 40 75 75 23 28 78 64 17 40 75 75
20 20 81 62 18 40 75 75 19 34 75 72 19 40 75 75 20 10 43 41 14 40 75 75
17 12 58 60 15 40 75 75 16 34 75 75 17 30 83 72 19 4 38 25 11 40 73 75
16 12 58 60 13 26 68 68 13 17 73 77 12 22 66 64 16 4 40 29 10 40 73 75
12 7 56 60 9 22 71 68 8 2 51 64 9 5 45 50 15 4 43 33 9 40 73 75
10 23 25 8 22 71 70 6 5 8 6 3 51 22 14 3 46 39 6 40 80 75
7 5 8 5 15 61 60 12 25 29

9 2 20 22
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As two testing sets have their own characteristics, the results obtained cannot
be identical, yet the general trends in the classification accuracy (observed for
the same values of support required) indicate high degree of similarity, especially
within L series of tests. Within M series there were several cases of differences
between support values needed for the highest classification for these two sets.

6 Conclusions

When domain knowledge is insufficient, establishing the importance of individual
features for the recognition can be attempted by exploiting the inherent proper-
ties of data mining techniques. The paper presents analysis of features for DRSA
classifier applied in a stylometric task of authorship attribution. The attributes
were studied from the perspective of the number of occurrences in constructed
relative reducts, taking into account their cardinalities, which led to several or-
derings of attributes and shortened versions of decision algorithms. Experiments
show that in all cases it was possible to obtain the significant reduction of data
while keeping at least the same or even increasing classification accuracy.

Acknowledgments. 4eMka Software used in search for reducts and decision
rules [3,7] was downloaded in 2008 from the website of Laboratory of Intelligent
Decision Support Systems, (http://www-idss.cs.put.poznan.pl/), Poland.
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Abstract. Protein structure prediction is one of the main challenges in
Bioinformatics. An useful representation for protein 3D structure is the
protein contact map. In this work, we propose an evolutionary approach
for contact map prediction based on amino acids physicochemical
properties. The evolutionary algorithm produces a set of rules that
identifies contacts between amino acids. The rules obtained by the
algorithm imposes a set of conditions on four amino acid properties in
order to predict contacts. Results obtained confirm the validity of the
proposal.

Keywords: Protein Structure Prediction, Contact Map, Evolutionary
Computation, Residue-residue Contact.

1 Introduction

Proteins are compounds composed of carbon, hydrogen, oxygen, and nitrogen,
which are arranged as strands of amino acids. They are essential components
of every live form, as they play an essential function, e.g., transport function,
enzymatic function, structural function, etc. The specific biochemical function of
a protein is consequence of its structure complexity, which is determined by the
specific sequence of amino acids, as demonstrated by Anfinsen [1]. Being able to
predict the three-dimensional structure of a protein from its sequence of amino
acids, is one of the main open problems in Bioinformatics. Such a problem is
known as Protein Structure Prediction (PSP). Solving this problem would allow
to acquire the possibility of knowing the function of a protein directly from its
amino acids sequence, and would represent a huge advance in various field, e.g.,
medical or biological areas.

The structure of a protein can be experimentally determined using techniques
such as X-ray crystallography or resonance scans (NMR techniques). However,
these techniques are expensive and time consuming.

In addition to this, more and more amino acids sequences of proteins
are available by the day, but their three-dimensional structures remain often
unknown, and so their functions cannot be determined. Consequently the gap
between protein sequence information and protein structural information is
increasing rapidly. It follows that computational methods are needed in order
to reduce this gap, as they would provide a cheaper and faster way to solve the
PSP problem.

E. Corchado, M. Kurzyński, M. Woźniak (Eds.): HAIS 2011, Part II, LNAI 6679, pp. 303–310, 2011.
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We can identify three computational approaches for the prediction of 3D
structures of proteins: homology-based models, threading models and ab initio
models. As its name suggests, homology-based models predict protein structures
based on sequence homology with known structures, e.g., [2,3]. The principle
behind this is that if two proteins share a high degree of similarity in their
sequences, then they should have similar 3D structures. Threading, or sequence-
structure alignment methods try to determine the structure of a new protein
sequence by finding its best “fit” to some fold in a library of structures, see, for
instance [4]. Ab initio methods attempt to generate models of proteins solely
based on sequence information and without the aid of known protein structures,
e.g., [5,6]. Our proposal lies in this last category.

When a computational method is used, the first thing one has to do is selecting
a way to encode the data. A common way for representing the three dimensional
structure of a protein is provided by contact maps. A contact map (CM) is a two-
dimensional representation of the tertiary structure of a protein. Contact maps
are an useful and interesting approach for the representation of the structure of
proteins since they capture all important feature of the folding process. A protein
with an amino acid sequence of length N , can be represented by using a NxN
symmetric matrix C. Each entry Cij of C is either equal to 1 or 0, depending on
whether or not there is a contact between amino acids i and j of the protein. In
order to determine if two amino acids are in contact, a threshold μ, expressed in
angstroms, is used. If the distance between amino acids i and j is less than μ,
then we say that i and j are in contact.

In this paper, we propose a residue-residue contact map predictor based on
an evolutionary algorithm (EA). The EA uses a set of representative amino acid
properties in order to predict contacts between amino acids. We believe that
EAs are suitable for solving the PSP problem, since PSP can be seen as a search
problem through the space determined by all the possible foldings. Such a space
is highly complex and has a huge size. Finding the optimal solution in such space
is very hard. In these cases, EAs have proven to be effective methods that can
provide sub-optimal solutions. The EA we propose, will produce a set of rules
that express conditions on the particular biochemical properties of the amino
acids. Such a model can then be used in order to determine whether or not there
is a contact between amino acids. An advantage of such an approach is that
the generated rules can easily be interpreted by experts in the field in order to
extract further insight of the folding process of proteins.

Previously, EAs have been applied to PSP, e.g., [6], where Torsion angles
representation has been used. Hydrophobic-Polar (HP) model and lattice model
were employed in [5]. A contact map model generator was included in [4], while
[7] used a bit encoding for proteins. Our evolutionary proposal is based on the
incorporation of new amino acid properties which have not yet be considered for
the prediction of protein structure.

The rest of the paper is organized as follows. In section 2, we describe our
proposal to predict protein contact maps. Section 3 presents the experimentation
performed in order to assess the validity of our proposal and a discussion of the
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obtained results. Finally, in section 4, we draw some conclusions and analyze
possible future work.

2 Methodology

In order to test our proposal, we have obtained a data set of protein structures
from the Protein Data Bank (PDB) [8]. From this data set, we have then
extracted physicochemical information about each protein. This data will be
divided into a training set and a test set. The EA will use the training set in
order to produce a set of contact prediction rules. From these rules, a contact
map is built for each test protein sequence, which will be used to establish
the accuracy of the obtained prediction model. This experimental procedure is
illustrated in Figure 1.

Fig. 1. Experimental and prediction procedure

As already mentioned, our EA will exploit a set of amino acids properties. A
set of conditions on the selected properties will establish if a contact between
two amino acids is predicted. It is known that amino acid properties have an
important role in the PSP problem [9]. Several PSP methods were proposed that
relied on amino acids properties, e.g., hydrophobicity and polarity were employed
in HP models [5]. The prediction performed by our proposal will be based on
four amino acids properties, in particular, hydrophobicity, polarity, charge and
residue size.

In the following we address the various solutions adopted for what regards the
representation, the genetic operators and the fitness function used by the EA.

2.1 Encoding

In our approach, an individual will encode a rule that determines if there is a
contact between amino acid i and j. Such a rule will impose a set of conditions
on the four properties of the amino acids. In order to do so, two windows of
three amino acids are maintained, where one window is relative to amino acids
i − 1, i, i + 1 and the other is relative to amino acids j − 1, j, j + 1.
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P1 P2 P3 P4 P5 P6 P7︸ ︷︷ ︸
j−1

P ′
1 P ′

2 P ′
3 P ′

4 P ′
5 P ′

6 P ′
7︸ ︷︷ ︸

j

P ′′
1 P ′′

2 P ′′
3 P ′′

4 P ′′
5 P ′′

6 P ′′
7︸ ︷︷ ︸

j+1

Fig. 2. Example of chromosome encoding for the i − 1,i,i + 1,j − 1,j,j + 1 residues

The encoding of the individuals is illustrated in figure 2. In the figure, positions
P1, P2 represent the range of the hydrophobicity values for amino acid i − 1.
In the same way, positions P3, P4 represent the range of the polarity values,
position P5 encodes the net charge property value of the amino acid. Finally,
positions P6 and P7 represent the range for the residue size of amino acid i− 1.
All these positions are encoded as real values.

We selected Kyte-Doolittle hydropathy profile for the hydrophobicity [10],
the Grantham’s profile [11] for polarity and Klein’s scale for net charge [12].
The Dawson’s scale [13] is employed to determine the size of the residues. The
values of these properties are then normalized to a range between -1 and 1 for
hydrophobicity, polarity and between 0 and 1 for the residue size. Three values
are used to represent the net charge of a residue: -1 (negative charge), 0 (neutral
charge) and 1 (positive charge).

2.2 Genetic Operators and Fitness Function

The algorithm starts with a randomly initialized population and the algorithm is
run for a maximum of 100 generations. If the fitness of the best individual does
not increase over twenty generations, the algorithm is stopped and a solution
is provided. The population size is set to 100. In order to obtain the next
generation, individuals are selected with a tournament selection mechanism of
size two. Crossover and mutation are then applied in order to generate offspring.
Elitism is also applied, therefore the fittest individual is always preserved in the
next generation.

Various crossover operators have been tested. In particular, we have tested
the performances of one-point, two-points, uniform and BLX-α crossovers. These
crossover operators act at the level of the amino acid properties. So, for instance,
the one-point crossover randomly select a point inside two parents and then
builds the offspring using one part of each parent. For example, in figure 2, a
possible point selected could be P3 or P ′

6. It follows that the resulting rule has
to be tested for validity, since the so produced rule could contained incorrect
ranges.

BLX-α crossover creates a new offspring C = C1, C2...C42, where Ci is
randomly selected in the interval [Cmin − Iα, Cmax + Iα]. Cmin and Cmax are
the lower and higher values of the two parents at position i, and I is equal to
maxi −mini. An α value is also selected. In our case, we set the α value for the
crossover in 0.1. This parameter must be higher or equal than 0. This crossover
operator can be seen as a linear combination of the two parents. After having
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performed several runs of the algorithm, the best results were obtained when
the two-points crossover was used, which was then used as standard crossover in
the algorithm.

Crossover operator and mutation are applied with a probability of 0.5. If
mutation is applied, one gene of the individual is randomly selected, and its
value is changed. If the selected gene is relative to the hydrophobicity, polarity,
or residue size, its value is increased or decreased by 0.1. If the selected gene
is relative to the net charge, its value is randomly changed to another allowed
value (−1, 0, 1). If the values of a mutated individual are not within the allowed
ranges for each properties, the mutation is discarded.

The aim of the algorithm is to find both general and precise rules for
identifying residue-residue contacts. Therefore, we have chosen as fitness function
the F-measure, which is given by equation 1.

F = 2 · Recall · Precision

Recall + Precision
. (1)

Recall represents the proportion of identified contacts, while precision represents
the error rate. The algorithm aims at maximizing the fitness.

At the end of the EA, the best rules are selected and they represent the
solution. This is done in an incremental way: first, the best individual, according
to its F-measure, is selected and added to the solution S. Then the next best
individual is added to S, and the F-measure of S is calculated. This process is
repeated until the addition of a rule causes the F-measure of S to decrease.

3 Experiments and Results

The experimentation has been performed with a data set described in [14]. This
protein data set (56PDB) consists of 56 proteins with a sequence identity value
lower than 25% and a sequence length lower than 100. As validation method we
have used a 10-fold cross-validation.

Three statistical measures were computed to evaluate the accuracy of our
algorithm:

– Recall represents the percentage of correctly identified positive cases. In
our case, recall indicates what percentage of contacts have been correctly
identified.

– Precision is a measure to evaluate the false positive rate. Precision reflects
the number of correctly predicted examples.

– Specificity, or True Negative Rate, measures the percentage of correctly
identified negative cases. In this case, specificity reflects what percentage
of non-contacts have been correctly identified.

As already mentioned, an execution of the algorithm provides as a result a set
of rules. If the algorithm is run several times, the final prediction model will
consist of all the rules obtained at each execution. In other words, each time the
algorithm is run, a number of rules are added to the final solution. Repeated
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or redundant rules are not included in the final solution. As optimal and exact
number of rules is unknown, we have performed various experiments varying the
numbers of runs of the EA, where to a higher number of runs corresponds on
higher number of rules. The aim of this was to test whether or not a higher
number of rules would yield better results.

Table 1 shows the results for 100, 500, 1,000 and 2,000 executions. For
instance, for 1,000 runs we have obtained 2,190 rules and for 2,000 runs we
have finally obtained 4,866 rules.

Table 1. Average results and standard deviation obtained for different number of
executions of the algorithm

Runs Recallμ±σ Spec.μ±σ Prec.μ±σ #rules

100 0.144±0.025 0.993±0.010 0.502±0.115 227

500 0.539±0.080 0.985±0.020 0.462±0.118 1,153

1000 0.658±0.130 0.973±0.025 0.453±0.125 2,190

2000 0.683±0.185 0.965±0.028 0.438±0.112 4,866

By examining table 1, we can notice that a low recall rate is achieved for 100
runs. However this result improves substantially when the number of rules in
the final solution increases, reaching a maximum of 68% of correctly identified
contacts for 2,000 runs. This is a consequence of having more rules in the final
solution. In fact, the more rules in the final solution, the more cases are covered.
The opposite holds for precision. In fact, it can be noticed that the precision
obtained decreases with the increase of the number of rules in the final solution.
This result was quite expected, since by covering more cases, the possibility
of prediction errors increases due to the higher number of rules. Even in this
case, the obtained precision is satisfactory in all the cases, as it never goes
below 40%. We can also notice, that specificity is very satisfactory in all the
settings, reaching values higher than 95% in all the cases. Notice that as for the
precision, the specificity decreases when the number of rules increases. As far
as the optimal number of rules is concerned, we can conclude that it is difficult
to establish the optimal number of rules; with more rules, the true positive rate
increases, however the false positive rate is also increased.

It is not possible to make an exact comparison between our method and
the other existing methods. Each method uses a different structural data bases,
different sets of proteins and different measures to evaluate the accuracy of their
algorithms. However, other methods for PSP, e.g., [15], set the precision rate for
a contact map prediction at about 30%. The precision obtained by our method
clearly performed this result.

Figure 3 shows an example of a resulting rule. It can be seen that the rule
has been divided into two windows of size three, as explained in section 2. If we
inspect this rule, we can infer that, for example, the hydrophobicity value for
the amino acid i lies between 0.52 and 0.92, the polarity value between -1.0 and
-0.93, neutral charge (0.0), and a residue size between 0.77 and 0.97. Therefore,
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the amino acid i could be L (Lysine) or F (Phenylalanine), which fulfills all these
features according to the cited scales. As it can be noticed the produced rules
are easily interpretable by experts in the field.

−0.39 −0.19 −0.78 −0.68 0.00 0.83 1.03︸ ︷︷ ︸
i−1

0.52 0.92 −1.00 −0.93 0.00 0.77 0.97︸ ︷︷ ︸
i

−1.00 −0.64 −1.00 −0.90 0.00 0.63 0.83︸ ︷︷ ︸
i+1

0.74 0.84 −1.00 −0.90 0.00 0.73 0.83︸ ︷︷ ︸
j−1

−1.00 −0.93 −0.95 −0.65 0.00 0.57 0.87︸ ︷︷ ︸
j

0.73 1.00 −0.85 −0.65 1.00 0.57 0.77︸ ︷︷ ︸
j+1

Fig. 3. Example of a resulting prediction rule

4 Conclusions and Future Work

In this article, we proposed an evolutionary algorithm approach for protein
contact map prediction. Our algorithm generates a set of rules for residue-residue
contact prediction using a representation based on four amino acid properties.
Our approach can be used in an incremental way, in fact, the algorithm can
be executed several times, and at each run, a set of rules is added to the final
solution. This allows us to tune the results according to what measure we want
to optimize. For example, by increasing the number of rules the recall increases.
The rules forming the final solution express a set of conditions on the four
phsysicochemical properties of amino acids. As a consequence, such rules can
easily be interpreted and analyzed by experts in the field in order to obtain
more insight on the protein folding process.

As for future work, we intend to expand this study to other significant amino
acid properties, e.g., isoelectric point and steric parameter. Moreover, the length
of window size of each individual could be variable, where the estimation of
an adequate length would be determined by the evolutionary process. Another
future development is the application of the algorithm to larger proteins data
set, in order to test the validity of our proposal in these cases.
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Abstract. Airborne LiDAR (Light Detection and Ranging) has become
an excellent tool for accurately assessing vegetation characteristics in
forest environments. Previous studies showed empirical relationships be-
tween LiDAR and field-measured biophysical variables. Multiple linear
regression (MLR) with stepwise feature selection is the most common
method for building estimation models. Although this technique has pro-
vided very interesting results, many other data mining techniques may
be applied. The overall goal of this study is to compare different method-
ologies for assessing biomass fractions at stand level using airborne Li-
DAR data in forest settings. In order to choose the best methodology, a
comparison between two different feature selection techniques (stepwise
selection vs. genetic-based selection) is presented. In addition, classical
MLR is also compared with regression trees (M5P). The results when
each methodology is applied to estimate stand biomass fractions from
an area of northern Spain show that genetically-selected M5P obtains
the best results.

Keywords: Tasmanian blue gum, Eucalyptus globulus, remote sensing,
regression trees, multiple linear regressions, stand biomass estimation.

1 Introduction

In order to guarantee forest sustainability, it is vital to consider both the eco-
nomic and ecological functions of forests. Therefore, it is necessary to quantify
existing resources for the strategic, tactical and operational planning of silvi-
cultural treatments and forest operations. In the case of the forest biomass, it
provides an indication of carbon sequestration in trees and an estimate of cellu-
losic material as a potential source of renewable energy [1].

Many forest management planning systems are based on the use of stand
mean values of biophysical variables [2] often measuring in field. However, stand
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variables characterization and quantification methods are very expensive, time-
consuming [3] and limited by the cost of establishing sufficient sample plots
to capture the existing variability [4]. Furthermore, biomass estimation often
involves destructive sampling [1]. In this context, the use of Airborne Laser
Scanning (ALS), also referred to as Light Detection and Ranging (LiDAR), has
been explored to reduce costs transforming the way change detection and forest
mensuration is performed. LiDAR is a remote laser-based technology that can
determine the distance from the source placed on an aerial platform to an object
or surface providing not only X-Y position, but also the returned energy (laser
intensity) and the coordinate Z for every impact. The distance to the object is
determined by measuring the time between the pulse emission and detection of
the reflected signal taking into account the position of the emitter.

A very important subset of forest applications like forest inventories [5],
biomass estimation [6] or fuel models [7] are based on the estimation of variables
in order to build models. If LiDAR is being used, those variables will usually
be estimated by multiple linear regression (MLR) between field measurements
and LiDAR metrics. The main advantage of using MLR is the simplicity of the
resulting model. In contrast, the selected method also has some drawbacks: in
most studies, the regression employs a suite of frequency-based metrics calcu-
lated from the previous LiDAR height and intensity data, which are systemat-
ically eliminated from a full model using a stepwise process which results in a
set of predictors with little physical justification [8]. Thus, the methodologies
to build regressions between some key variables for forest characterization and
LiDAR data are being reviewed [9]. Moreover, new non-parametric techniques
and genetic algorithms applied to the predictor selection [10] have been used
[11] improving the results but also losing part of the linear regression model’s
simplicity and clarity.

To the best of our knowledge, the joint use of genetic algorithms and regres-
sion trees has not been accurately exploited in the context of biomass estimation
since they can maintain the simplicity of stepwise-selected MLR improving its
performance. Thus, two comparisons are presented in this work. First, the tra-
ditional stepwise selection is compared with a genetic feature selection. Then,
a comparison between MLR and a M5P regression tree [12] both genetically-
selected is also proposed. These comparisons aim to fulfill three objectives:

– Show the higher level of accuracy when genetic algorithms are applied in
lieu of the classical stepwise feature selection.

– Show the improvement on the regression quality when more complex data
mining techniques such as M5P replace MLR.

– Establish a solid study to back the exploration of new improvements in
regression trees in order to enhance LiDAR products.

The rest of the paper is organized as follows. Section 2 provides a description of
the real data used in this work, highlighting the final selected features. Section 3
describes the methodology used. The results achieved are shown in Section 4 and,
finally, Section 5 is devoted to summarising the conclusions and to discussing
future lines of work.
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2 Data Description

The study area is located in the north of Galicia in the northwest of Spain (see
Figure 1). The LiDAR data covered 4 km2 of high density Eucalyptus globulus
plantations and were acquired in November 2004.

Fig. 1. Image of the study area located in Trabada in the northern region of Galicia
(Spain). In blue, the areas flown. In green, the centroids of the inventory plots.

A forest inventory of 39 square plots of 15 m2 was conducted in mature Eu-
calyptus globulus plantations in February and March 2005. From that fieldwork,
crown biomass (Wcr), stem biomass (Wst) and aboveground biomass (Wabg)
were calculated.

A set of common metrics in literature [13,14,15] were calculated from the
normalized intensity and height values of LiDAR data collected within the limits
of the 39 field plots. These metrics are used as independent variables in the
regression models whilst Wcr, Wst and Wabg are selected as dependent variables.

3 Method

In order to select the best predictors, a genetic feature selection from LiDAR
metrics is carried out. A deeper description of the genetic algorithm (GA) and
its characteristics is provided in the following paragraphs along with a brief
description of the types of regression used in this study.

3.1 Initial Population

To execute the genetic algorithm, an individual representation is required. In
this case, an individual of the population is an array whose cells each represent
a weight for each feature in the training set. Each weight is initialized with a
value of 1 or 0. Thus, if the corresponding feature is selected, the weight will be
1, otherwise 0.

The size of the population and the number of generations are genetic algorithm
parameters which are set up with values of 200 and 100 respectively in this work.
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These parameters were empirically selected and proved to reach the best results.
In addition, every simple linear regression is part of the initial population which
involves to start from the best possible minimum model.

3.2 Fitness Function

The fitness function for discriminating individuals who best fit each generation
is based on the coefficient of determination R2 which measures the adjustment
with the training data. This value fluctuates between 0 and 1. The higher R2,
the better the individual.

A related problem with the simplicity of regression models is multicollinearity.
The control of this detrimental effect is performed using the condition number
as a threshold. The condition number is associated with the eigenvalues of the
matrix built by the features selected in the individual. Moreover, it is well-
known that a condition number that exceeds a value of 30 involves a high degree
of multicollinearity. In this way, every individual with a condition number of 30
or higher is assigned a fitness value of 0.

3.3 Crossover and Mutation

In the design of a GA, it is always important to establish a coherent search
criterion in the space of possible solutions. This can only be achieved with a
proper selection of crossover and mutation operators.

A random crossover operation for two individuals (parents) selected by the
roulette-wheel method is applied. The crossover selects a gen (weight) for each
feature from two possible values (the parents values associated to the corre-
sponding feature) randomly. In the end, the final set of genes is assigned to the
new individual.

The mutation operator has been defined to change the value of a weight
according to a probability.In our case a value of 0.1 was empirically selected. A
mutation involves changing a gen value for its complementary (1 into 0 and vice
versa).

3.4 Regression Models

Linear and allometric models were used to establish empirical relationships be-
tween field measurements and LiDAR variables. Their general expressions can
be seen in Equation 1 and 2 respectively.

Y = β0 + β1 X1 + β2 X2 + . . . + βn Xn (1)

Y = β0 Xβ1
1 Xβ2

2 . . . Xβn
n (2)

where Y are field values of Wcr (kg ha−1), Wst (kg ha−1), and Wabg (kg ha−1),
and X1, X2, . . .Xn may be variables related to the metrics of heights and pulse
intensities distributions or measurements related to canopy closure [13].
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4 Results

In this work, two well-defined comparisons are proposed. In the first, we compare
classical stepwise and genetic-based feature selections. In the second, after ge-
netically selecting the best predictors, a comparison between the classical MLR
and M5P regression tree is established. For both methods, we use the WEKA
framework [16] to generate the results.

As mentioned previously, checking whether the classical stepwise process on
the possible predictors is enhanced by a genetically-based feature selection is
one of the main objectives of this work. Due to the random nature of genetic
algorithms and in order to establish the comparison, the execution of the genetic
algorithms was repeated thirty times and the averaged values were taken. In
Table 1, the selected predictors collected by each method can be seen beside the
coefficient of determination R2 achieved by the MLR technique for each case.

For every biomass dependent variable (Wcr, Wst, Wabg) an improvement is
reached for both allometric and linear models when genetic selection is applied.

Table 1. Prediction capacity (coefficient of determination, R2) for MLR when a step-
wise and a genetic selection are respectively applied

Variable Stepwise R2 Stepwise Genetic R2 Genetic
predictors predictors

allometric Wcr 0.619 h60 0.759 h75

allometric Wst 0.740 h60 0.863 h75

allometric Wabg 0.727 h60 0.853 h75

linear Wcr 0.708 h90 0.753 h90,imode,iID

linear Wst 0.801 hSKw,h75 0.814 hSKw,h75,
imode, i70

linear Wabg 0.771 h95 0.809 hmin,hV ,h75

The next step consists in comparing the classical MLR and M5P regression
tree generator when a GA is applied to make the feature selection. It is impor-
tant to outline that the fitness function chosen for the GA optimizes the use of
MLR so M5P regression tree starts with some disadvantage. Anyway, as seen in
Table 2, M5P gets the same value of R2 as MLR in the worst case, overcoming
MLR in two out of six tests.

To statistically validate the differences between MLR and M5P, a test of
statistical significance is needed. Since the real data is too small (just 39 instances
in only one dataset), the study has to be built from other sources. Thus, the 10-
fold cross-validation results on 27 well-known datasets [17] are collected. Once
the coefficients of determination for every dataset are obtained for both methods
(see Table 3), it is possible to establish a statistical analysis of their prediction
capacity. Traditionally, parametric statistical tests such as ANOVA are applied
for this type of analysis. However, for a comparison of these types of tests to
be correct, the data must meet the criteria of independence, normality, and
homoscedasticity [18]. Through a D’Agostino-Pearson test [19], it could thus be
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Table 2. Prediction capacity (coefficient of determination, R2) of genetically-selected
MLR and M5P respectively

Variable MLR averaged R2 M5P averaged R2

allometric Wcr 0.759 0.759
allometric Wst 0.863 0.863
allometric Wabg 0.853 0.853

linear Wcr 0.753 0.753
linear Wst 0.814 0.820
linear Wabg 0.809 0.826

confirmed that the data obtained for this study did not meet the criteria of
normality. For this reason, a non-parametric approximation (Wilcoxon test) was
selected [20]. The p-value results in a value less than 0.0001 so it can be said
that differences between the methods are statistically significative (at α = 0.05).

Having found that the number of wins is higher for M5P (5 for MLR and
12 for M5P) and knowing their differences are statistically significative, we can
conclude that M5P outperforms MLR.

Table 3. Prediction capacity (coefficient of determination, R2) of genetically-selected
MLR and M5P respectively when both methods are applied to 27 datasets

Dataset MLR R2 M5P R2 Dataset MLR R2 M5P R2

auto93.arff 0.631 0.631 autoHorse.arff 0.801 0.801
autoMpg.arff 0.698 0.736 autoPrice.arff 0.808 0.823
bodyfat.arff 0.976 0.978 breastTumor.arff 0.000 0.000

cholesterol.arff 0.049 0.044 echoMonths.arff 0.124 0.124
housing.arff 0.636 0.830 hungarian.arff 0.302 0.298

kdd coil train1.arff 0.298 0.470 kdd coil train2.arff 0.164 0.164
kdd coil train3.arff 0.115 0.115 kdd coil train5.arff 0.114 0.114
kdd coil train6.arff 0.120 0.120 kdd coil train7.arff 0.066 0.066

kdd el ninosmall.arff 0.793 0.811 machine cpu.arff 0.865 0.946
meta.arff 0.110 0.075 pbc.arff 0.266 0.305

pharynx.arff 0.000 0.000 pyrim.arff 0.752 0.718
quake.arff 0.006 0.040 stock.arff 0.532 0.746
strike.arff 0.098 0.234 triazines.arff 0.318 0.487

wisconsin.arff 0.219 0.209

5 Conclusions

LiDAR technology has become an important tool for carrying out several im-
portant tasks for the natural environment and, in particular, for biomass esti-
mation. Lately, biomass estimation models have been built by means of LiDAR
data processing. In this work, two different comparisons were established when
regression techniques were applied to LiDAR data. First, a comparison between
a genetically-based and a classical stepwise feature selection was presented. The
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study concluded that the GA outperformed the stepwise process when MLR was
built using each set of selected predictors. Then, from a genetically-based fea-
ture set, two regression methods were tested: classical MLR and M5P regression
trees. In this case, the results showed that M5P obtained better results when
both methods were applied to real data from Galicia (Spain).

According to the results, new intelligent techniques applied to regression trees
can be explored to improve the results when applied to biomass estimation. With
this purpose, evolutionary computation could be used to overcome some M5P
limits, optimizing the predictor selection and controlling the thresholds of the
regression tree branches. Furthermore, a more in-depth comparison of regression
trees with other non-parametric methodologies (support vector machines, neural
networks) is required. Finally, an important aspect not explored in this work
is the ability of regression trees for detecting the most important predictors
(regression tree roots) which should be developed in future research.
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Abstract. This paper presents the analysis of relationships among dif-
ferent interestingness measures of quality of association rules as first step
to select the best objectives in order to develop a multi-objective algo-
rithm. For this purpose, the discovering of association rules is based on
evolutionary techniques. Specifically, a genetic algorithm has been used
in order to mine quantitative association rules and determine the inter-
vals on the attributes without discretizing the data before. The algorithm
has been applied in real-word climatological datasets based on Ozone and
Earthquake data.

Keywords: Data mining, evolutionary algorithms, quantitative associ-
ation rules.

1 Introduction

The use of massive processing techniques has revolutionized the scientific re-
search and it has highly increased the amount of data obtained. Data mining is
the most used instrumental tool in discovering knowledge from transactions.

In this context we present the result of applying a data mining technique,
specifically, association rules (ARs), to data from several experiments. The aim
of this process of mining ARs is discover the presence of pairs (attribute (A) -
value (v)), which appear in a dataset with certain frequency in order to formulate
the rules that display the existing relationship among the attributes.

A revision of the published literature reveals that there are many algorithms
to find these rules. Most of the association rule (AR) algorithms are based on
methods proposed by Agrawal et al. such as AIS [1] and Apriori [16], SETM[11],
etc. Many tools that work in continuous domains just discretize the attributes
using a specific strategy and treating these attributes as if they were discrete.
Many others are based on evolutionary algorithms. Genetic Algorithms (GAs)
[10] are used to solve AR problems because they offer a set of advantages for
knowledge extraction and specifically for rule induction processes. Authors of [14]
proposed a genetic algorithm (GA) to discover numeric ARs, dividing the process
in two phases. Another GA was used in [17] in order to obtain quantitative ARs
and confidence was optimized in the fitness function.

Some researches tried to visualize AR mining as a multi-objective problem
rather than a single objective. Therefore, several measures can be considered as
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an objective. In [3] a multi-objective pareto-based GA was presented where the
fitness function was formed by four different objectives.

In preliminary work [12][13], authors of this paper developed several single-
objective GA that use a weighting scheme for the fitness function which involved
some evaluation measures. It is known that a scheme of this nature is not ideal
compared to multi-objective schemes, so that could reduce the features used in
the fitness function for applying a multi-objective technique. So we expected
to extend these algorithms to multi-objective algorithms. However the problem
arises when choosing the right objectives to optimize the condition being treated.

Thus, the main motivation of this paper is to analyze the relationship among
different evaluation measures of the ARs, in order to classify them in positively
correlated, negatively correlated or not correlated. The study is the first step
to select the best objectives involved in the subsequent development of a mul-
tiobjective GA for extracting ARs. To carry out the study a GA [12] is used
for mining quantitative ARs. The algorithm has been applied in two real-world
datasets, concretely in ozone data and earthquake data.

The rest of the paper is organized as follows. Section 2 provides a brief pre-
liminary on ARs and some interestingness measures proposed in the literature.
Section 3 describes an introduction of multi-objective algorithms. The results
obtained are discussed in Section 4. Finally, Section 5 provides the achieved
conclusions.

2 Association Rules

In the field of data mining and machine learning, ARs are used to discover com-
mon events in a dataset. Several methods have been extensively researched for
learning ARs that have been proven to be very interesting to discover relation-
ships among variables in large datasets [16][2]. ARs are classified as unsupervised
learning in machine learning.

The AR mining finds interesting associations and/or correlation relationships
among elements of large datasets. A typical example is the market-basket anal-
ysis [1]. In addition they are widely used in other many fields. It is also useful in
the healthcare environment to identify risk factors in the onset or complications
of diseases. This form of knowledge extraction is based on statistical techniques
such as correlation analysis and variance. One of the most widely used algorithms
is the Apriori algorithm.

Formally, an AR is a relationship among attributes in a dataset in the way
A ⇒ B, where A and B are pair conjunctions such as A = v if A ∈ Z or
A ∈ [v1, v2] if A ∈ R. Generally, the antecedent A is formed by the conjunction
of multiple pairs and the consequent B is usually a single pair.

2.1 Interestingness Measures for Association Rules

The following paragraphs detail the popular measures used to characterize an
AR. It is important evaluate the quality of the rule in order to select the best
ones and evaluate the results obtained.
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Support(A)[9]: The support of an itemset A is defined as the ratio of transac-
tions in the dataset that contain A. Usually, the support of A is named as the
probability of A.

sup(A) = P (A) =
n(A)
N

. (1)

where n(A) is the number of occurrences of antecedent A in the dataset, and N
is the number of transactions forming such dataset.

Support(A =⇒ B)[9]: The support of the rule A =⇒ B is the percentage of
transactions in the dataset that contain A and B simultaneously.

sup(A =⇒ B) = P (A ∩ B) =
n(AB)

N
. (2)

where n(AB) is the number of instances that satisfy the conditions for the an-
tecedent A and consequent B simultaneously.

Confidence(A =⇒ B)[9]: The confidence is the probability that transactions
containing A, also contain B. In other words, it is the support of the rule divided
by the support of the antecedent.

conf(A =⇒ B) =
sup(A =⇒ B)

sup(A)
(3)

Lift(A =⇒ B)[4]: Lift or interest is defined as how many times A and B are
together in the dataset more often than expected, assuming that the presence
of A and B in transactions are occurrences statically independent. Lift greater
than one involves statistical dependence in simultaneous occurrence of A and B.
In other words, the rule provides valuable information about A and B occurring
together in the dataset.

lift(A =⇒ B) =
P (A | B)

P (B)
=

sup(A =⇒ B)
sup(A)sup(B)

=
conf(A =⇒ B)

sup(B)
(4)

Conviction(A =⇒ B)[4]: Conviction was introduced as an alternative to con-
fidence for mining ARs in relational databases. Values in the range (0, 1) means
negative dependence, higher than 1 means positive dependence and a value
equals to 1 means independence. Conviction is directional and gets its max-
imum value (infinity) when the implication is perfect, that is, if whenever A
occurs also happens B.

conv(A =⇒ B) =
P (A)P (¬B)
P (A ∩ ¬B)

=
sup(A)sup(¬B)
sup(A =⇒ ¬B)

=
1 − sup(B)

1 − conf(A =⇒ B)
(5)

Gain(A =⇒ B)[9]: Gain is calculated from the difference between the confi-
dence of the rule and consequent support. It is also known as added value or
change of support.

Gain(A =⇒ B) = P (A | B) − P (B) = conf(A =⇒ B) − sup(B) (6)
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Certainty Factor(A =⇒ B)[8]: Certainty factor was introduced by Shortliffe
and Buchanan to represent uncertainty in the MYCIN expert system. It is a
measure of the variation of the probability that B is in a transaction when we
consider only those transactions where A is. A similar interpretation can be
done for negative CFs. The certainty factor takes values in [-1, 1] and achieves
its maximum possible value, 1, if and only if the rule is totally accurate.
Conf(A =⇒ B) > Sup(B)

CF (A =⇒ B) =
P (A | B) − P (B)

1 − P (B)
=

conf(A =⇒ B) − sup(B)
1 − sup(B)

(7)

Conf(A =⇒ B) <= Sup(B)

CF (A =⇒ B) =
P (A | B) − P (B)

P (B)
=

conf(A =⇒ B) − sup(B)
sup(B)

(8)

Leverage(A =⇒ B) [15]: Leverage measures the proportion of additional cases
covered by both A and B above those expected if A and B were independent of
each other. Values above 0 are desirable. In addition, leverage is a lower bound
for support, so optimizing only leverage guarantees a certain minimum support
(contrary to optimizing only confidence or only lift).

lev(A =⇒ B) = P (A ∩ B) − P (A)P (B) = sup(A =⇒ B) − sup(A)sup(B) (9)

In most cases, it is sufficient to focus on a combination of support, confidence,
and either lift or leverage to quantitatively measure the "quality" of the rule.
However, the real value of a rule, in terms of usefulness and actionability is
subjective and depends heavily of the particular domain and business objectives.

3 Multi-objective Optimization

GAs are search algorithms which generate solutions to optimization problems
using techniques inspired by natural evolution [10]. They are implemented as a
computer simulation in which a population of abstract representations (chromo-
somes) of candidate solutions (individuals) to an optimization problem evolves
toward better solutions. In this context, a classical real-coded GA (RCGA) is
used due to the domain of the ARs is continuous, thus, the algorithm deals with
numeric data during the whole rule extraction process.

Evolutionary algorithms were originally designed for solving single objective
optimization problems. However, many real world optimization problems have
more than one objective in conflict with each other. Since multi-objective op-
timization searches for an optimal vector (rules in data mining) an not just a
single value (one rule), one solution often cannot be said to be better than an-
other and there exists not only a single optimal solution, but a set of optimal
solutions, called the Pareto-optimal set [19]. The presence of multiple conflicting
objectives and the need of using decision-making principles cause a number of
different problem scenarios to emerge in practice.
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In the last two decades an increasing interest has been developed in the use
of GAs for multiobjective optimization. There are multiple proposals of multi-
objective GAs [5] as the algorithms MOGA [7], NSGA II [6] or SPEA2 [18] for
instance.

The mining process of ARs can be considered as a multi-objective problem
rather than a single objective one, in which the measures used for evaluating a
rule can be thought as different objectives. There are two goals in multi-objective
optimization in the mining of ARs. First, discover rules as close to the Pareto-
optimal as possible, and second, find rules as diverse as possible in the obtained
non-dominated set. For this purpose, it is necessary to define the best objectives
in order to get rules with high accuracy, comprehensible and interesting. In this
proposal, several experiments have been carried out and the results are shown in
Section 4. The aim of this study is to analyze the correlation and relationships
among different evaluation measures of the ARs to define the objectives in order
to design a multi-objective GA in this context.

4 Experimental Study

Several experiments have been carried out in this paper to evaluate the relation-
ship among different interestingness measures of ARs. As a preliminary step,
the proposed algorithm in [12] by the authors of this work was applied in order
to achieve the AR mining task. Two kind of real-world datasets are considered
in this work to prevent the resulting set of measures are not dependent on the
datasets:

– Ozone concentration: Four datasets have been used containing a compact
monthly average values including total ozone content (TOC), over different
sites at Iberian Peninsula: Madrid, Arenosillo, Lisbon and Murcia. TOC
series are based on ozone data from the Total Ozone Mapping Spectrometer
(TOMS) on board the NASA Nimbus-7 satellite from 1st November 1978 to
6th May 1993. Each dataset consists of eight quantitative attributes and 172
samples.

– Earthquakes: The earthquake dataset was collected from the catalogue of
Spanish’s Geographical Institute (SGI). This dataset consists of four at-
tributes related to location and magnitude of Spanish earthquakes from 1981
to 2008 and 873 samples.

Afterwards, the interestingness measures described in Subsection 2.1 were cal-
culated for the quantitative ARs obtained by the algorithm for each dataset
and included in a single database. A statistical study has been carried out to
analyze the relationships and dependencies among measures. Specifically, corre-
lation coefficient and principal component analysis (PCA) was applied among
the measures.

Correlation coefficient is a measure of the correlation (linear dependence)
between two variables X and Y, giving a value between +1 and -1 inclusive.
Correlation is +1 in the case of a perfect positive (increasing) linear relationship
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(correlation), -1 in the case of a perfect decreasing (negative) linear relation-
ship (anticorrelation) [5], and some value between -1 and 1 in all other cases,
indicating the degree of linear dependence among the variables. The closer the
coefficient is to either -1 or 1, the stronger the correlation among the variables.

PCA is a mathematical procedure that uses an orthogonal transformation to
convert a set of observations of possibly correlated variables into a set of values
of uncorrelated variables called principal components.

Fig. 1. Correlation coefficients

Table 1. Rotated Components

Measure Component 1 Component 2 Component 3 Component 4
CF 0,837 0,228 -0,276 0,094
Conf 0,887 -0,283 0,081 0,101
Conv 0,721 0,308 -0,149 -0,120
Gain 0,308 0,862 -0,138 0,189
Lift 0,166 0,808 -0,019 -0,089
SupAnt -0,322 -0,035 0,913 -0,008
SupRule 0,057 -0,164 0,973 0,024
SupCons 0,434 -0,857 0,164 -0,050
Lev 0,037 0,052 0,015 0,985

Figure 1 shows a table of correlation coefficient among measures: certainty
factor (CF ), confidence (conf), conviction (conv), gain, lift, support of an-
tecedent (supAnt), support of rule (supRule), support of consequent (supCons)
and leverage (lev). In the table three cases of correlation have been distinguished:
Positive correlation (correlation +) when the coefficient is greater than 0.2, neg-
ative correlation (correlation -) when the coefficient is less than -0.2, and not
correlation (uncorrelated) in other case. Some interesting conclusions can be
extracted from these results.

It can be observed that CF is positively correlated to conf , conv, gain and
lift, and negatively correlated to supAnt and supRule. CF and conf are the
measures that best correlates positively with other measures. Also, supRule is
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strong correlated with supAnt. supCons is correlated with gain, lift and conf .
However, lev is uncorrelated with other measures, thus, independent of other
measures.

Table 1 presents the matrix of components with PCA as extraction method
and Varimax with Kaiser Normalization as rotation method. The aim of this
table is to find groups among the measures, and select the best representative for
each group. This study may be useful to choose the various objectives that could
be optimized in a multi-objective algorithm for mining ARs. It can be noticed
that there are four principal components corresponding each to an independent
group of measures. CF , conf and conv belongs to the first group because they
are the most correlated in the Component 1. Gain, lift and supCons belongs to
the second group due to the highest correlation in the Component 2. The third
group contains supAnt and supCons and finally, lev is only measure of the group
4. In order to select the best objectives, we can study the most correlated for
each group. Therefore, conf , gain, supRule and lev could be good candidates
to optimize the mining of ARs by a multi-objective algorithm.

5 Conclusions

A method of analysis of quality measures of ARs has been proposed in this work.
The ARs mining process can be considered as a multi-objective problem rather
than a single objective. However, the selection of the best objectives candidates
is not arbitrary. Several experiments have been carried out in order to analyze
the relationship among different evaluation measures as a previous step before
implementing a multi-objective algorithm for association rules. The results have
determined that correlation coefficient and principal component analysis can be
useful to define dependencies and grouping the interestingness measures of ARs.
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Abstract. Most of process design tasks can be carried out by defining a 
sequence of steps into which actions under some conditions are to be 
performed. In this way the design of complex or combined thermodynamic 
cycles to be applied on industrial thermal plants match such a design patter for 
which hybrid intelligent techniques are being used. In this work a Sequential 
Function Chart driven design methodology implemented as a supervised rule 
based system is proposed and applied on thermodynamic complex cycle design 
tasks. The applied strategy provides us an agile and deterministic thermal cycle 
design methodology. 

Keywords: Database, Expert systems, Petri nets, Sequential function chart, 
Rule based system. 

1   Introduction 

Process industry generally and specifically chemical engineering process design and 
exploitation techniques requires sophisticated tools or software based facilities 
capable to provide us the way to increase efficiency at design and production levels. 

Many complex problems inherent to the process industry including design and 
implementation planning strategies, require hybrid intelligent systems techniques that 
integrate several intelligent techniques including expert or rule based systems, fuzzy 
logic, neural networks, neuro-fuzzy and learning algorithms including genetic 
algorithms [1],[2],[3] and [4]. Some of this techniques are being applied to achieve 
the proposed abjectives. 

The aim of this work is to develop a soft based tool to be applied on the research 
task of finding the most convenient state point characteristics of thermodynamic 
cycles under selected working fluids using data of the available NIST database. With 
independence of the methodology applied to develop the mentioned tool, a supervised 
expert system capable for providing a deterministic design guide is required. Such 
requirements are fulfilled with the help of sequential function charts design 
methodology. 

A Sequential function chart (SFC) is a graphical programming language used for 
industrial applications. It is one of the five languages defined by IEC 61131-3 
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standard, being defined in IEC 848, "Preparation of function charts for control 
systems", and is an evolution of the binary Petri Nets theory. (A Petri Net is a 
graphical tool for the description and analysis of concurrent processes which arise in 
systems with many components such as in distributed systems), [5], [6] and [7]. It is 
commonly used to program sequential hybrid processes that can be split into steps.  

The main components of a SFC include: 

• Steps with associated actions  
• Transitions with associated logic conditions  
• Directed links between steps and transitions  

Steps contain actions and transitions contain Boolean conditions. 
Steps in an SFC diagram can be active or inactive. Actions are only executed for 

active steps. A step can be activated for one of two motives:  
(a), it is an initial step as specified by the programmer.  
(b), it was activated during a scan cycle by the previous transition and not 

deactivated by the next transition with associated conditions. 
Steps are activated when all steps above it are active and the connecting transition 

is associated is true. When a transition is passed, all steps above are deactivated at 
once and after all steps below are activated at once.  

SFC is an inherently parallel language in that multiple control flows can be active. 
Specifically to this work, the developed SFC driven expert system consists of a 
supervised sequential process which satisfies the data demands required for an expert 
system destined to define the multidimensional space of a thermodynamic cycle 
driven thermal process analysis. 

Nevertheless, SFC based applications can be implemented by means of any 
structured text based program such as for instance Fortran or C source code. 
Consequently the developing methodology consists inherently in a supervised rule 
based system to efficiently manage a database as well as the achieved results. 

The SFC can be described by means of a causal sequential flow graph. Various 
classical SFC design methods have been previously reported during the last four 
decades. Nevertheless, focused on successful industry applications, recently appeared 
some classic books on the subject with relevant applications concerning our 
developments [8], [9], [10], [11].  

2   The Context of the Problem 

Many data driven processes can be represented, described and solved by means of 
sequential function charts or at least described by causal signal graphs. The problem 
of access a database to retrieve the corresponding data following the proper user 
specifications to compute a set of functions with recurrence capabilities to further 
compute a complete search space, can be solved sequentially [12], [13] and [14].  

A Rule based system processed according a scheduler is applied. The core of the 
required scheduler is a SFC. Proposed SFC obeys to a set of actions executed under 
certain associated conditions to be sequentially executed. The fact of processing 
deterministically the set of actions under its associated conditions taking into account 
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that no action can be performed before a necessary condition is met, implies the 
category of a supervised hybrid sequential system. 

A block diagram of the applied search strategy is shown in figure 1. The proposed 
strategy has the following structure: 

(a) A module to enter external data where the user defines the thermodynamic 
cycle structure, for which the appropriated and specific data must be entered from a 
well structured and consistent database [15]. The user selects the cycle type and 
provides the necessary information. 

(b) A module where a rule based system computes the selected cycle providing 
enthalpies to further compute the cycle efficiency.  

(c) A Recurrent loop is applied returning to repeat the past computations the 
amount of times necessary to map the efficiency as function of operating variables in 
order to have the necessary information to select the most convenient cycle according 
some economic criteria. 

 

 

Fig. 1. Block diagram of the design methodology 

3   Problem Solving Task 

The core of the task is synthesized by the data flow diagram shown in figure 2. A set 
of initial data must be selected according the type of cycle, working fluid and 
efficiency criteria.  

Subsequently, the first step of the loop is executed retrieving a set of enthalpies 
necessary to compute the associated efficiency of the cycle under actual conditions. 
This sequence of actions must be repeated till the while loop finish, where for every 
loop stage a different set of values for the pressure and temperature (P(i),T(i)) is 
applied, where (i) is the ith state point of the considered cycle. The efficiency space of 
the selected thermodynamic cycle is then mapped. Representation of the searched 
efficiency space is then carried out by some functional approximation technique in 
order to highlight the relevant characteristics of the studied cycle. In this particular 
case relevant information is achieved with respect to the efficiency as a result of 
changing the two variables (pressure and temperature) of the considered state point of 
the selected thermodynamic cycle. In this way, if the high and low temperatures 
(T(H), T(L)) as well as high and low pressures (P(H), P(L)) are to be studied to 
determine its influence on the efficiency, then the efficiency of the considered cycle 
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could be represented by means of a feedforward neural network with four input 
variables and an output variable, as shown in figure 3. Such consideration obeys to 
the fact that the efficiency is a function of the considered thermal cycle variables 
according the expressions (1) and (2). 

 

 

Fig. 2. Data flow diagram of the implemented 

 

Fig. 3. Representation of the efficiency as function of four variables 
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)),(( jihfeff = . (2)

4   A Case Study 

The studied case consists of a basic Rankine Cycle with four state points where the n-
dimensional efficiency space is selected as two degrees of freedom (2-DOF), where 
the input variables are the pressure and temperature and the output is the efficiency.  

Database access dynamics can be represented by a sequence of data transfer events 
such as it is depicted in figure 4. Taking into account that P(i), T(i), S(i) and  h(i) are 
respectively the pressure, temperature, entropy and enthalpy of the considered 
working fluid for each considered state point (i), in figure 3 it is shown the sequence 
of data access actions (application oriented) executed to retrieve the required data  
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from the database NIST, and synthesize a three-dimensional searching space. Such 
thermodynamic efficiency space achieved in this case for the thermal cycle efficiency 
as function of the pressure and temperature of the state point 4, allows us to have an 
insight of the problem space so that decision making (DM) results for further cycle 
analysis is a trivial task. 

 

 

Fig. 4. Sequential data flow diagram representing a sequence of data transfer events 

The SFC shown in figure 4 is an application oriented task consisting of the 
sequence of sub-tasks necessary to achieve the n-dimensional representation of the 
thermal efficiency into the search space. Implementation can be carried out by means 
of any commercial specific software application such as the software used in PLC 
based automation applications. The structured text programming language of the 
standard IEC-61131-3 is a powerful facility. Retrieved data from the database after 
processing the task described by the SFC depicted in figure 5 is shown in  
tables 1 to 5. In above tables, only the useful data is achieved since the rest of data 
into the database is ignored for our purposes. 

Table 1. The searched efficiency space as function of the temperature and pressure for the first 
space scan 

State point T(K) P(bar) h (kJ/kg) S (kJ/kg-K)
1 330 0.20 238 0.79 
2 331 230 261 0.79 
3 670 230 2659 5.28 
4 333 0.20 1733 5.28 
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Table 2. The searched efficiency space as function of the temperature and pressure for the 
second space scan 

State point T(K) P(bar) h (kJ/kg) S (kJ/kg-K)
1 330 0.20 238 0.79 
2 332 250 261 0.79 
3 690 250 2759 5.58 
4 340 0.20 1753 5.58 

 

 

  

Fig. 5. SFC based scheme to solve the supervised data flow problem 

Table 3. The searched efficiency space as function of the temperature and pressure for the third 
space scan 

State point T(K) P(bar) h (kJ/kg) S (kJ/kg-K)
1 330 0.20 238 0.79 
2 333 270 261 0.79 
3 710 270 2859 5.80 
4 363 0.20 1793 5.80 
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Table 4. The searched efficiency space as function of the temperature and pressure for the 
fourth space scan 

State point T(K) P(bar) h (kJ/kg) S (kJ/kg-K)
1 330 0.20 238 0.79 
2 334 300 261 0.79 
3 730 300 2959 6.18 
4 333 0.20 1833 6.18 

Table 5. The searched efficiency space as function of the temperature and pressure for the fifth 
space scan 

State point T(K) P(bar) h (kJ/kg) S (kJ/kg-K)
1 330 0.20 238 0.79 
2 335 230 261 0.79 
3 770 340 2659 6.25 
4 333 0.20 1873 6.25 

 
The information of above tables is now used to determine the thermal efficiency as 

function of the selected space parameters (P3, T3) for this application where five 
recurrent database scan sessions have been performed. 

Further information processing requires the application of expressions (3) and (4). 

)),(),,((),( jiPjiTfjih = . (3) 

)),(()( jihfjeff =  (4) 

The efficiency space can be represented for a 2-DOF by means of any functional 
approximation technique such as a conventional feedforward neural network. As 
consequence of it, the graphical representation is shown in figure 6, where the 
efficiency is mapped versus the two selected variable parameters of the cycle (T, P). 
The profile of the picture give us a relevant idea of how the cited variables influence 
the efficiency in order to take into account the next decisions with regard to cycle 
improving purposes. Such results have been experimentally verified or contrasted 
along decades of thermal cycle’s implementation, so that no doubt exist about results. 

Expression (4) represented by figure 6 have been implemented using functional 
approximation tools based on feedforward neural networks trained under the 
backpropagation conjugate gradient algorithm. 

The data for NN training task is achieved from [15] database. The feedforward 
structure of the selected back propagation NN based functional approximation 
algorithm has been selected for this application as 4-10-1 with acceptable precision. 
In table 6 there are shown the training characteristics in Matlab code. This structure 
has been selected after some trial and error tests. The selected training algorithm is the 
conjugate gradient of Fletcher and Reeves. 
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Fig. 6. Thermal cycle efficiency for a 2-DOF search space 

Table 6. Neural network training characteristics 

Action Command 
Feedforward NN structure  
and Training algorithm 

net=newff(minmax(p),[4,10,1], 
{'tansig','tansig','purelin'},'traincgf'); 

Results display net.trainParam.show = 5; 
Training epochs net.trainParam.epochs=300; 
Training command [net,tr]=train(net,p,t); 
NN simulink structure gensim(net,-1); 

Training results 
TRAINCGF-srchcha-calcgrad,  
Epoch 118/300, MSE 1.76e-8/0,  
Gradient 0.000194/1e-6 

5   Conclusions  

In this research work, a Sequential Function Chart driven design methodology developed 
under a supervised rule based system associated to some functional approximation 
techniques have been proposed, developed and successfully implemented. 

The applied modeling technique using functional approximation tools based on 
feedforward neural networks trained under the backpropagation conjugate gradient 
algorithm yields satisfactory results providing relevant information available to further 
analysis. In this way, the following relevant characteristics may be highlighted: 

The thermal efficiency is achieved as function of cycle variables of interest to 
determine further actions. 

Based on the results of the feedforward neural networks, it is possible to know the 
relevance of input variables or its influence on the efficiency. 
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The facilities to compare several cycles provide us a powerful tool in determining 
the most convenient thermal cycle. 

The analysis carried out on the different WFs provides relevant information which 
could be useful to optimize the cycles under different optimization criteria. 
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Abstract. Detection of Alzheimer’s disease over brain Magnetic Res-
onance Imaging (MRI) data is a priority goal in the Neurosciences. In
previous works we have studied the accuracy of feature vectors obtained
from VBM studies of the MRI data. In this paper we report results
working on deformation based features, obtained from the deformation
vectors computed by non-linear registration processes. Feature selection
is based on the correlation between the scalar values computed from the
deformation maps and the control variable. Results with linear kernel
SVM reach accuracies comparable to previous best results.

1 Introduction

Alzheimer’s disease (AD) is a neurodegenerative disorder, which is one of the
most common cause of dementia in old people. Currently, due to the socioe-
conomic importance of the disease in occidental countries it is one of the most
studied. The diagnosis of AD can be done after the exclusion of other forms of de-
mentia but a definitive diagnosis can only be made after a post-mortem study of
the brain tissue. This is one of the reasons why early diagnosis based on Magnetic
Resonance Imaging (MRI) is a current research hot topic in Neuroscience. One
of the current lines of research involves the application of machine learning algo-
rithms to features extracted from brain MRI. We have already explored the ap-
plication of various machine learning and computational intelligence algorithms
to AD prediction [7,15,1,2]. Specifically we have performed these computational
experiments on a subset of the Open Access Series of Imaging Studies (OASIS)
database [12]. These works involved the use of Voxel-based Morphometry (VBM)
[3] to select the Gray Matter (GM) voxels that would serve as discriminant fea-
tures. We have made public the set of extracted features in order to allow for
independent experimentation upon them [8].

Morphometry analysis has become a common tool for computational brain
anatomy studies. It allows a comprehensive measurement of structural differences
within a group or across groups, not just in specific structures, but through-
out the entire brain. In this paper we use Deformation-based Morphometry
(DBM) [10,16] and Tensor-based Morphometry (TBM) [5,11] to guide the feature
extraction process. These morphometry methods analyze displacement vectors

E. Corchado, M. Kurzyński, M. Woźniak (Eds.): HAIS 2011, Part II, LNAI 6679, pp. 336–343, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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resulting from non-linear registration procedures with high number of degrees of
freedom.

A similar study [14] with 50 subjects obtained 92% of accuracy when dis-
criminating AD subjects from healthy controls using features extracted from
displacement fields and different classification methods with SVM, Bayes statis-
tics, and voting feature intervals (VFI). In addition, another study [16] obtained
83% of accuracy using similar approaches to detect subjects with mild cognitive
impairment. Although their results can not be reproduced, this work confirms
that the approach that we follow is a promising area of research.

In this experiment we obtain scalar measures of the voxel displacements and
afterwards compute their correlation with the control variable, which indicates
if the sample corresponds to a control subject or an AD patient. The voxel sites
with high correlation are selected for the extraction of the feature vector values.
We report the results of Support Vector Machine (SVM) with linear kernels
performing the classification task.

Section Materials and Methods gives a description of the subjects selected
for the study, the image processing, feature extraction details and the clas-
sifier system. Section Results gives our classification performance results and
section Conclusions gives the conclusions of this work and further research
suggestions.

2 Materials and Methods

A database of ninety eight women extracted from the freely available OASIS
database were used in this AD detection experiment. The demographic and imag-
ing details of the sample can be found elsewhere [8,15]. The implementation of the
SVM used for this study is included in the libSVM (http://www.csie.ntu.edu.
tw/ cjlin/libsvm/) software package and described in detail in [6]. The fea-
ture extraction step requires the data to be spatially normalized. The subjects
in the database were already linearly registered to a MNI152 template[12].
Taking into account that, we need to non linearly transform them to a com-
mon template in order to obtain the deformation fields which will be used as
starting point in the feature extraction process. For this non-linear registration
step we could have used again the MNI152 standard template, but the reg-
istration algorithm used in this study [4] could not cope well with the large
deformations required to register some subjects with enlarged ventricles. For
this reason, a custom brain template volume was created with all the sub-
jects in the database. This custom template was subsequently non linearly reg-
istered to all the study subjects. As a result from the non linear registra-
tion, displacement vectors for each subject are obtained. These displacement
vector fields describe the effects of deformation of the template brain to the
subject’s. For each voxel i, the displacement field for one subject have a vec-
tor (xi, yi, zi) representing the ending point of voxel i in the registration
process.

http://www.csie.ntu.edu.
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Two measures have been extracted from the displacement vectors (see Fig. 1):

1. The displacement vector magnitudes, denoted DM in the results section

DMi =
√

x2
i + y2

i + z2
i , (1)

2. The Jacobian determinant of the displacement field gradient matrices,
denoted JD in the results section

Ji =

⎛
⎝ ∂(x−ux)/∂x ∂(x−ux)/∂y ∂(x−ux)/∂z

∂(y−uy)/∂x ∂(y−uy)/∂y ∂(y−uy)/∂z

∂(z−uz)/∂x ∂(z−uz)/∂y ∂(z−uz)/∂z

⎞
⎠ . (2)

The Jacobian matrix in this case describes the velocity of the deformation pro-
cedure in the neighboring area of each voxel. To calculate this matrix, for each
voxel site, we used the central difference using two adjacent voxels in one dimen-
sion. The determinant of the Jacobian matrix Ji is commonly used to analyze the
distortion necessary to deform the images into agreement. A value det (Ji) > 1
implies that the neighborhood adjacent to the displacement vector in voxel i
was stretched to match the template (i.e., local volumetric expansion), while
det (Ji) < 1 is associated with local shrinkage.

Much of the information about the shape change is lost using these measures,
nevertheless a more complex multivariate approach would have to be performed
in order to use all the information in the deformation gradient matrices or the
Green strain tensors defined as Si =

(
JT

i Ji

)1/2 [11]. Once the DM and JD maps
were calculated, significant voxels were selected from a correlation measure of
the voxels to the class labels of each subject. All the registration procedures in
this study were performed using ANTS (http://www.picsl.upenn.edu/ANTS).

Fig. 1. Pipeline of the image pre-processing steps

http://www.picsl.upenn.edu/ANTS
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The feature values were extracted from the scalar DM and JD maps
computed on the displacement vectors resulting from the registration processes,
as described in figure 1. For each voxel site i we extracted one vector vi with n
components being the value of the voxel i of each one of the n subjects of this
experiment. Afterwards correlation measures of these vectors with the control
variable, specified by the vector containing the subject class label (-1 for con-
trol subject or 1 for patient) were performed. Pearson and Spearman correlation
were used in this study. Volume masks containing the voxel sites whose corre-
lation values where above some specified percentile (i.e. 0.990, 0.995) for each
combination of map and correlation measure were applied to the corresponding
DM or JD map to extract the feature vectors. Figure 2 illustrates the process.
Features were normalized before training the SVM on them.

Fig. 2. Pipeline of the calculation of the correlation volumes

2.1 Pearson’s Correlation

The Pearson’s product-moment correlation coefficient [9] (PMCC or typically
denoted by r) is a measure of the correlation (linear dependence) between two
variables X and Y , giving a value between +1 and −1 inclusive. It is widely used
in the sciences as a measure of the strength of linear dependence between two
variables. It was developed by Karl Pearson from a similar but slightly different
idea introduced by Francis Galton in the 1880s. The correlation coefficient is
sometimes called "Pearson’s r."

Pearson’s correlation coefficient between two variables is defined as the covari-
ance of the two variables divided by the product of their standard deviations:

r =
∑n

i=1(Xi − X̄)(Yi − Ȳ )√∑n
i=1(Xi − X̄)2

√∑n
i=1(Yi − Ȳ )2

, (3)

where X̄ andȲ are the mean of the variables X and Y respectively.
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2.2 Spearman’s Correlation

The Spearman’s correlation coefficient is often thought of as being the Pear-
son’s correlation coefficient between the ranked variables. In practice, however,
a simpler procedure is normally used to calculate ρ. The n raw scores Xi, Yi are
converted to ranks xi, yi and the differences di = xi − yi between the ranks of
each observation on the two variables are calculated.

If there are no tied ranks, then ρ is given by [13]:

ρ = 1 − 6
∑

d2
i

n(n2 − 1)
(4)

If tied ranks exist, Pearson’s correlation coefficient between ranks should be used
for the calculation 3. One has to assign the same rank to each of the equal values.
It is an average of their positions in the ascending order of the values.

3 Results

Classifiers performance was measured with the architecture strategies mentioned
before using a 10-fold cross-validation methodology. In this section the following
data for each experiment is presented: the number of features extracted from
each subject, classification accuracy, sensitivity, which is related to AD patients
and specificity, which is related to control subjects. The results shown are the
mean and standard deviation (stdev) values of the classification results from the
cross-validation process. In this paper we report the results of the linear kernel
SVM. Each of the tables contain the results of using all the selected voxel sites
with correlation value above the selected percentile (top row), and the results
selecting a fixed number of voxel sites in descending order of correlation value.
The objective is to see if the feature vector size reduction based only on the
correlation magnitude is an efficient feature selection method.

The results of the features extracted on the basis of the Spearman’s correlation
are systematically worse the results obtained by the SVM on the features selected
from the VBM analysis [15]. These results are in tables 1, 2 and 3. Results
performing the feature extraction on the DM map with the 0.995 percentile
(table 1) improve over the 0.999 percentile (table 2), reaching values close to the
reference values. The application of the process to the JD map (table 3) does
not improve the results.

The results of the feature vectors extracted on the basis of the Pearson’s
correlation improve on the results of the Spearman’s correlation selection. These
results are in tables 4 and 5. The results on the DM map (table 4) are comparable
to the reference results in [15]. Note that the use of the full feature vector give
the same result as the reduced vector of 250 voxel sites, suggesting that a strong
feature vector size reduction can be achieved. Results on the JD map (table 5)
are worse than the DM results.
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Table 1. Results using linear SVM on DM features obtained from the 0.995 percentile
of the Spearman correlation

#Features Accuracy Sensitivity Specificity

12229 0.76 (0.15) 0.77 (0.28) 0.75 (0.17)
2000 0.79 (0.14) 0.82 (0.12) 0.75 (0.20)
1000 0.79 (0.10) 0.87 (0.13) 0.70 (0.16)
500 0.77 (0.13) 0.87 (0.17) 0.67 (0.20)
250 0.79 (0.10) 0.90 (0.13) 0.67 (0.17)

Table 2. Results using linear SVM on DM features obtained from the 0.999 percentile
of the Spearman correlation

#Features Accuracy Sensitivity Specificity

1861 0.66 (0.14) 0.70 (0.20) 0.62 (0.21)
1000 0.66 (0.14) 0.77 (0.18) 0.55 (0.20)
500 0.71 (0.12) 0.85 (0.17) 0.57 (0.17)
250 0.72 (0.15) 0.80 (0.11) 0.65 (0.29)

Table 3. Results using linear SVM on normalized JD features obtained from the 0.995
percentile of the Spearman correlation measures

#Features Accuracy Sensitivity Specificity

17982 0.76(0.14) 0.77(0.27) 0.75(0.16)
2000 0.65(0.15) 0.65(0.21) 0.65(0.24)
1000 0.60(0.16) 0.62(0.27) 0.57(0.31)
500 0.58(0.08) 0.70(0.20) 0.47(0.18)
250 0.61(0.09) 0.65(0.21) 0.57(0.20)

Table 4. Results using linear SVM on DM features over the 0.995 percentile of the
Pearson correlation measures

#Features Accuracy Sensitivity Specificity

27474 0.84 (0.10) 0.90 (0.17) 0.77 (0.14)
2000 0.79 (0.12) 0.85 (0.17) 0.72 (0.08)
1000 0.79 (0.10) 0.90 (0.13) 0.67 (0.17)
500 0.79 (0.13) 0.85 (0.21) 0.72 (0.14)
250 0.84 (0.10) 0.92 (0.12) 0.75 (0.17)

Table 5. Results using linear SVM on JD features over the 0.990 percentile of the
Pearson correlation measures

#Features Accuracy Sensitivity Specificity

43967 0.66 (0.19) 0.70 (0.20) 0.62 (0.24)
2000 0.75 (0.13) 0.75 (0.26) 0.75 (0.17)
1000 0.69 (0.15) 0.77 (0.14) 0.60 (0.24)
500 0.66 (0.16) 0.72 (0.30) 0.60 (0.17)
250 0.66 (0.17) 0.70 (0.20) 0.62 (0.24)
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4 Conclusions

In this paper we report classification results on the application of a feature
extraction process based on the deformation vectors obtained from non-linear
registration processes. The sample is a subset of the OASIS database carefully
selected to be pairwise comparable. From the displacement vectors we computed
two scalar measures: the magnitude of the displacement vector and the Jacobian
determinant of the displacement gradient matrix. We compute the Spearman’s
and Pearson’s correlations of the voxel values with the control variable, selecting
voxel sites with the higher correlation. Results show that the deformation vector
magnitude features provide better classification accuracy reaching the values
of the reference results. Results for the Pearson features are better than for
the Spearman features. Although we did not use any combination of classifiers
in this study [17], it is important to note how the fusion of information from
different images was used to extract relevant features for the classification task.
This process of fusion of images of different modalities can be found in a wide
variety of medical imaging studies. We are working on the application of non-
linear SVM, using RBF kernels, and extending the experimental exploration to
other classifiers and combinations.
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Abstract. Abdominal Aortic Aneurysm (AAA) is a local dilation of the
Aorta that occurs between the renal and iliac arteries. Recently, the pro-
cedure used for treatment involves the insertion of a endovascular pros-
thetic (EVAR), which has the advantage of being a minimally invasive
procedure but also requires monitoring to analyze postoperative patient
outcomes. The most widespread method for monitoring is the comput-
erized axial tomography (CAT) imaging, from which we can make 3D
reconstructions and segmentations of the aorta (lumen) of the patient
under study. Based on a previously published method to measure the
deformation of the aorta between two studies of the same patient using
registration techniques, in this paper we apply neural network classi-
fiers to the registration results to build a predictor of the patient sur-
vival. This would provide an additional tool for decision support to the
medical team.

Keywords: Medical Image, Registration, Neural Networks.

1 Introduction

Decision suport systems have a growing importance in the clinical routine and
artificial neural networks [5,6,13] provide an important tool in the development
of computational decision support systems. Their use has been described for
a number of medical classification tasks[8]. Among the desirable properties of
artificial neural networks is their ability to perform complex pattern-recognition
tasks and the fact that they do not require foreknowledge of diagnostic rules.
In this paper, we present a hybrid[2,1,14,4] survival prediction system based on
artificial neural networks and image registration methods. Specifically, the input
to the artificial neural network is the result of the registration methods. The
problem of Abdominal Aortic Aneurysms (AAA) and its treatment Endovascular
Aneurysm Repair (EVAR) has been presented already in [10,9]. The most widely
used technique for EVAR monitoring is to obtain Computerized Tomography
(CT) images of the abdominal region after an intravenous contrast agent has
been injected (Fig. 1).

Such scans of the patient’s abdominal area are available in the clinical rou-
tine as a set of 2D images whose visual analysis is time-consuming. The aim
of our work is to make an automatic analysis of the AAA using digital image
processing techniques, yield visual and quantitative information for monitoring
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Fig. 1. Comparison of vessel intensity values between CT and CTA slice. a)CTA slice
using the contrast agents, blood in lumen is highlighted for a better view. b)CT slice
without using the contrast agent, intensity values of lumen and thrombus are similar.

and tracking of patients who underwent EVAR and classify them as favorable or
unfavorable. In our approach, first we estimate the rigid motion of the lumen rel-
ative to the spinal cord [11] as well as its deformation [12,3]. Visual overlapping
of such transformed data can help identifying deformation patterns having a high
probability of dangerous progression of the aneurysm but, we need to quantify
those data to use neural network classifiers. The aim of our research is to calcu-
late the similarity metrics after rigid, affine and deformable registration of the
aortic lumen after EVAR and use these variables to construct a neural network
to make a prediction about future complications and disease progression.

The final goal of this paper was to test the hypothesis that classification al-
gorithms constructed using Backpropagation Neural Network approach can dis-
criminate between favorable and unfavorable evolution of patients who
underwent an EVAR procedure.

2 Methods

First, the lumen is segmented using a 3D region growing algorithm. After that,
the registration of the lumen extracted from two datasets of the same patient
obtained at different moments in time is computed and then, we quantify the de-
formations of the lumen computing the similarity metrics between the reference
and the registered dataset after different registrations modalities: rigid, affine
and deformable. Finaly we classify them as favoralble or unfavoralble using a
neural netork. Next, we proceed to describe each component of the system.

2.1 Region Growing Based Lumen Segmentation

Images obtained by Computerized Tomography (CT) are visualized as 3D vol-
umes with appropriate software tools[7]. Then, a segmentation process of lumen
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Fig. 2. Pipeline of the neural network input generation process

is carried out. We have used a User-Guided Level Set Segmentation (UGLSS) [16]
based on the well-known 3D active contour segmentation method called Region
Competition [17]to get segmented image of the lumen. The UGLSS algorithm
proceeds as follows: First, the image is resampled into a volume with isotropic
spacing (1,1,1). Then, a Region of Interest (ROI) that contains the structure to
be segmented, the lumen, is selected. During the preprocessing, probability maps
are computed, by applying a smooth lower and upper threshold. This ensures
that voxels inside the lumen have a positive value and the outside negative. We
place a seed to initialize the evolving contour into the lumen and we establish
the parameters that control the propagation velocity and curvature velocity. An
evolving contour is a closed surface C(t,u,v) parameterized by variables u, v and
by the time variable t. The contour evolves according to the following partial
differential equation (PDE):

∂

∂t
C(t, u, v) = F

−→
N (1)

We compute the external force F by estimating the probability that a voxel
belongs to the structure of interest and the probability that it belongs to the
background at each voxel in the input image:

F = α(Pobj − Pbg) + βK (2)

2.2 Registration

A sequence of three registration steps is performed; rigid, affine and deformable
(B-splines) registrations. The first study is considered the fix image and the
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others are registered respect to it. A linear interpolator, Mutual Information
metric and Regular Step Gradient Descent Optimizer are used. Rigid, affine
and deformable registration of the lumen allows for visual comparison of the
evolution of the stent-graft. First the two images corresponding to the patient
lumen are roughly aligned by using a transform initialization and then the two
images are registered using a rigid transformation. The rigid transformation is
used to initialize a registration with an affine transform of the stent graft. The
transform resulting from the affine registration is used as the bulk transform
of a BSpline deformable transform and finally the deformable registration is
computed.

We use two similarity metrics: the sum of squared intensity differences (SSD)
and mutual information (MI). These similarity metrics have each been used
widely in the past for nonrigid registration, to measure the intensity agreement
between a deforming image and the target image. We briefly describe both dis-
tances in this section[15].

SSD is suitable when the images have been acquired through similar sensors
and thus are expected to present the same intensity range and distribution. For
voxel locations xA in image A, within an overlap domain ΩT

A,B, comprising N
voxels:

SSD =
1
N

∑
xA∈ΩT

A,B

|A(xA) − BT (xA)|2 (3)

Mutual information is a measure of how much information one random variable
has about another. The information contributed by the images is simply the
entropy of the portion of the image that overlaps with the other image volume,
and the mutual information is a measure of the joint entropy respect to the
marginal entropies.

I(A, B) = H(A) + H(B) − H(A, B) (4)

where I(A,B) is the mutual information, H(A) and H(B) are the marginal en-
tropies of the fixed and moving images, and H(A,B) is the joint entropy. We
have computed the mean squares and mutual information similarity metrics for
the evaluation of the registration in 3 registration processes, each of them with
rigid, affine, deformable coarse and deformable fine methods . A decrease of both
metric is observed in the consequent registration methods.

2.3 Neural Network Classification Algorithms

We deal with two class classification problem, given a collection of training/
testing input feature vectors X = {xi ∈ Rn, i = 1, . . . , l} and the correspond-
ing labels {yi ∈ {−1, 1}, i = 1, . . . , l}, which sometimes can be better denoted
in aggregated form as a binary vector y ∈ {−1, 1}l.
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Backward propagation of errors, or backpropagation (BP), [13]is a non-linear
generalization of the squared error gradient descent learning rule for updating
the weights of artificial neurons in a single-layer perceptron, generalized to feed-
forward networks, also called Multi-Layer Perceptron (MLP). Backpropagation
requires that the activation function used by the artificial neurons (or "nodes") is
differentiable with its derivative being a simple function of itself. The backprop-
agation of the error allows to compute the gradient of the error function relative
to the hidden units. It is analytically derived using the chain rule of calculus.
During on-line learning, the weights of the network are updated at each input
data item presentation. We have used the Levenberg-Marquardt backpropaga-
tion optimization.

We restrict our presentation of BP to train the weights of the MLP for the
current two class problem. Let the instantaneous error Ep be defined as:

Ep (w) =
1
2

(yp − zK (xp))2 , (5)

where yp is the p-th desired output yp, and zK (xp) is the network output when
the p-th training exemplar xp is inputted to the MLP composed of K layers,
whose weights are aggregated in the vector w. The output of the j-th node in
layer k is given by:

zk,j (xp) = f

⎛
⎝Nk−1∑

i=0

wk,j,izk−1,i (xp)

⎞
⎠ , (6)

where zk,j is the output of node j in layer k, Nk is the number of nodes in layer
k, wk,j,i is the weight which connects the i-th node in layer k − 1 to the j-th
node in layer k, and f (ï¿œ) is the sigmoid nonlinear function, which has a simple
derivative:

f ′ (α) =
df (α)

dα
= f (α) (1 − f (α)) . (7)

The Levenberg-Marquardt algorithm is a very simple, but robust, method for
approximating a function. It consists in solving the equation:

(JT J + λI)δ = JT E (8)

where J is the Jacobian matrix that contains first derivatives of the network er-
rors with respect to the weights and biases, and E is the error vector containing
the output errors for each input vector used on training the network. The Ja-
cobian matrix can be computed through a standard backpropagation technique
that is much less complex than computing the Hessian matrix. λ is the Leven-
berg’s damping factor and δ is the weight update vector that we want to find.
The δ tell us by how much we should change our network weights to achieve
a (possibly) better solution. When the performance function has the form of a
sum of squares (as is typical in training feedforward networks), then the Hessian
matrix can be approximated as H = JT J and the gradient can be computed as
g = JT E.
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Fig. 3. Average Accuracy for Backpropagation Neural Network varying the number of
hidden layers from 1 to 20

3 Results

We have tested the approach with 8 datasets corresponding to 2 patients which
have been treated with stent-graft devices. Four datasets are validated by the
doctors as having a favorable evolution - first patient- and the other four as
unfavorable -second patient- . The CT image stacks consists of datasets obtained
from a LightSpeed16 CT scanner (GE Medical Systems, Fairfield, CT, USA)
with 512x512x354 voxel resolution and 0.725x0.725x0.8 mm. spatial resolution.
The time elapsed between different studies of the same subject varies between
6 and 12 months. We have computed the mean squares and mutual information
similarity metrics for the evaluation of the registration. A decrease of both metric
is observed in the consecutive registration methods. [9].

We build the feature vectors with the values of the different registration
modalities for each dataset. So, we have 8 features for each registered image pair.
We use units with sigmoid transfer function trained on the mean squared error
performance function and Levenberg-Marquardt optimization with a minimum
performance gradient of 1e-10.

We train over the set of features different neuronal architectures varying the
number of neurons in the hidden layers from 1 to 20. We train the network 50
times for each number of hidden units and we obtain the average accuracy. An
increase in the performance is observed from 1 to 6 hidden units, then the ob-
tained results are variable and we can even notice that due to the Hughes effect,
for a large number of hidden layers the performace does not improve becouse
of overfitting. The results for leave-one-out cross-validation are represented in
Fig. 3.
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4 Conclusion and Future Work

After segmentation of the lumen, a registration process is carried out over binary
images improving on the works that perform registration over point sets, which
always involve a greater loss of information. Registering images from different
datasets from a given patient can provide us quantified values of deformation of
the stent graft.

The feature vectors have been built with the similarity measures of the seg-
mented lumen after rigid, affine and deformable registration. The datasets of
the patients have been previously validated by the medical team as having a
favolable or unfavorable evolution.

Therefore, considering the average accuracy data obteined, our main conclu-
sion is that the proposed feature extraction is very effective in providing a good
discrimination between patients that can easily be exploited by the classifier
construction algorithms and could lead to a model that would predict the evo-
lution of other patients and provide support for the decision. Further ongoing
works with a more extensive database is on the way to confirm our conclusions in
the framework of collaboration with a team of medical clinical experts. It would
also be necessary to compare the results with other binary classifiers as Sup-
port Vector Machines (SVM), Relevance Vector Machine, RVM, Logistic Model
Tree, LMT, Adaboost as a boosting method, or radial basis functions Neural
Networks, RBF.
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Abstract. This study presents a novel hybrid generic decision method to obtain 
the best parameters of a PID (Proportional-Integral-Derivative) controller for 
desired specifications. The method used is to develop a ruled-based conceptual 
model of knowledge based system for PID design in Open-Loop. The study 
shows a hybrid system based on the organization of existing rules and a new 
way to obtain other specific ones based on decision trees. The model achieved 
chooses the best controller parameters, between different open loop tuning 
methods. For this purpose an automatic classification of a huge dataset is used. 
Data was obtained by applying considered tuning methods to a collection of 
representative systems. The propose hybrid system has been tested on a 
temperature control of a ceramic furnace plant. 

Keywords: Knowledge engineering, PID, open-loop tuning, ruled-based 
system, hybrid intelligent system. 

1   Introduction 

This study tries to complete the research described in [1], where a Closed-Loop PID 
Controller design case was explained. Thus it becomes possible to analyze the PID 
empirical problem on its various possibilities. Also PID controller in its conventional 
form will be used [2] [3]. There is a large number of ways to obtain the parameters 
that define a controller [4-9], acquired by different means and under operating 
conditions that are peculiar to the equipment it is intended to control, as for example 
[29-34]. 

Despite previous research, practically in industry there is a large number of 
controllers in operation, whose tuning is far from what might be considered optimum 
[2]. This situation arises because, among other reasons, there is an important portion 
of users who lack familiarity with the adjustment techniques. It is necessary then to 
find new ways to solve this problem. Intelligent systems [10-13] can be a solution to 
it, due to the demand for enhanced performance and for the resolution of problems 
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that are complex, either for humans or for machines. The time limits on decision-
taking are increasingly tight and knowledge has become a major strategic resource in 
helping people to handle information and all the complexity that comes along. In an 
industrial context, hybrid intelligent systems are employed in the optimization of 
processes and systems relating to the control, diagnosis and rectification of problems 
[A14-A19]. 

Among the main advantages offered by knowledge-based systems are: 
permanence, duplication, speed, low cost, advantages in dangerous environments, 
reliability and explanation of reasoning. Development of knowledge-based systems is 
highly desirable in certain domains, and even essential in others.  

There is the possibility of implementing simple knowledge-based systems by 
programming them into equipment. However, this does not take advantage of the specific 
tools available in the research area of Knowledge Engineering. In fact, knowledge-based 
systems available for handling control systems have some limited features [20-22]. 

One approach, to solve the above problems, is to create a generic decision method, 
based on a conceptual model describing the necessary steps to be achieved in order to 
obtain the PID controller parameters for open-loop empirical adjustment method. The 
novel model presented in this study was developed based on eight different sets of 
expressions with highly satisfactory results commonly used in control systems. 

The rest of the paper is organized as follows: first, an explanation of the hybrid 
model proposed is given in section 2. This chapter is divided into two sub-sections: 
the first one (subsection 2.1) gives details about the deducted knowledge model based 
on experts contributions about controller tuning in open loop, the second one 
(subsection 2.2) shows how the new rules were obtained through a soft computing 
technique based on decision trees method [35] with the aim to complement the first 
one. Then section 3 presents an outline of the validation of the proposed technique. 
Finally the conclusions and future work are present. 

2   Conceptual Modeling of a PID Controller 

From the perspective of the human brain, a conceptual model of a domain consists of 
the most rigorous and explicit description of the knowledge of that domain.  Thus, for 
the domain which is being dealt with in this study, a general summarized model is 
proposed  in Figure 1. 

As may be observed, this diagram is fundamentally divided into three blocks: 

 Organizing Existing Rules. In this block, the intention is to organize the rules 
already available about types of expressions, ranges of application, and 
criteria for changes in load or monitoring the set-point, among others. 

 Deducing New Rules to Complete the Knowledge Model. In this section it 
has become clear that there is a need to deduce new rules so as to build up a 
complete knowledge model from the system itself and the desired 
specifications until the parameters for the controller are finally obtained in a 
reasoned manner. 

 Organizing Existing Knowledge with New Rules. This block is at the 
junction between the other two ones and is intended to order existing 
knowledge appropriately, for which it is necessary to draw up new rules. 
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Fig. 1. General Summarized Overview of the Conceptual Model for Open-Loop 

2.1   General Flow-Chart for Open-Loop Knowledge 

In accordance with the guidelines established for the conceptual model, the 
conclusion is a general flow-chart of knowledge for the adjustment of the open-loop 
PID controllers, as shown in Figure 2, Figure 4 and Figure 5. 

 

Fig. 2. First part of General Flow-Chart of Knowledge 

In this part of the general flow-chart (figure 2), the first task to be done is to inquire 
whether the system is apt for PID open loop tuning methods. Then in both cases it is 
checked whether the response system is a first order lag plus time delay (FOLPD), if 
it is not the case, it would not be possible to carry out controller tuning with this 
method. In the positive case if the transfer function is not available it concludes with 
the rule “rg.2” (bottom-right of Figure 2). If the transfer function is known, the 
diagram will be followed.  

 

Fig. 3. System Response to step input 
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After having checked if it is a first order with time delay system response, and also 
the transfer function is known, it is necessary to follow the flow chart in Figure 4. 
First, the characteristics of the response “K” System Gain, “L” (Lag time) and “T” 
(response time) are obtained (figure 3) for a unit step input, and it is checked if the 
relation “L/T” is in the application range of the expression used in the study (between 
0 and 1). 

If it is not the case, this design method will not be applied. Otherwise L/T 
(dimensionless) is checked to see if it is bigger than 0.1 (empirical value [2]),  if 
positive, it can be used to all the expressions contemplated in the study. If it is lower 
than 0.1 the question to ask the user is whether he/she wishes to discard the 
expressions of Ziegler-Nichols and Chien, Hrones, Reswick for not being within its 
scope of application range. If the expressions are not used, then rule “rg.3”  
(bottom-left of Figure 4) will be applied and, in any other case all methods will be 
taken into account as if L/T were bigger than 0.1. In any case, if all methods are 
contemplated, the next step is to determine a group with general characteristics to 
which the function of relation L/T belongs to, that will result with rule “rg.2”. 

  

Fig. 4. Second part of General Flow-Chart of Knowledge 

 

Fig. 5. General Flow-Chart to find out if a system is a FOLPD system type 
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The corresponding part of the diagram of figure 5 is employed to discover if the 
system response is a first order lag plus time delay (FOLPD) system. Two steps are 
necessary follow for it. The first step is to check if the system stabilizes at a constant 
value with a unit step input, and that there is no oscillation. If so, the next step is to 
make sure, if there is a system of FOLPD type. If both conditions are met, it can be 
concluded that the system is of this type, otherwise it is not. 

2.2   Deducing Rules to Complete the Knowledge Model 

As seen in the general summarized chart of knowledge (Fig.1), it is necessary to 
deduce new rules in order to complete the knowledge model. For this a need emerges 
to create a complete knowledge model, based on the system itself and the 
specifications desired, until the parameters for the controller are finally obtained in a 
reasoned approach. For this purpose, an example is given below to clarify how rules 
are deduced, using the ranges and new groups of representative systems [23] resulting 
of the processing and classification of the dataset obtained. 

Deducing rule 2 (rg.2). This rule, as it can be observed in Figure 6, is applied in the 
most unfavorable case, in which the ratio L/T does not fall within the range of 
application of the equations. Figure 6 shows in the X axis representative systems 
included in [23] with a FOLPD response type, and in the Y axis the corresponding 
L/T parameter. 
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Fig. 6.  Representative Systems (ax. X) ordered from Lowest to Highest Value for L/T (ax. Y) 

Table 1 shows several representative systems [23] sorted by L/T value, where 
response is similar to figure 3. Table 2 shows the systems in the same order as in 
Table 1, and the best specification values (Tr, Ts, Mp and Tp) with the method used 
to obtain it such as Z & N (Ziegler and Nichols). 

In order to create groups with generic characteristics, the various different systems 
are ordered from lower to higher value of L/T (Figure 5 and Table 1).  Here, a table 
may be presented (Table 2), since the intention is to have generic groups for all 
specifications.  
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Table 1. Values for the L/T Parameter in representative Systems (F, B1, D6, ..) [23] 

 System L/T   System L/T 
1 F 0.0166  14 B4 0.318 
2 B1 0.0582  15 D4 0.3269 
3 D6 0.0982  16 C3 0.3797 
4 B2 0.1021  17 C4 0.5729 
5 A1 0.1036  18 E3 0.6054 
6 E6 0.125  19 D3 0.613 
7 E5 0.1493  20 D1 0.6141 
8 D5 0.1649  21 A4 0.639 
9 E4 0.1846  22 D2 0.6487 
10 A2 0.217  23 E1 0.6763 
11 B3 0.2299  24 E2 0.7377 
12 C1 0.2464  25 C5 0.9964 
13 C2 0.277     

The classification of these data will be achieved by means of decision trees  
[24-26], which are easily built into the expert system. The decision tree approach is 
one of the most common approaches in automatic learning and decision making. The 
true purpose of these decision trees is to classify the data in different groups, 
according to the dependent variable [24]. The decision trees have been obtained by 
using the J48 algorithm [24, 27, 28], using the software tool WEKA. The J48 
algorithm was chosen because of its better performance in most circumstances [28]. 
Once the model was applied, a precision over the 80% was obtained for all the “.arff” 
(WEKA file extension) files created, corresponding to the different specifications 
covered, what means that the great amount of data have been correctly classified. In 
those cases where a correct classification was not achieved, a checking process is 
performed to see if the resulting data, obtained by the application of the method given 
by the tree, produces satisfactory results that do not differ much from the optimum 
method. 

In Table 2, values for the specification are shown in each instance, along with the 
formulae for finding parameters used to improve this particular specification.  Once 
the classification has been obtained, it is possible, for example, to group together the 
systems from D3 down to A4, within the conditio 0.6130 < L/T ≤ 0.639, establishing 
the following rules: 

 In order to minimize Tr, apply the Ziegler and Nichols method. 
 In order to minimize Ts, apply the CHR (Chien, Hrones, Reswick) 0% Mp 

(overshoot). 
 To achieve the lowest percentage of Mp, apply the CHR 0% Mp. 
 In order to minimize Tp, apply the CHR 20% Mp. 

In spite of the systems D3 and D1, the best peak time result is obtained with ZN, if 
the rule for CHR is generalized to 20%, we achieve an error much smaller than if the 
system A4 is regulated with ZN. Nevertheless, this is the only true exception, so a 
generalization may thus be accepted; despite that it yields a small error. 
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3   Validation 

The proposed conceptual model underwent a validation process. The validation 
process was not performed on those cases in which the transfer function was known 
and which perfectly fitted one of the systems related to the Benchmark [23]. Rather, it 
was carried out for the most unfavorable circumstances, which are produced in those 
cases where the transfer function is unknown or known but does not fit any of the 
systems. 

Table 2. Rule 2 (rg.2) Groups for Changes in Load 

System Min. Resp. Time Min. Stabl. Time Min Overshoot Min Peak Time
F 0,16   (Z&N) 1,64   (Z&N) 47%  (CHR 0% Mp) 0,44   (Z&N)

B1 0,08   (Z&N) 1,01  (CHR 0% Mp) 45%  (CHR 0% Mp) 0,23   (Z&N)
D6 0,53   (Z&N) 5,19 (CHR 20% Mp) 45% (CHR 0% Mp) 2,07   (Z&N)
B2 0,16   (Z&N) 2,08   (Z&N) 47%  (CHR 0% Mp) 0,44   (Z&N)
A1 0,36   (Z&N) 5,29   (Z&N) 46%  (CHR 0% Mp) 0,89   (Z&N)
E6 3,6    (Z&N) 54,01 (CHR 0% Mp) 46% (CHR 0% Mp) 9,96   (Z&N)
E5 1,84   (Z&N) 29,27 (CHR 0% Mp) 47% (CHR 0% Mp) 5,53   (Z&N)
D5 0,5    (Z&N) 6,57 (CHR 0% Mp) 42% (CHR 0% Mp) 2,01   (Z&N)
E4 0,77   (Z&N) 11,51  (Z&N) 46% (CHR 0% Mp) 2,52   (Z&N)
A2 0,81   (Z&N) 12,87 (CHR 0% Mp) 45%  (CHR 0% Mp) 2,14   (Z&N)
B3 0,45   (Z&N) 5,88  (CHR 0% Mp) 45%  (CHR 0% Mp) 1,26   (Z&N)
C1 0,8    (Z&N) 12,81 (CHR 0% Mp) 45% (CHR 0% Mp) 2,28   (Z&N)
C2 0,77   (Z&N) 13,08 (CHR 0% Mp) 43% (CHR 0% Mp) 2,39   (Z&N)
A3 1,22   (Z&N) 21,15 (CHR 0% Mp) 41%  (CHR 0% Mp) 3,4    (Z&N)
B4 1,22   (Z&N) 21,15 (CHR 0% Mp) 40%  (CHR 0% Mp) 3,4    (Z&N)
D4 0,43   (Z&N) 7,76 (CHR 0% Mp) 39% (CHR 0% Mp) 1,87   (Z&N)
C3 0,63   (Z&N) 13,13 (CHR 0% Mp) 39% (CHR 0% Mp) 2,59   (Z&N)
C4 0,39   (Z&N) 16  (CHR 0% Mp) 40% (CHR 0% Mp) 2,72   (Z&N)
E3 0,44   (Z&N) 14,05 (CHR 0% Mp) 32% (CHR 0% Mp) 1,87   (Z&N)
D3 0,27   (Z&N) 11,77 (CHR 0% Mp) 37% (CHR 0% Mp) 1,59   (Z&N)
D1 0,08   (Z&N) 8,19  (CHR 0% Mp) 46% (CHR 0% Mp) 1,09   (Z&N)
A4 2,67   (Z&N) 68,87 (CHR 0% Mp) 24%  (CHR 0% Mp) 8,86 (CHR 20% Mp)

D2 0,15   (Z&N) 10  (CHR 0% Mp) 44% (CHR 0% Mp) 1,33   (Z&N)
E1 0,18 (CHR 20% Mp) 10,17 (CHR 0% Mp) 51% (CHR 0% Mp) 1,53 (CHR 0% Mp)

E2 0,41 (CHR 0% Mp) 13,69 (CHR 0% Mp) 37% (CHR 0% Mp) 1,75 (CHR 0% Mp)

C5 0,37  (CHR 0% Mp) 90 (CHR 0% Mp) 102% (CHR 0% Mp) 3,11 (CHR 0% Mp)  

Table 3. Validation Results 

Method indicated by the model N. of cases % of the total 
number of cases 

The rule DOES coincide with the method that should in fact 
be used. 

24 cases 66.6% 

The rule DOES NOT coincide with the method that should in 
fact be used, but the deviation is very small. 

7 cases 19.4% 

It makes the system  unstable. 4 cases 11.1% 
The rule DOES NOT coincide with the method that should in 
fact be used, and the deviation is very considerable. 

1 cases 2.7% 

Validation was performed on nine systems not considered in the Benchmark.  For 
each of them a check was made on all the specifications involved in the model. 36 
cases were checked, for which the results shown in Table 3 were obtained. Thus, the 
novel model proposed is considered to have a satisfactory operation, since in overall 
terms their results are the following: Successes 86.1% and Failures 13.9%. 
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3.1   Empirical Verification on Ceramic Furnace 

An empirical verification of the proposed novel method was performed on a small 
ceramic furnace (figure 7) in which the temperature is controlled. Essentially 
temperature depends on the power provided to heater element in the furnace. The 
controller is a modular Twido from Schneider with analog inputs and outputs 
modules. Temperature is measured in the furnace with a sensor based on 
thermocouple. The signal from thermocouple has been conditioned for a correct 
interpretation by programmable controller. For a good interaction of the user with the 
system the desired temperature is indicated with an external reference.  

 

Fig. 7. Schematic diagram of the real plant 

Initially the controller was programmed with Ziegler-Nichols tuning method in open 
loop. Then the novel hybrid generic decision method has been programmed on the 
controller. The program has been designed to run in two different methods: tuning 
mode and operation mode. Before starting the operation mode, the tuning step must 
take the parameters to the controller. In it, an external reference is fixed and the system 
waits until the temperature is stabilized according with the open loop method explained 
on section 2.1. For the present plant the system choose Ziegler-Nichols without 
overshoot method instead of Ziegler-Nichols traditional method. The experimental 
results are shown in figure 8. 

   

Fig. 8. Traditional Ziegler-Nichols method on the left and Ziegler-Nichols without Overshoot 
method on the right 
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4   Conclusions 

The task of choosing the parameter adjustment method for PID controllers to be used 
may be obtained by using the technique proposed in this study. This is so even in the 
case where more than one method could be applied with satisfactory results. 

After a choice is made about the method or methods to be used for finding the 
parameters, these are calculated in accordance with the procedure for the case that has 
previously been selected in a structured trend. In this way, the various possible routes 
that might be followed can be discriminated by rules, even to the extent of allowing a 
balance to be found between specifications that do not offer improvements of the 
same feature. 

In producing a conceptual model, three useful contributions were made. Firstly, 
greater clarity was achieved for various stages in the adjustment of a PID design. 
Secondly, certain contradictions were shown up between different methods, these 
being resolved by the use of the model. Thirdly, a method for the automatic 
generation of new rules has been described, allowing to get a finer grain model based 
on data-mining and techniques. 

The procedure was validated on real equipment whose transfer function is different 
from that linked to the reference used to obtain the model, for the most restrictive 
instances of the rules deduced.  The results obtained and presented in the section 
relating to validation fulfill the initial objectives by verifying the correct behavior of 
the rules.  
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Abstract. One of the main problems that modern e-mail systems face
is the management of the high degree of spam or junk mail they recieve.
Those systems are expected to be able to distinguish between legitimate
mail and spam; in order to present the final user as much interesting
information as possible. This study presents a novel hybrid intelligent
system using both unsupervised and supervised learning that can be
easily adapted to be used in an individual or collaborative system. The
system divides the spam filtering problem into two stages: firstly it di-
vides the input data space into different similar parts. Then it generates
several simple classifiers that are used to classify correctly messages that
are contained in one of the parts previously determined. That way the
efficiency of each classifier increases, as they can specialize in separate
the spam from certain types of related messages. The hybrid system pre-
sented has been tested with a real e-mail data base and a comparison of
its results with those obtained from other common classification methods
is also included. This novel hybrid technique proves to be effective in the
problem under study.

1 Introduction

One of the main problem that e-mail systems face nowadays is the management
of spam. By this term we refer to the action of sending of indiscriminate unwanted
e-mails, usually done in order to attract potential clients to use e-commerce
systems to purchase articles or services or even to fraudulent services in order to
obtain personal information that will be used afterwards for criminal activities.

To help users to cope with this flow of unwanted e-mails, almost every modern
e-mail service includes a spam filtering service. This kind of filtering is ideally in-
tended to automatically distinguish between spam and normal e-mails to present
the final user only the wanted e-mail messages, freeing them of the task of clas-
sifying and eliminating those unwanted messages by themselves. The task of
discerning which kind of messages are of interest to the final user is a complex
task to perform in advance; so these systems must rely on a predefined config-
uration and try to adjust it to the preferences that each user provides to the
system through his/her normal daily use. This kind of situation is clearly a task
where automated learning can be of much use, as an automatic algorithm can

E. Corchado, M. Kurzyński, M. Woźniak (Eds.): HAIS 2011, Part II, LNAI 6679, pp. 363–372, 2011.
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be trained to perform this classification in a transparent way for the final user,
by adapting its behaviour as it is used.

Many approaches exist to tackle this very common problem. According to
what parts of the e-mail the filtering system analyzes, the solutions can be di-
vided into header or meta-information based or content based. According to the
architecture of the system a rough division could be between individual and
collaborative systems. Usually, a modern spam filtering system would try to
combine all of these techniques to benefit from the straights of each.

This study presents a novel hybrid intelligent system using both unsupervised
and supervised learning that can be easily adapted to be used in an individual
or collaborative system. It makes use of the Self-Organizing Map for a initial
partitioning of data and the Naive Bayes for the final e-mail classification.

The rest of this paper is organized as follows: Section 2 presents a brief
overview of the concept of ensemble learning, Section 3 includes a very sim-
plified description of the SOM algorithm and more detailed explanations about
its use a clustering algorithm. Section 4 introduces the hybrid model used for
spam classification while Section 5 details the experiments performed with the
algorithm and their results, compared with similar models. Finally conclusions
and future work are described in Section 6.

2 Ensemble Learning

At its inception, the ensemble meta-algorithm [1] was created to improve the
capabilities of existing models for data classification. The main concept behind
ensemble learning model is the simple intuitive idea of a committee of experts
working together to solve a problem.

The strength of the ensemble meta-algorithm is its potential to achieve a com-
promise between the desired result of both a small variance and a small bias;
as a trade-off between fitting the data too closely (high variance) and not tak-
ing data into account at all (high bias). An important element is the effective
combination of the classifiers, which relies in part on the presence of a certain
variance in the components of the ensemble that is generally referred as ‘diver-
sity’. There is considerable evidence to suggest that the use of ensembles can
lead to an improvement in the performance of single models in classification or
regression tasks [2,3,4]. The underlying reason for increased reliability through
the use of ensembles is that different classification algorithms will show different
patterns of generalization. More formal explanations of the way ensembles can
improve performance may be found in [5,6].

There are generally two ways to combine the decisions of classifiers in
ensembles: classifier selection [7] and classifier fusion [6,8]. Classifier selection
assumes that each classifier is an “expert” for some part of the feature space. In
contrast, classifier fusion assumes that all classifiers are trained over the entire
feature space. In the case of this work, the first approach is the one used.
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3 Topology Preserving Maps

3.1 The SOM Algorithm

Topology preserving mapping comprises a family of techniques with a common
target: to produce a low-dimensional representation of the training samples that
preserves the topological properties of the input space. From among the various
techniques, the best known is the Self-Organizing Map (SOM) algorithm [9].
SOM aims to provide a low-dimensional representation of multi-dimensional data
sets while preserving the topological properties of the input space. The SOM
algorithm is based on competitive unsupervised learning; an adaptive process in
which the neurons in a neural network gradually become sensitive to different
input categories, which are sets of samples in a specific domain of the input
space. The update of neighbourhood neurons in SOM is expressed as:

wk(t + 1) = wk(t) + α(t)η(v, k, t)(x(t) − wk(t)) (1)

where, x denotes the network input, wk the characteristics vector of each neuron;
α, is the learning rate of the algorithm; and η(v, k, t) is the neighbourhood func-
tion, in which v represents the position of the winning neuron (Best Matching
Unit or BMU) in the lattice, and k the positions of the neurons in its neighbour-
hood.

3.2 Data Clustering Capabilities

The clustering capabilities of the SOM algorithm have been extensively used in
many works [10,11]. Mainly intended as a visual aid for data clusters exploration,
several calculations over the final map have been proposed. After the calculation
is performed, it can be represented over the final resulting map as a colour
scheme. In the case of this study the three measures presented in [12,13] are
used.

U-Matrix: This matrix represents for each unit of the map, the sum of the eu-
clidean distances between its corresponding weights vector and all the data sam-
ples that are recognized by it. It permits to get a visual idea of how concentrated
or disperse is the data set in the manifold represented by the map. Obviously,
it is a valuable tool to detect and determine clusters and cluster borders in the
data set.

P-Matrix: In this case, the values represented in the matrix are calculated as
the density measured in the data space at a specific point, where that point
is the weight vector associated with each unit of the SOM. As with previous
matrix, the measure of the concentration of data serves as a very good measure
for finding clusters in data.
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U*-Matrix: This final matrix combines the distance based U-Matrix and the
density based P-Matrix. It consists in using the U-Matrix as a basis for the final
matrix, and the P-Matrix. Again, this matrix is used to obtain data clusters,
especially in thin populated regions of the data space; where distances are more
important that density to determine the similarity of data.

As the results obtained by all these three matrix calculations consist basically in
numerical values for each of the units composing the maps, they can be used as an
automatic way of determining the number of clusters in a data set but more im-
portantly in this case, can inform about things like the boundary of those clusters
or the density of data included in them. That information is used in the presented
model to decide the structure that the ensemble of base classifiers will have.

4 Proposed Model

The intelligent hybrid model proposed in this research tries to take further the
idea initially expressed in [14]. This previous work uses the well known k-nearest
neighbours algorithm [15] as a way to initially explore the data set input space
to latter construct an ensemble of classifiers that use that previously gather
information to split data into the different components in a more informed way
that other ensemble methods that use random or probability based distributions
[16,17]. That way, an ensemble is constructed, ensuring that the base classifiers
composing it will be expert in different regions of the data space.

In this case the SOM algorithm will be used to perform automatically this
previous analysis and division of the data space. The use of this algorithm has
several advantages over using other, simpler algorithms, such as the k-nearest
neighbours.

In first place, the SOM is a complete grid extending over the data input space.
That implies that is easy to observe and take into account not only similarity
between samples, but to determine an ordered impression of that similarity, just
using the distance between units on the map. Using the measures described in
Section 3.2 several options for data clustering can be used, in a very straightfor-
ward way, to decide which configuration or architecture could be better for the
construction of the ensemble and the data set partitions to train the model.

In the case of this study the SOM enables to split data between clusters,
but also it is easy to find cluster frontiers were more detail and precision is
required; therefore, data in those areas can be used to train several classifiers to
enhance accuracy in those regions. For example, data situated in the borders of
two clusters could be assigned to two different classifiers to try to obtain several
different classifiers for those regions. Also, clusters that are either too extensive
or that contain a high density of data can have more classifiers to back the
classifications of others.

Other advantage that comes from the use of the SOM is that there is no
need to use the number of clusters as a parameter to the algorithm, instead a
threshold can be used to control how sensitive the algorithm is to changes in
values for neighbouring units.
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(a) U-Matrix (b) Data clusters obtained with U-Matrix

(c) U*-Matrix (d) Data clusters obtained with U*-Matrix

Fig. 1. Two of the mentioned matrix calculated on a 15x10 units SOM trained over
the Iris data set

Figure 1 shows the values obtained for two of the matrix mentioned on
Section 3.2 (Figs. 1a and 1c) and the corresponding clusters found with thresholds
0.0012 and 0.002 respectively (Figs. 1b and 1d) in the well-known case of the Iris
data set [18]. Figs. 1a and 1c represent the values of the matrix in a color scale. It is
easy to observe a gap with very low values that divides the data in two main groups.
Figs. 1b and 1d depict the different clusters or divisions the algorithm has found in
the data space. Each colour represents a different cluster.

The processing devised can be therefore summarized as in Algorithm 1.

5 Experiments and Results

The spam data used in this study is the SpamAssassin Public Corpus, published
by the Apache Software Foundation [19]. Its main characteristics are: it includes
instances of 6047 e-mail messages, with about a 31% spam ratio, sub-divided in
three different classes “easy ham”, “hard ham” and “spam”. Much more detailed
information can be found on the Internet public repository.
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Algorithm 1. SOM Clustering and Selecting Ensemble
Input: A data set to be classified DεRn, a clustering threshold θc, a inclusion threshold
θm

Output: A model able to classify novel entries C1...Cn

1: procedure Construct Ensemble(C1...Cn)
2: Train a Self-Organizing Map over the input data set.
3: Label the units of the map with the entries for which it has been considered as

the BMU.
4: Calculate the requested matrix values for each map unit (U -Matrix, P -Matrix,

U∗-Matrix).
5: Perform a clustering of units depending in the difference in the value calculated

in step 3 for each unit and its neighbours, using θc.
6: Include each data sample in each of the clusters found in step 4, according

to which cluster its corresponding BMU belongs to. Eliminate the clusters with a
number of samples lower than θm.

7: Train a base classifier with the data entries that form part of each of the clusters.
8: end procedure
9: procedure Classify Sample(s)

10: Present sample to the Self-Organizing Map and find the BMU
11: Present sample to the classifier(s) corresponding to the BMU
12: Output the majority vote of classifications obtained in the previous step
13: end procedure

5.1 Information Representation

In order to be able to work with the information contained in the e-mail is nec-
essary to translate from plain text to a more manageable representation for an
automated learning algorithm. This usually means to extract statistical char-
acteristics form the analysis of the text, so each of the analyzed messages can
be represented by an array of numerical values. This is a very widely known
approach, basic in the discipline known as Information Retrieval (IR) [20,21];
used in tasks such as text clustering or classification, web searching, etc. In the
case of this study, the codification used is the well-known “bag of words”.

5.2 Experiments Description and Results

The experiments devised have the purpose of comparing different types of data
partition methods to use for the ensemble construction. For all the five differ-
ent partition schemes compared, the results are obtained from a 5-fold cross-
validation process.

The five schemes are: the standard Bagging algorithm [16], which generates
overlapping data sub-sets; and the k-means clustering algorithm and three vari-
ants of the presented model (U -Matrix, P -Matrix and U∗-Matrix), which gen-
erate disjoint sub-sets. The k-means clustering algorithm was previously used in
[14] and is included here for the great parallelism with the presented model.
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The tests have the same structure independently of the models chosen: first
the data set is split between training and test sets. The training set is split into
several sub-sets and a base classifier is trained over the data of each sub-set.
All models used the classic Naive-Bayes classifier as their base classifier. Then,
the test set is presented again to each model. The split model used to include
training data in different sub-sets is used again to separate the test set and each
sub-set is used as the inputs for their corresponding classifier.

Table 1. Parameters used for the SOM training in each case

Data set Size (units) Learning Rate Epochs Neighbourhood
Iris 8x8 0.1 1200 4

SPAM (25%) 15x15 0.1 10000 7
SPAM (complete) 30x30 0.1 15000 15

Table 2. Number of divisions used for each model and data set

SOM
Data set Bagging k-means U -Matrix P -Matrix U∗-Matrix

Iris 5 5 13 4 1
SPAM (25%) 5 5 26 7 7

SPAM (complete) 5 5 58 27 15

Table 1 presents the parameters used for the SOM training in each of the data
sets of the comparative.

It is interesting to note that the bagging and k-means methods require as
inputs the number of folds/clusters in which the data set will be divided. This
assumes that the user will have a relative knowledge about the data set. As
explained before, the proposed algorithm does not need a so hard restriction over
the algorithm, but only a difference threshold parameter; that lets the process
to calculate the most adequate number of clusters. Table 2 shows the difference
of the models in this regard.

Table 3. Percentage of classification error obtained using different techniques

SOM
Data set Bagging k-means U -Matrix P -Matrix U∗-Matrix

Iris 4.66% 5.33% 3.42% 4.66% 4.66%
SPAM (25%) 19.1% 11.1% 10.17% 10.51% 9.62%

SPAM (complete) 50% 44.03% 39.54% 39.42% 37.3%

Table 3 shows the results obtained with the data set under analysis in this
work. The Iris data set is one of the widely used for automatic learning test
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and is included for comparative purposes. Finally, the two data sets object of
the study are a fraction of the original Spam data set, used to try to avoid the
computational complexity of training the model with the complete data set; and
the complete one.

As results show, the use of hybrid system consisting on the SOM to cluster
the data as a previous step to construct the ensemble can be generally regarded
as an improvement over the other compared techniques. As hinted before, this
situation comes from the fact that the SOM can provide a more detailed man-
ifold to cluster the data, as opposed to the k-means, which is a much simpler
technique.

When dealing with a very simple data set, as it is the case of the Iris data
set, the extra complexity of calculating the SOM might not be so rewarding (the
improvement is of less than a 2%). On the contrary, when working with bigger
and more complex data sets (as the complete Spam, studied in this work) where
there are large parts of the data set with overlapping classes, the more detailed
divisions of the SOM can be of more clear use. In this study, the SOM obtains
an error more than 5% lower than that of the k-means (see Table 3).

Regarding the different variants of the measures that can be calculated over
the SOM, results seem to be better for the U-Matrix for the simpler data sets
and for the U∗-Matrix for the more complex ones. This is result that will need
further study.

6 Conclusions and Future Work

This study presents a model for the detection and filtering of spam based data on
a hybrid intelligent system including both unsupervised and supervised learn-
ing. The model is variant of the idea of the clustering and selection concept,
previously proposed by using a SOM as the clustering algorithm.

This novel hybrid model can be considered interesting for this task for several
reasons. As explained in this work, one interesting topic on spam-filtering is the
collaborative approaches, where several filtering systems work together to detect
spam. The cluster and selection scheme studied here can be very easily adapted
to work in these cases to distribute the classification among more specialized
systems. This provides a heterogeneous framework where many models could
be included. An additional reason is that the model can be used to provide the
top-level mailing system administrator with complementary information, as the
SOM included in the model has multi-dimensional data visualization as one of
its main characteristics. Also, having an auto-adaptive model such as the SOM,
which functioning can vary with the continuous training; could serve to soften
the effect of concept drifts or modifications in the behaviour of spammers.

Regarding future work, it is interesting to mention that the meta-model pre-
sented here can be extended and improved in many ways, as it can be used as
a framework for more complex schemes. As an example, in the test showed only
a base classifier was trained for each of the clusters calculated. But due to the
more detailed capabilities of the SOM for clustering, it could be adapted to train
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classifiers for the data samples near the borders of clusters or to train several
different classifiers to strengthen classification in clusters where classes overlap
in a high degree.
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Rule-Based Expert System Dedicated for Technological 
Applications  
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Abstract. This paper presents a description of an expert system developed 
specially for technological processes planning. Commercially available rule-
based shell expert systems do not offer appropriate solutions in the scope of 
knowledge processing and knowledge representation. Hence authors had 
developed an own shell expert system devoid of aforementioned drawbacks. 
The most important property of the developed expert system is a hierarchical 
structure of technological knowledge base and a inference engine. By dint of 
implementation of above solutions it became possible aiding main stages of 
elaborating technological processes. 

Keywords: expert system, CAPP, knowledge representation. 

1   Introduction 

Computer systems aiding process planning (Computer Aided Process Planning) are 
still in development. The most advanced CAPP systems are of generative type [1], 
[2]. In contrast to variant systems, where technological process planning for a new 
part takes place via modification of the same parts family representative’s process, in 
generative system technological process is designed only on the basis of parts’ 
specification and knowledge included in the system. Hence increasing emphasis is put 
on representation of technological knowledge included in CAPP system. This article 
presents results of work on knowledge-based, generative CAPP system designed in 
the Institute of Production Engineering and Automation of Wrocław University of 
Technology. Three fundamental modules of that system are presented: 

− machining features recognition module, 
− module of assigning permitted variants of technological process to 

recognised machining features, 
− module of machining operations sequencing and setups planning. 

For realisation of above modules a dedicated expert system had been designed. That 
system is compliant with rule-based paradigm. Moreover it has implemented knowledge 
processing mechanisms, which supports works related to technological process planning. 
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Structure of the knowledge base and special features of inference engine are 
described below. The article is concluded with the description of directions for further 
studies. 

2   Expert Systems in Technological Processes Planning 

The stages of technological processes planning which can be supported by use of 
expert systems are: 

− selection of the form and material of a raw workpiece, 
− recognition of machining features, 
− determination of type of machining operations. 

There are known studies where shell expert systems had been implemented into the 
area of technological processes planning [3]. However, such solutions are 
characterised by significant hindrances in representation of technological knowledge 
and its processing. It is a consequence of using an universal shell expert system, 
facilitating theoretically record of knowledge from distant fields of expertise. Shell 
expert systems are lacking functions allowing for: 

− hierarchical representation of technological knowledge, 
− management of facts’ order in a knowledge base, 
− formulation of complex mathematical functions within conditional parts of 

rules. 

Due to the aforementioned limitations of rule-based shell expert system authors had 
developed their own system allowing for complete representation and processing of 
technological knowledge. 

3   Input Data for a CAPP System 

In developed system parameters of a new part are imported from the CAD 3D 
SolidWorks system. That system is using a boundary representation (B-rep) for 
geometrical models. Furthermore it allows for model completion with technological 
characteristics such as: dimensional and geometric tolerances, surface roughness, 
part’s material, datums etc. By dint of these properties part’s models created in 
SolidWorks can be used as input data for a CAPP system. 

A model in B-rep consists of faces bounded by edges, which in turn are described 
by vertices. Fundamental model elements in boundary representations are presented in 
fig. 1. 

A face is a fragment of a surface bounded by loop. A loop in turn is a set of curves. 
There are inner loops i.e. those which are excluding a certain area within a wall and 
outer loops which are limiting the face from the outside. Each loop consists of curves, 
which in the SolidWorks system can be segments, arcs or Bezier curves. Curves are 
parameterised by means of determining their type and set of vertices defining them. 
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Fig. 1. 3D model elements in boundary representation: model overview (a), model faces (b), 
faces’ edges and vertices (c) [4] 

 

Fig. 2. Hierarchical structure of a knowledge base representing a CAD 3D model’s 
parameters[5] 
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4   The Knowledge Base Structure 

A knowledge base of a rule-based expert systems consists of facts and rules. Facts 
consist of trios <O, A, V> - object attribute and values or duos <A, V> - attribute and 
value only. In such representation an object denotes usually actual subject of analysis 
or diagnosis, an attribute is its feature, and a value is the measure of that feature 
expressed as a number or symbolically depending on the attribute’s type. That 
representation is sufficient for typical diagnostic cases or for solving easy due to 
dependencies between parameters decisional problems. Unfortunately in case of 
processes planning such knowledge representation is insufficient. It is necessary to 
process many data of the same kind, e.g. hundreds of a model’s faces described by 
means of many parameters, moreover holding geometrical objects of another type. 
Part’s model and the structure of technological process characterise by hierarchical 
dependencies. Therefore the knowledge base of the developed expert system allows 
building dependencies of such type. An exemplary structure representing a part’s 
model has been presented in fig. 2. 

Hierarchical structure of facts allows for representation, complex in their 
description CAD models. It allows also for compliant with reality description of 
dependencies of the parent-child type. 

5   Rule-Based Machining Features Recognition 

Under the term of feature is understood the general shape of characteristics of a 
product, with which certain traits and knowledge can be linked [4]. In the set of 
features we can distinguish, most frequently used in CAD systems, machining 
features, defined as a shape traced by the cutting tool’s edge in the machining process. 
Hence machining objects are always subtracted (they mean removal of a part’s 
fragment), in contrast to e.g. design objects, which can be both subtracted and added. 
Obtainment of machining features from CAD models is the fundamental task 
regarding integration of CAD and CAPP systems. Those objects can be obtained by 
recognition  in existent CAD models [6], [7], [8], [9], [10] or by designing a CAD 
model using machining features. The  second technique did not catch on in practice 
due to restrictions it imposes upon model designer, thus recognition is currently the 
most commonly used technique of obtaining machining features. This technique can 
be further split into automatic and interactive. Automatic recognition assumes lack of 
user input into the process, contrary to interactive recognition, where the user 
indicates appropriate elements of a part’s model and creates a feature out of them, and 
the system verifies the correctness of the user’s choice. In practice though, only the 
automatic recognition complies with assumptions of generative CAPP systems and 
only that technique is currently developed. In the developed system a rule-based 
approach to features recognition has been implemented. However the structure of 
rules and supporting them inference engine are significantly different from typical 
decision rules and forward/ backward chaining. The conditional part of the rule of 
such type includes a list of faces’ parameters and their mutual relations which ought 
to be satisfied, to identify the machining feature of a predetermined type on their 
basis. 
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6   Assigning Variants of Machining Process into Machining 
Features 

Under similar rule to the features’ recognition mechanism works the mechanism of 
assigning variants of machining process to previously recognised machining features. 
Usually a single machining feature can have assigned to it several possible variant of 
a technological process. The identification of machining operations is a process of 
adding fragments of a hierarchical structure with a single root object to an appropriate 
location of the knowledge base’s structure. Machining operations and their parameters 
are added as child objects to objects representing machining features. The input data 
to the machining operations determination process, are parameters of a machining 
feature. The pseudocode of an exemplary rule of that type is presented in listing 1. 

 
Listing 1. A rule identifying machining operation of through holes 

If there is 
object through hole* being descendent of the MF 
(machining feature) object 
of attributes satisfying the following dependencies: 
diameter ≥ 1.5 
depth / length ≤ 10 
accuracy class == 11 
then 
add to the through hole*object 
the process variant object, including: 
the Operation 1 object with attribute of Type == 
drilling and Diameter == 1.4 

7   Sequencing of Machining Features 

It had been adopted in assumptions of the developed system, that the order of 
machining features in the knowledge base is reflecting the machining. Originally 
machining features are arranged in the way that the earliest added objects are 
occupying the very beginning of the list, while at the end are objects added last. Such 
order normally does not correspond to order of machining. At this point the 
distinction between critical sequence and optimum sequence needs to be made. The 
first of those means the machining features’ sequence, which enables realisation of a 
technological process ensuring obtainment of assumed dimension and shape 
precision. In turn the optimum sequence takes into account previous constraints and 
additionally allows for process realisation in accordance with assumed optimisation 
criteria, e.g. minimisation of production cost and time. Determination of critical 
machining sequence only, can be achieved by use of rules. The optimum sequence 
requires application of different techniques such as e.g. genetic algorithms and is 
going to be the subject matter of further research. 
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Current authors’ research interests concentrate on the development of a machining 
operations sequence optimisation module. 
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Abstract. The simulative agent system is going to be capable of independent 
collection of information required for construction of a simulation model, 
monitoring and constant data updating, deciding on the necessity of building 
new updated simulation models, applying changes to data (based on results of a 
conducted simulation) into class ERP and PDM systems. In this way will be 
achieved – apart from faster model construction – an increase in reality 
reproduction precision, in comparison to simulation models built with 
traditional methods. 

Keywords: agent system, manufacturing system model, data exchange. 

1   Introduction 

The premise prompting to take on the subject of ways of building simulation models 
is the fact, that the majority of time and effort is consumed by data gathering, their 
analysis and by model constructing – Fig. 1. In case when insufficient time is being 
devoted to adequate model planning, a simulation project becomes difficult and 
complicated.  
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Fig. 1. Percentage distribution of time intended for individual phases of a simulation project 
[8], updated in 2009 
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The success of a simulation project is dependent on simulation and project 
management tools, but also on acquisition of appropriate information, scattered 
usually across different enterprise departments. Construction of a model – given 
pertinent tools are used – takes up only approx. 35 percent of the time allocated to an 
optimisation project of a manufacturing system.  

1.1   Ways of Obtaining Data for Building Simulation Models 

Remedy for this situation is application in data gathering and analysing data exchange 
agents, which by means of appropriate interfaces would explore databases in ERP, 
SFC, PDM systems, operating within an enterprise, in order to discover and garner a 
diverse range of data requisite for building a simulation model of a manufacturing 
system. In that manner the phase of data gathering and analysis is omitted – approx. 
40% saving of time devoted currently to project realisation.   

The next crucial step would be to create a possibility of automating construction of 
a simulation model and subjecting it to simulation. Model building phase would have 
been also substantially shortened – it would be limited only to end user accepting 
gathered data and the obtained model. 

The user would obtain a simulation model of a manufacturing system for further 
analyses and optimisation activities, as well as a possibility of implementing gained 
results back to an ERP system – in that manner functioning of the CRP module would 
have been improved – which so far boils down to manual estimation of planned 
orders’ influence on available production capacities in a middle-tem planning horizon. 
Hence it is possible to exceed workcells’ performance on a daily basis. This module 
uses for its analyses data from a MRP report. Analysis of routings and current 
situation in production departments allows for calculating production capacities to 
end work of each particular work centre. 

Possible improvements in ERP systems’ functioning in the area of production are 
essential – seeing how little implementations of ERP systems are successful, by which 
is understood activation of the MRP loop and modules aiding strictly production 
activities.  

In case of simulation models being built for further analyses and optimisation, 
amongst user tasks are enumerated only determination of time and scope of its 
construction, whereas data exchange agent will provide a set of representative data for 
a model of a department, workshop or enterprises’ holding connected with a common 
ERP system. In that way, an increase in reproduction’s accuracy can be achieved, in 
comparison with simulation models built in traditional manners. 

1.2   Main Tasks of a Software Agent 

Main tasks of a software agent will include: 

• gathering information on components of a production system, 
• presentation of acquired data in a form possible to import into a simulation 

system, featuring various accuracy levels of the proposed model, 
• independent monitoring of occurring changes in gathered information, making 

decisions on updating a simulation model of production processes in an 
manufacturing company. 
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The simulative agent system is going to be capable of: 

• independent collection of information required for construction of a simulation 
model, 

• monitoring and constant data updating, deciding on the necessity of building 
new updated simulation models, 

• applying changes to data (based on results of a conducted simulation) into class 
ERP and PDM systems. 

• influencing functioning of chosen ERP system modules e.g. the CRP module. 

The next premise in favour of project realisation is growing degree of complexity of 
today’s manufacturing systems. It confirms the necessity of building interfaces 
between ERP systems and simulation tools. 

A system designed for simulation of manufacturing systems will support a 
production engineer in terms of simulative analysis in the following areas: 

• product development and project management – currently simulative analyses 
and tools are the most important methodology in implementation of a new 
product into production, 

• simulation and visualisation of the course of a production order, 
• material flows, transport routing planning, 
• plans of arranging work stations (Layout), 
• estimation of a manufacturing process’s cost-intensiveness. 

Proposed diagram of simulation engine communication with environment in a system 
intended for simulation of discrete processes is depicted in Fig. 2 
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Fig. 2. Diagram of Communication in a system with agents 

In the field of developing agent programming theory answers are sought to 
fundamental questions: 
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• How to build agents capable of independent, autonomous functioning, so that 
they would auspiciously execute delegated to them tasks? 

• How to build agents capable of interaction (cooperation, rule, negotiating) with 
other agents in order to auspiciously execute delegated to them tasks? 

2   Agent Programming Theory Development 

The subject of software agents turns out to be a young field of knowledge, indicative 
of which is at least the fact, that thus far there has been no approved definition of 
software agent elaborated, hence further scientific research into the notions’ 
unification should be expected, as well as determination of features characterising an 
agent. There is no commonly accepted agent typology either. 

There are various definitions of a software agent, however so far no uniform and 
coherent its concept has been developed. Presented below are several approaches: 

• An agent is anything, what can be acknowledged as observing surrounding by 
sensors and functioning within that surrounding via effectors [11], 

• Closed computer system located within a certain surrounding, having an ability 
of flexible functioning in that surrounding, consisting of fulfilling objectives 
intended for its creation [13]. 

An agent is perceived then, as a computer system capable of making self-reliant, 
independent actions in order to achieve a predetermined aim. By multi-agent system 
we understand a system composed of many mutually cooperating agents. 
Fundamental features of every agent should be: 

• autonomy of decisions made and actions taken, 
• ability of cooperating with other agents or coordination of their tasks, capability 

of negotiating with other agents, 
• capability of observing changes taking place in agent’s environment and 

responding to them, 
• activity in achieving goals, exploiting favourable conditions and initiative 

taking, 
• capability of learning, adopting to new situations based on hitherto inferences 

[5], [13]. 

Software agent as a method of creating software has been evolving from 
programming in machine code to object-oriented programming - the set of features 
characterising software agents has not been fully established. 

By analysing authoritative materials of the annual WSC conference (Winter 
Simulation Conference, USA), the general interest increases in utilisation of software 
agents and multi-agent systems (MAS) in the field of computer simulation. Year on 
year the number of publications increases, what is especially visible in fields related 
to the theory of agent simulation models’ functioning and military themes: 

• software development – next generation simulation: [4], [9], [10], 
• subjects related to simulation utilisation in the area of military: [7], [3], [2],   
• agent modelling: [6], [12], [7]. 
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Advantages of software agents and multi-agent systems: 

• agents constitute the best answer to rapid growth of available information, also 
one scattered across internet, 

• agent systems constitute the best platform possible for building intelligent 
adaptive systems, 

• mobile agent systems are the pre-eminent platform supporting mobile users – 
mobile agents can move between computers what facilitates much better 
utilisation of available resources, 

• agent systems have got the potential to become the new methodology of creating 
software, 

• possibility of creating copies of agents, what facilitates introduction of 
redundancy into the system, and thus limitation of its failure rate. 

As with every other new approach, the theory of agent systems has got its 
drawbacks: 

• whatever can be developed and implemented in form of an agent system, can be 
programmed in another way either, 

• thus far there are no prominent implementations of agent systems, 
• the theory of agent systems has been dysfunctional hitherto in developing a 

precise definition of a software agent and agent systems, 
• agent is a potential mobile Trojan horse able to visit many computers. 

For a project realisation, available systems for creating agent software can be used. 
There is a vast choice amongst that type of software, unfortunately though, only a part 
of them is continued to be developed – Table 1, at [1]. 

Table 1. Overview of chosen systems for creating agent software 

1. Agentbuilder 11. Gossip 1.01 21. Kaariboga 
2. Aglets 12. Grasshopper 22. MadKit 
3. Ajanta 13. Gypsy 23. Mast 
4. Bee-gent 14. Hive 24. Mole 
5. Bond 15. IBM-Able 25. OAA 2.0.9 
6. Concordia 4) 16. JACK 26. Pathwalker 1.0 
7. Cougaar 17. Jade 27. Ronin 1.1 
8. D'Agents 2.0 18. Jafmas 28. Soma 2.0/3.0 Beta 
9. FarGo 19. Jess 29. Voyager 3.3 
10. FIPA-OS 20. Jumping Beans 30. Zeus 1.02 

 
Creation of agent systems is connected with creating software for highly 

convoluted systems and requires provision of cooperation between technologies, 
which were being created independently of each other, hence at the moment are 
unprepared for cooperation. It is indeed the level of complexity of the task facing 
creators of software based on agent systems, which is one of major causes for low 
number of implemented test systems up to this point. 
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From the point of view of enterprise management needs, the greatest usefulness is 
characterising currently simulation systems, based on the concept of modular 
graphical implementations. One should assume, that construction of a simulation 
model will not demand from the end user knowledge of a programming language, 
what should increase the number of interested enterprises. 

3   Classification and Description of Objects in a Simulation Model 
of Manufacturing Processes 

The proposed simulation system will include the following classes of objects, 
corresponding to structural elements of a manufacturing system model (Fig. 3): MP 
items – objects manufactured products are composed of in manufacturing processes. 
The most common use of MP is expected to represent in a group’s model elements 
being in a container during transportation activities. 

• MT machines and devices – stations where objects are processed, assembled and 
stored etc. Depending on the level of detail of model, MT can present a 
production line, assembly cell, machining centre, single workstation or 
assembly table. 

• MZP resources – personnel, means of transport used in the manufacturing 
process. To MZP can be assigned resource transportation time and by its means 
presented consumed resources, e.g. material (welding wire) and immaterial 
(compressed air). 

• MS paths – objects’ or resources’ transportation routes within a system. Thanks 
to differentiation of MS various kinds of transport routes can be taken into 
account, depending on resources moving along them. 

Main tasks requisite for realisation of a proposed agent system include: 
• comparative analysis (benchmarking) of usefulness for application of different 

algorithms and discrete simulation functioning methods, 
• development of parameterised, graphical object libraries of technical 

infrastructure objects, 
• development of algorithms of data exchange agents’ operating, describing rules 

of cooperation and possibility of building simulation model’s objects of 
different detail levels,  

• development of database of manufacturing system model’s constituents, 
including processed items, workstations, production resources, paths, 

• development of data exchange agents enabling data import, 
• development of procedures and algorithms for construction rules of simulation 

models, 
• development of algorithms and procedures for discrete simulation engine, 
• development of algorithms and modules of a system enabling animation of a 

manufacturing system’s simulation model, 
• development of a module for analysis of results obtained from a conducted 

simulation of a manufacturing system model, 
• integration of developed modules of a system and their testing, 
• elaboration of obtained results of project’s final report. 
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Fig. 3. Overview of data about structural and operational elements constituting a simulation 
model for mass production 

4   Summary 

In order to remove diagnosed in this article drawbacks of using simulation tools, data 
exchange agent implementation is suggested, which would provide collection of data 
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representative of a model of department, facility or holding of enterprises connected 
with a joint ERP system. In this way will be achieved – apart from faster model 
construction – an increase in reality reproduction precision, in comparison to 
simulation models built with traditional methods. 

The main tasks of a software agent will include: gathering information on 
production system components, presentation of collected information in from possible 
to be imported into a simulation system, taking into account different levels of detail 
of proposed model, self-reliant monitoring of changes taking place in the accumulated 
information, decision making about updating a simulation model of production 
processes in a manufacturing company. 
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Abstract. Proposed in literature quantitative methods of risk analysis and 
evaluation treat single issues, assuming certain factors and conditions as well as 
impose constraints. Hence in order to asses risk of production process in its real 
environment, the problem should be simplified and adjust to a certain method. 
Taking into consideration the complexity of modern production systems as well 
as a number of influencing them external, random factors, this kind of approach 
seems to be unsuitable. This paper presents a method of determining the risk for 
a production system and a coefficient of changes’ risk. 

Keywords: Risk, production system, reliability, reliability structure. 

 1   Introduction 

The questions of reliability traditionally concern problems connected with functioning 
of technical objects, and this term is very rarely used in relation to economic systems. 
In the economics literature, there is a considerable interest in the subject of risk. 
Since, according to the systems theory, the term “system” can refer both to technical 
and economic objects, it seems to be justified to transpose the general reliability 
theory to the sphere of economics and its use in risk planning and evaluation.  

The general reliability theory defines reliability of an object differently from the 
classical theory. “A reliable object is an object, which functions in accordance with 
user’s intentions, while an unreliable object is each object, which functions 
inconsistently with user’s intentions” [1]. Specificity of production systems and, in 
particular, their complexity, allows treating them as operation systems, and then the 
reliability is one of their features measured by the extent of realization of determined 
indicators, parameters and characteristics. The most frequently analysed indicators of 
a production process include [2]: duration (t), efficiency (W) and productivity (P).  

Transposition of the general reliability theory to the sphere of production systems 
can take place by treating unreliability (Z) – the opposite of reliability – as a synonym 
of risk (R) [1]: 

ZR = . (1)
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For this interpretation, the following equation should be true: 

1=+ ZN . (2)

This equation means that the probability that the system is in the state of reliability or 
unreliability is 1. In the face of the above, the following equations are also true: 

1=+ RN , and hence NR −= 1 . (3)

Analysis and evaluation of risk will allow determining reliability of system 
functioning and vice versa. Despite the fact that the reliability approach in risk 
planning and evaluation offers more possibilities, it does not locate the risk factors in 
the system. Analysing the structure of a production system in the context of its 
reliability structure may provide a solution to this problem. 

2   Reliability Structure of Systems  

The structure of the system, which determines the relation between the state of 
reliability of the system and the state of reliability of its objects [1]. The analysis of 
the reliability structure of a system should be preceded by dividing the system into 
individual components – the system decomposition, which should reflect the logical 
connections in the system. In this paper will be presented only a parallel structure of 
production . Serial structures have been described, inter alia, in [3], [4]. 

According to the definition of the reliability of a system with a parallel structure 
says that the system is fit for operation, if at least one of its objects is fit for operation 
[1]. In the production practice, there occur parallel structures, however the nature of a 
production process does not allow for such interpretation of the reliable structure. The 
classical theory of reliability considers 0/1 states of technical equipment. This means 
that a production system would be recognized as reliable, if at least one element 
functioned correctly. In production systems, such a situation occurs only in so-called 
redundant systems, i.e. with a surplus of elements functioning in the system. In 
reality, redundant systems occur very rarely, because surplus of elements  
(e.g. machines, workers) means unused resources, which increased costs. Because 
production systems with redundancy occur in the production practice very rarely, a 
different way of interpreting and determining the risk for so-called parallel structures 
of production was proposed in this study. An example of the parallel structure of 
production can be the structure of the production system presented in Fig. 1. 
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Fig. 1. An example of the parallel structure of production 
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For the n-element structure of the production system shown in Fig. 1, the risk of 

unreliability of one element Ri should increase the total risk PSR
CR  of the system by 

the value Ri. So, the total risk should be the sum of risks of individual system 
elements. 

∑
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i
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C RRRRR
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21 ... . (4)

where R1, R2, Rn - the risk occurring in individual objects/subsystems of the system. If 
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Individual risks Ri for n areas, depending on the amount of losses Si incurred in 
these areas, will be as follows: 
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where Si – means a loss at the area i caused by occurrence of the risk factor ri. 
Wteoret – maximum value a selected indicator, which can be attained in theory (for 

example, theoretical capacity of a machine). 
If the areas differ from each other, it is necessary, in case of such a type of 

structure, to determine the maximum value of the indicator attainable in the analysed 
technical system - Wteoret for each area. When determining the values of Wteoret for each 
of the n examined areas, individual losses Si in these areas, depending on the time 
losses caused by occurrence of risk factors in individual areas, will be as follows: 
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where: i
teoretW  - means theoretical value of an indicator in individual areas of the 

decomposed system. 

So, the total risk PSR
CR  for a system with n areas and parallel structure of 

production will be as follows: 
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If examined areas of the system are identical and are characterized by the same value 

of i
teoretW , that is: 
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then the formula for the total risk of such a system will take the following form: 
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In accordance with the formula (4), the formula for the risk of the system from Fig. 1, 
will be as follows: 

∑=++=
3

1
lpwilpwClpwBlpwA

PSR
C RRRRR . (10)

where lpwA, lpwB. lpwC – individual production lines of a product. 

3    Risk Acceptance Coefficient 

At given organisational, technical and technological conditions the amount of risk of a 
given production system is constant. In case, when in one of areas/subsystems of a 
system the risk level is too high (unacceptable), one can try to lower the level of risk 
in that area, being denoted by i. Then however, risk levels in other areas/subsystems 
might alter, what is followed by necessary technological changes in other areas. 

Change in level of risk - in individual areas/subsystems of a production system – 
down to a acceptable level can take place in a proportional or weight way. 

3.1   Proportional Coefficient of Risk Changes 

When using the proportional coefficient of risk changes, first and foremost one has to 
determine the level of risk, which is going to be acceptable in a given area/subsystem 
and where Ri > Ri_akcept. 

Proportional coefficient of risk changes WP will be determined as follows: 
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1
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−
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n
zmRWP . (11)

where R_zm –  value of risk change within an entire system, n – number of 
areas/subsystems in a production system. 

After taking into account the proportional coefficient of WP changes, risks in 
individual areas/subsystems will present as follows: 
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3.2   Weight Coefficient of Risk Changes 

When using the weight coefficient of risk changes one can assume various alterations 
in risk levels in particular k areas, where ik ≠ . The value of coefficients of changes in 
individual areas needs to satisfy the expression: 

nnn WPWPWPWPzmR ++= +− 111 ,...,_ . (13)
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After taking into account the weight coefficient for every area, risks in individual 
areas/subsystems will present as follows: 

)1( 1
1

1 += WP
W

S
R

teoret

, )1( 1
2

1 += −− n
teoret

n WP
W

S
R ,…, 

),1( 1
2

1 += ++ n
teoret

n WP
W

S
R )1( += n

teoret

n
n WP

W

S
WPR . 

(14)

4   Example of Determining the Value of Risk for a Production 
System with a Parallel Structure of Production 

The project was carried out in the Wrocław division of an international corporation. 
This Division is the third largest division within the corporation and it deals with 
production of electric locomotives, freight cars and subway cars.  

The necessity of analysing production processes of 11 different products was a 
considerable difficulty. However, as both the production technology and organization 
of all production processes in the plant are similar, it was decided to perform the 
analysis for a representative product and to apply so called conversion factors in 
relation to other products. These factors determine the constructional and 
technological similarity in relation to the design, which is known and is deemed to be 
representative. As all production processes in the company are similar to the process 
of the representative product, it has been assumed that the same risk factors occur also 
in other processes.  

4.1   A Method of Determining the Value of Risk for a Production System with a 
Parallel Structure of Production 

For functioning of the production system in the whole plant, functioning of all its 
areas is not a necessary condition. However, correct functioning of one area cannot be 
regarded as correct functioning of the whole system. The risk of unreliability of one 
area should translate into an increase in the risk of unreliability of the whole system, 
exactly by the value of the risk in this area. Therefore, it has been established that the 
reliability structure of the whole plant will be a parallel structure of production 
(presented in Fig. 2b). 

So, when setting a goal for a production system, there should be considered the 
theoretically attainable production capacity, and not the quantities resulting from the 
sales plan. For production systems, the theoretical value is limited only by 
technological capabilities [5].  

Therefore, taking into account only the times of production and transport, under the 
assumption that the system is fully reliable, resources are fully available, and the load 
of production lines is 100%, the theoretically attainable production capacity (Wteoret) 
for individual lines was set as the goal and was presented in table 1. 

Since risk factors are of random nature and the period of observations provided a 
representative set of data, this period was accepted as representative for determining  
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characteristics of risk factors [6]. The annual pool of working time for the plant is 46 
weeks, for T=3 months= 12 weeks. Table 3 presents the data needed for determining 

the total risk PSR
CR  of the whole plant. 
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Fig. 2a). Designations accepted for areas of the production system of the whole plant, b) 
parallel structure of production assumed for the analysed plant 

Table 1. Data required in the method 

Project name Conversion 
factor 

Wteoret / 
T Ri 

it taking into account 
the conversion factor 

and the quantity 
planned for production 

BR 185 1.7 35 R4 5.17 
Blue Tiger 1.9 17 R5 2.81 
ICE 1.6 52 R6 7.23 
MD 523 1 138 R1 12 
Goerlitz VIII 1.4 104 R3 12.66 
BR 481 1.2 69 R2 7.20 
Cityrunner, Tram 1, Tram 2  1,1 35 R7, R8, R9 3,35 
Planned 1, Planned 2 0.4 35 R10, R11 1.22  

Using the formula (7) values of losses in individual areas, which are equivalent to 
products, were determined. Knowing the value of losses from the formula (6) the risks 
for the examined areas can be determined.  

It was assumed that the level of risk acceptance for the MD 523 product equals 0.1. 
By means of proportional coefficient of risk changes based on the formula (11), levels 
of risks were found in individual areas of the analysed system. Additionally for 
individual are of the production system weight coefficients were assumed and based 
on the formula (12) for weight coefficient of risk changes, levels of risk were 
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determined for individual areas of the analysed production system. Obtained in that 
manner values are presented collectively in the table 2. 

Table 2. Values of losses and risks for individual products 

Project 
name 

Area 
design
ation 

Losses 
[pcs/12 
weeks] 

Risks 
Level of risks 
after applying 

WP 

Values of 
assumed 
weight 

coefficients 

Levels of 
risks after 
applying 

R_zm 
BR 185 O4 10.61 0.018 0,020 0 0,018 

Blue Tiger O5 2.92 0.005 0,006 0,1 0,006 
ICE O6 22.35 0.038 0,041 0,1 0,041 

MD 523 O1 99.1 0.168 0,100  - 0,100 
Goerlitz  O3 78.23 0.133 0,138 0 0,133 
BR 481 O2 29.73 0.051 0,054 0,1 0,054 

Cityrunner O7 6.86 0.012 0,013 0,1 0,013 
Tram 1 O8 6.86 0.012 0,013 0,1 0,013 
Tram 2 O9 6.86 0.012 0,013 0,2 0,015 

Planned 1 O10 2.5 0.004 0,006 0,1 0,006 
Planned 2 O11 2.5 0.004 0,006 0,2 0,008 

 

Obtained levels of risk before and after application of coefficients of risk acceptance 
are combined together in Fig.3. 
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Fig. 3. Value of risk for individual products 

When calculating the total risk for the whole plant PSR
CR , the formula (4) should be 

used. Then the total risk will be: 

46,0...
1

1121 ==+++= ∑
=

n

i
i

PSR
C RRRRR . 

The level of the risk of the entire plant in relation to the risk of the representative 
product decreased.  
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5   Conclusion  

The production system was defined in accordance with systems theory, while the risk 
was treated as a synonym of unreliability. This approach allowed decomposing the 
production system into several areas and determining the reliability structure of the 
production system. This paper presents a method of determining the risk for a 
production system with a parallel structure. Additionally weight and proportional 
coefficient of changes’ risk was introduced. The method of determining the risk for a 
parallel structure of production was verified in a production company, which 
manufactures bogie frames for railway cars, trams and railway engines. 
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Abstract. Fast growth of the SME sector, increasing demands of customers and 
dynamic market force the producers to lower production costs and to use new 
IT tools in production. The paper presents method of integration of preparation 
of production and production planning systems, such as SWZ and PROEDIMS. 
The system constituted in this process will enable SME entrepreneurs to take 
correct decisions connected with planning and controlling production. The 
integration will be achieved by methods of data transformation and data 
mapping using XML language. Due to this integration PROEDIMS system will 
be enriched with the module supporting verification of production orders, using 
constraints satisfaction and depth-first search (DFS) algorithm with 
backtracking. 

Keywords: production planning, integration, xml, constraint satisfaction, 
organisation variants. 

1   Introduction 

Nowadays, production enterprises operate in a very dynamic environment. Global 
market, fierce competition and constantly changing customers’ demand lead to 
shortening product life cycles, together with increasing the complexity of products. 
These factors are forcing manufacturers to adapt to new circumstances and to invest 
in increasingly sophisticated and innovative technologies. Along with these changes 
there is a need to develop and implement new production systems planning methods 
[1, 2]. These demands concern mainly small and medium-sized enterprises (SME), 
which in the EU constitute 99.8% of all non-financial business economy enterprises, 
which represents almost 70% of total employment in the private sector. SME 
companies are divided into medium-size (fewer than 250 employees), small (fewer 
than 50 employees) and micro-enterprises (employing fewer than 10 people). In the 
manufacturing sector, SMEs constitute 99.2% of enterprises. Micro-enterprises, 
which currently account for 92% in the SME are undergoing especially high growth 
in recent times [3]. 
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For SMEs segment companies, it becomes an imperative to use of computer aided 
decision support systems in production planning process, in particular with regard to 
decisions on the possibility of production order implementation which guarantees 
realization of the production job according to the production order, with the lowest 
level of capital invested. Support systems in SME sector functioning in various areas 
related to the preparation and production planning are usually not integrated. Lack of 
integration between these systems affects the efficiency in their use and is a potential 
area where it is possible to increase efficiency, which is associated with reduction of 
costs for SMEs. 

2   Problem Formulation 

Because of the wide range of activities, high cost of implementation and a need to 
apply changes within a company's structure, production management systems 
available on the market are implemented mainly in big enterprises. For SMEs (and 
particularly for micro companies) the cost and time of implementation of MRPII / 
ERP class systems are main reasons due to which they are not implemented. The 
situation of SME presented in the introduction, connected with rapid development, 
execution of multi-assortment production realized in small batches which is often a 
reaction to the sudden demand (MTO), force companies to look for tools to support 
decision making at the operational level and orders management. 

The necessity to build IT tools involves a need to develop new decision-making 
support methods, in particular with regard to decisions on the possibility of the new 
production order acceptance, realization of the production job according to the 
production order, with the least cost of production. In the paper results of the 
implementation phase of the exchanges data module are presented. The exchanges 
data module is necessary in the process of integration of production preparation 
module of PROEDIMS system with production orders verification SWZ system for 
multi-assortment, concurrent production. The constraint satisfaction techniques are 
used in SWZ system. Sufficient conditions for all possible solutions of production 
flow filtering are defined using this approach and it gives a set of admissible solutions 
for both the customer and the producer demands.  

Meeting this goal will require modifications to independent systems operated in 
areas related to the preparation and production planning. PROEDIMS system is being 
developed at the Institute of Machine Technology and Automation at the University 
of Technology in Wroclaw. SWZ system is being developed at the Technical 
University of Silesia. Integration of these systems will be implemented through the 
development and implementation of a dedicated interface for data exchange. In the 
paper the method of formal description of production processes data structures taking 
into account available resources of production system using Extensible Markup 
Language (XML) is presented. The exchanging data interface module based on 
techniques of data transformation and data mapping supporting the integration of 
computer applications is also presented. 
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3   SWZ and PROEDIMS Production Planning and Preparation 
Systems 

3.1   PROEDIMS System 

PROEDIMS system belongs to a family of products which manage product data and 
processes in the enterprise. PROEDIMS enables creation, collection, management and 
propagation of all data related to the product throughout the product life cycle and all 
information and data necessary for the proper functioning of the company. 

This system supports various areas and activities related to the product and 
company activities, starting from the conceptual phase, throughout design, process 
management, logistics, customer and suppliers relationships management, to the 
maintenance and servicing of products [4]. Phase of the project discussed in this 
paper, is related to the integration of the SWZ system with PROEDIMS, and intends 
to complement the PROEDIMS with the module associated with the jobs scheduling 
on system resources. Input data of SWZ system transferred from PROEDIMS system 
allows determination of the sequence of operations on the resources of the production 
system. After transferring it back into PROEDIMS, the data will become the basis to 
generate production system work schedule. 

3.2   SWZ System 

Production Orders Verification System – SWZ is a computer implementation of 
methods supporting rapid decision taking on the acceptability of a production order 
for multi-assortment repetitive production systems. The current state of knowledge 
and achievements in the area of scheduling significantly limit their practical 
application. Determination of the optimal schedule, in most cases is a NP-hard 
problem (NP-complete). Algorithms with polynomial computational complexity for 
NP-hard problems probably do not exist, which practically means that for most 
manufacturing systems it is not possible to achieve the optimal solution in reasonable 
time, due to the number of resources and jobs. This necessitates the abandonment of 
determining the set of all possible solutions for the determination of a subset of 
feasible solutions. In real production systems it is required not only to find the best 
possible solution, but to find a solution possible to reach in a reasonable time (a 
solution acceptable) and the one that can be accepted given the existing constraints. 
The group of methods that guarantees obtaining an acceptable solution includes the 
artificial intelligence methods, heuristics and meta heuristics, random search methods, 
simulation methods or constraints satisfaction [5]. 

The support rapid decision-making methodology on the acceptability of a 
production order using constraints satisfaction techniques and is tantamount to testing 
a sequence of arbitrarily selected conditions. The fulfilment of all conditions (their 
conjunction) guarantees the possibility of order execution (Fig. 1). Lack of solution 
provides information about the necessary abandonment of specified conditions of the 
order, or having to meet the needs associated with an increase in available capacity, 
storage space, etc. 
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Fig. 1. Procedure of the acceptance of the production orders set for realisation in the system 

Sufficient conditions, which are used in described methodology, have been 
designated for the production system and production order identified constraints. The 
conditions include: [1, 6, 7]: 

− system balance condition - takes place when the number of processes introduced 
into the system is equal to the number of processes leaving that system during one 
system cycle, 

− buffer capacity condition - the capacity of the inter-resources buffer is equal or 
bigger than the realization number of the process during one system cycle. 

− due time realization possibility condition – processes included in the production 
order will be executed within the due time required by the customer. 

In previous works [1, 2, 8] it has been proved that for multi-assortment repetitive 
production (for the steady state of system) fulfilment of the system balance condition 
and the buffer capacity condition provides a qualitative functioning of the system 
(deadlock-free behaviour of a system). However, the growing market requirements 
for increasingly varied products cause that production is realized in short series, and 
thus the process flows are often changed. A significant problem is therefore a 
transition from one expected steady state of the production system to another one. 

In the considered methodology the deadlock protection method (which guarantees 
functioning of the system for transient phases) is used and it establishes the sequential 
ordering of the processes realisation in the dispatching rule (for the start-up and cease 
phase). Start-up rule realizations fill up the additional number of elements into the 
inter-resources buffers, which guarantees deadlock-free system behaviour and 
synchronises the production flow into the expected steady state. Similarly the cease 
phase applies to the single process completion or final production completion. The 
transient phase includes the starting-up phase and cease phase as well. The transient 
phase consists in the transition from one expected steady state of the system to 
another one [9]. During the starting-up/cease phase the starting-up/cease rules are 
determined.  

The determination of the starting-up/cease rules consists of the following stages: 

− the identification of close cycles in the system structure, 
− the determination of the multiplication of the process realized during the starting-

up/cease rule. 
− the determination of the processes realization sequence in the starting-up/cease 

rule. 
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The cycle of mutual expectations is one of the conditions necessary for the 
deadlock occurrence. The equivalent to ensuring deadlock-free system behaviour is 
avoiding the appearance of that cycle through the allocation of the dispatching rules at 
the resources. According to the production system topology, the cycle of mutual 
expectations can take place only at the shared resources belonging to the closed 
cycles. Thus, at first the closed cycles should be identified. For the identification of 
the close cycles occurring in the production system the contour search algorithm 
adopted from Graph Theory is used [8]. It is possible because a graph is a model that 
enables the description of a production system structure. The production resources are 
represented by the graph vertices and the parts of the production routes allocated 
between each pair of the neighbouring resources are represented by the ordered pair 
corresponding with the graph edges. The elementary contour from the terminology of 
Graph Theory is adequate to the basic cycle from the terminology describing the 
production system structure. The identification of the graph contours requires the 
application the deadlock protection method. That method requires the action 
consistent with the consecutive steps of the contour graph algorithm including the 
depth-first search (DFS) algorithm with backtracking. According to the DFS 
algorithm one starts from the start vertex and moves along the path generated by the 
successors list. The successors of checked vertex create the tree of next successors. 
The consecutive vertices are checked until it hits a vertex that has no non-checked 
successors. Then the search backtracks, returning to the most recent vertex it hasn't 
finished exploring. When all routes starting from the x vertex are verified it is 
necessary to choose another vertex and repeat all procedures. It means that the 
recurrent procedure of the graph contours search is considered. The deadlock 
protection method enables to check, whether the contours in the given graph exist and 
find the sets of the graph vertices forming the contours. The pseudocode of the 
contour search algorithm presented in Fig. 2 can be found at [10]. 

Input data:
Graph G=<N,A>;
T vertices list

are there
vertices with no
predecessor on
the list T?

Elimination of all vertices
with no predecessor from T

Is the list T
empty?

Application of the
depth-first search (DFS)

algorithm with
backtracking

List of
contours

Graph does
not include
any contours

Yes

No

No

Yes

 

Fig. 2. Contour search algorithm 

The result of that stage is the list of the resources belonging to the basic cycles. If 
the list of resources is empty, the determination of the processes realisation sequence 
in the starting-up rule is useless. The support rapid decision-making methodology on 
the acceptability of a production order which uses elements of constraints propagation 
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method and DFS algorithm has been implemented in the SWZ. For the data 
describing the system and the production order dispatching rules are determined, 
together with quantitative and qualitative indicators of the production system. It gives 
the possibility to form high-level indicators of production, such as resource utilisation 
and level of work in progress. 

4   SWZ and PROEDIMS Exchange Data Module 

The exchange of data between systems, due to the versatility and convenience in use, 
is achieved using the Extensible Markup Language XML [11]. XML is currently very 
popular and much more often used in the exchange and analysis of data collected and 
processed in IT systems, supporting enterprise management at different levels and 
functional areas. XML is designed to represent different data types in a structured 
way. The choice of XML for integration  PROEDIMS and SWZ systems, as the 
language for collecting data, was dictated by the fact that XML is currently very 
popular and used more often in areas related to the exchange and analysis of data in 
enterprise management systems [12, 13, 14]. For production system and production 
order models developed the document structure definition using XML Schema. The 
choice was dictated by the way of writing the definition, which is also implemented 
using XML, and the fact that XML Schema allows to define data type constraints. It 
also allows to create new definitions of the structure or combining information from 
several schemes, which is important in the process of acquiring data from enterprise 
resource planning systems. 

Developed for integration needs, XML schema in PROEDIMS system has been 
divided into the following modules: 

− Planning - containing data on production orders and operations for scheduling. 
− Production - containing data on orders and  related operations currently in 

progress, 
− Resources - containing a list of production resources with the calendars of 

availability. 

Developed XML schema for SWZ system defines the structure of an document 
describing the production resources consisting of manufacturing system, production 
processes data and production flow data. 

The next step in the implementation of a systems integration project was creation 
of a transformation data module between different data models. The transformation 
process was divided into two concurrent stages resulting from the functional areas of 
integrated systems: 

− The stage of calculation, associated with the change of the generated sequence of 
the tasks on the resources of the schedule used by the system PROEDIMS. This 
stage is related to the fact that the system implementation schedule PROEDIMS 
operations on resources is associated with the calendar availability of productive 
resources, which is not taken into account by the SWZ system. 

− The stage of data mapping stored in PROEDIMS data model and data set in the 
previous stage with the data which is stored in SWZ data model. 
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For the purpose of transformation process automation was used Extensible Stylesheet 
Language Transformations XSLT [15]. XSLT is used to convert an XML document 
into another document, Web page, a text document or other file type. Implementation 
of the conversion process can be performed using the processor delivered as 
standalone products, or as components of other software including web browsers, 
application servers or other open-source software. Calculations on the data are 
realized with the use of XML Path Language. 

Data module was implemented in SWZ system. Functional diagram of a 
transformation module was shown in Fig 3. Implementation of the transformation 
data module in SWZ system consists of the following steps: 

 - loading the XML file, containing information on the planned production, from the 
PROEDIMS, 
 - validation of the loaded file based on XML Schema, 
 - transformation of the file using XSLT (mapping data and calculations using 
XPatch), 
 - generating an XML file for SWZ, 
 - validation of the loaded file based on XML Schema. 

XML File
(PROEDIMS)

XML Validator

XSLT
Processor

XML Schema
(PROEDIMS)

XML Schema
(SWZ)

XML File
(SWZ)

XSLT
Transformation

file

XML Validator

  
Fig. 3. Transformation data module 

Elements of the structure of input and output files are converted according to an 
order resulting from the requirements of an XML document formats through  properly 
addressed references to the tags (nodes) using the XPatch language. In the same way 
the next phase will be conducted involving the integration of processing and 
transmitting information containing the schedule generated from SWZ to PROEDIMS 
system. 

5   Summary 

Presented in the paper method of exchanging data between different  preparation and 
planning of production systems, based on data transformation and data mapping 
allows integration of the systems described in the paper. The proposed integration 
module will increase the efficiency of planning departments and performance of 
production systems, which is associated with reduction of costs for SME. As a result 
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of the development and implementation of the system it will be possible to increase 
the effectiveness of the integrated decision-making areas. It will also allow SME 
sector companies to create virtual organizations. The prototype of the management 
system dedicated for SMEs will be the final result of the project. 

Acknowledgments. This work was supported by The National Centre for Research 
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Abstract. In this paper some aspects of CAD/CAPP/CAP systems integration 
process are described. Moreover, the structure of an integrated environment, 
which is an answer to this kind of integration problem is shown. Main elements 
of this environment are technological knowledge base – TKB and scheduling 
knowledge base – SKB. The foundation for building these knowledge bases 
was application of object methods in processes of technological and scheduling 
knowledge representation. In the paper both models it means the object model 
of technological knowledge representation and scheduling knowledge 
representation are discussed in details.   

Keywords: CAD, CAPP, CAP, process planning, multi variant processes, 
scheduling, object methods, disturbance, knowledge representation. 

1   Introduction 

The complexity and actions specificity of the technical and organizational planning 
and production control domain motivate to the practical application of artificial 
intelligence tools in an integration process of CAD/CAPP/CAP systems. Proposed by 
the authors the integration methodology of a computer aided design, technological 
and organisational production preparation differs from the others integration methods 
because it can perform the full integration mentioned above domains of engineering 
activities. The most important reason for undertaking researches on the integration in 
these fields of engineering activities is to make a production system more efficient 
and flexible. The increasing of a production system effectiveness can be achieved by 
means of the information integration that is processed by designing, technological and 
production planning company divisions [1,2]. Apart from the methodology used in 
order to integrate processes of a product designing, process planning and production 
planning the following question appears: who should be a user of this integrated 
environment? Should it be a designer or a process engineer? These questions make us 
aware of a fact, that in former researches, which treat about integration problems, 
there is not any information about the origin of technological process plans, whilst the 
process plan is essential for integration CAPP and CAP systems. From the other hand 
ERP systems try to apply simulations techniques in order to solve decision problems 
at the shop floor level, but this solution is limited because of lack of time, usually it is 
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not possible to get satisfying solution in a reasonable period of time. Moreover in the 
ERP systems the production schedule is usually calculated once a week it means that 
in most cases it is not possible to react to some disturbances which can appear 
between successive schedule calculations so their consequences are taken into 
account in the following planning period. Taking into consideration above it seems to 
be necessary to look for an alternative solution. During the author’s researches the 
following assumptions were made: 

─ a CAD system output data have to be represented in the object manner apart 
from a CAD system internal product design representation, 

─ the technological knowledge have to be represented in object manner that is 
essential for assuring the inner coherence of the integrated environment, 

─ a CAPP system output data should be represented by set of multi variant 
processes. The multi variant process should be represented with xml file, 

─ a CAP scheduling rescheduling system should allow to calculate a production 
schedule either forward or backward direction depending on a user decision, 

─ a CAP system scheduling rescheduling knowledge base has to be organized in 
the object way, 

─ a CAP system together with the CAPP system has to be able to react to certain 
disturbances types, 

─ a CAPP and CAP systems should have an open structure, they should assure an 
interface of data exchange with commercially available ERP software. 

Based on above cited premises the structure of the integrated CAD/CAPP/CAP 
environment was established. In this structure the following base elements can be 
distinguished (see: the figure 1): DFD – a design features database, TKB a 
technological knowledge base, TDB – a technological database, SKB – a 
scheduling/rescheduling knowledge base, PMD – a product model description, SMP – 
a set of multi variant process plans, PSH – a production schedule. As one can see in 
the figure 1 there is a design–technology feedback established between a CAD and 
CAPP systems and schedule–technology feedback set up between CAPP and CAP 
systems. In the traditional approach a technological process planning begins with a 
product design analysis. As a result of this analysis sometimes it is necessary to make 
some modifications in the product design. Thanks to the design–technology feedback 
the information what should be done with the product design can be easily transferred 
into a CAD system. The schedule–technology feedback is made based on a set of 
manufacturing alternatives. Multi variant technological processes are used as follows 
[1,2,3,4]: 

─ providing there is a disturbance in a production system so schedule is out of 
date. A CAP system sends information about the problem and reports which 
manufacturing process is stopped. Moreover the CAP system passes on 
information about the state of a product being manufactured, it means which 
features of the product are already done and undone; 

─ the CAPP system first checks whether it is possible to continue the 
technological process with one of available alternative technological routes, if 
not it reports that the product is a failure. If yes, the CAPP system sends 
information about the technological route, which has to be applied in order to 
finish the product and the CAP system calculates a new production schedule. 
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Fig. 1. The structure of the integrated CAD/CAPP/CAP environment 

In order to build a knowledge base of an expert system the object-oriented 
methodology (OOT) was used. Application of the OOT methodology in a system 
building process is performed in three stages, they are as follows: object oriented 
analysis (OOA), object oriented design (OOD) and object oriented programming 
(OOP). The object-oriented analysis is applied in order to model a system problem 
domain. During this stage particular objects and classes are being searched, the initial 
hierarchical class structure is also being created. One of the most important and 
critical decision made during the object oriented design is a choice of a system 
implementation programming language. This so because the class structure achieved 
at the analysis stage in most case has to be adapted to programming language 
characteristic (inheritance mechanism). The object-oriented programming is the stage 
when the complete program is being programmed according to results of the object 
oriented analysis and design stages. Although currently the process of software 
development reached the programming stage this paper shows only results achieved 
during the object oriented analysis and design stages. This choice was made taking 
into consideration the importance of these stages for software quality and 
implementation costs.  

2   The Object Method of Technological Knowledge Representation 

As it was written in the previous paragraph, one of the main elements of the 
integrated environment is the technological knowledge base – TKB. The model of 
technological knowledge representation, based on an object paradigm, was the 
foundation for building the TKB. This model allows to represent knowledge from a 
domain of technological processes planning for axis symmetrical parts. The 
technological knowledge is represented by means of a hierarchical class structure 
because of defining in the inner structure of particular classes design rules. These 
design rules are responsible for planning of technological cuts and operations, cutting 
tools selection, inspection tools selection and additional technological instrumentation 
selection. The elaborated object model has declarative procedural character. The 
declarative character of proposed method arises from the fact of recording in 
particular methods designing rules. These rules are used for planning chosen elements 
of a technological process plan. The procedural character results from recording in a  
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content of particular methods SQL queries to suitable technological database tables. 
The base class in the object model is TProcessPlan class (Fig. 2). The main attribute 
of the TProcessPlan class is TypeObTec attribute used for distinguishing what kind of 
a structure element of a technological process plan a given instance of the 
TProcessPlan class represents. There are the two possibilities a given instance can 
represent either a technological operation or a technological cut. Taking into 
consideration fact that a given technological object, an instance of any class belonging 
to the domain of the TProcessPlan class, can be created according to the logic of a 
technological process planning for different design features introducing of the 
attribute IdObDes in the inner structure of the TProcessPlan class was necessary. This 
attribute represents an identifier of a design feature for which given instance, the 
technological object, was created. Moreover, the TProcessPlan class plays the role of 
some kind of container, which means that it collects certain set of attributes common 
for other classes belonging to its domain. These attributes represent for example 
information about manufacturing allowance values, manufacturing parameters etc. 

THobbingMi

TMillingTProfileMi

TGrindingTProfileGr TManufactRs TDrilling

TProcessPlan

TReaming

TThreading

TCounter

TCentringTTurning

TPrTurning TFaTurning

TPullBroaching

TFlBroaching

TPrBroaching

TSlotting

TBurnishing

 

Fig. 2. The object representation of technological knowledge 

The TManufactRs class is the class that directly inherits from TProcessPlan class. 
This class was introduced in the hierarchical class structure in order to collect 
common attributes that represent manufacturing resources such as: cutting tools, tool 
holders and technological instrumentation. This class is the base class for other 
classes in the hierarchical class structure. These classes represent particular 
manufacturing techniques. So, turning manufacturing technique is represented by the 
TTurning class. In the TTurning class structure the group of attributes that represent 
different manufacturing strategies for outer cylindrical surfaces machining were 
introduced. These attributes are as follows: StratRgMach, StratShMach, StratFiMach.  
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Thanks to introducing these attributes, it is possible to plan a technological process 
plan according to the following strategies: according to the longest cutting path, 
according to the shortest cutting path, according to a mixed strategy. This feature of 
the TTurning class makes a planning of multi variant processes possible. For the sake 
of the possibility of different manufacturing resources application (different insert 
shapes, different tool materials and different tool holders etc.) with regard to the kind 
of machining (straight turning, facing), considered process planning decision stage (a 
rough machining, a profiling, a finishing) in the inner structure of the TTurning class 
the attribute SeqInSh and SeqHlSh were introduced. These attributes are responsible 
for putting in order processes of insert and tool holder system choice. The TTurning 
class is the base class for the two classes called adequately the TFaTurning (facing) 
and TPrTurning (profiling). These classes contain attributes and class methods, which 
take into account the characteristic features of a turning technique with application of 
a cross-feed and a profiling machining. A centre hole machining technology is 
represented by the TCentring class. Holes machining methods in the model of 
technological knowledge representation were recorded with application of the 
following classes: TDrilling (holes drilling), TReaming (holes reaming), TCounter 
(counterboring, countersinking). The milling machining technique in the object class 
structure is represented by means of the TMilling class. The TMilling class is the base 
class for TProfileMi and THobbingMi classes. In the inner structure of the TMilling 
class only general information about milling process are kept. The TProfileMi and 
THobbingMi classes as specializations of the TMilling class take into consideration 
characteristic features of a profile and hobbing milling. The object model was 
supplemented with the TSlotting class that represents manufacturing techniques 
applying for manufacturing design features such as: slots and teeth. The TGrinding 
and TProfileGr classes represent grinding machining methods. The TGrinding class 
describes machining methods for flat surfaces whilst the TProfileGr class for profile 
shapes such as teeth, splines etc.  

3   Object-Oriented Model for Production Scheduling 

Another important part of presented integrated environment is a scheduling 
knowledge base – SKB. Its construction was based on object-oriented knowledge 
representation. Example object structures for scheduling domain were presented in 
[1,5]. The object-oriented analysis identifies subjects, classes and objects, structures, 
attributes and definition of methods and messages. In [6,7] methods of production 
scheduling and control domain was presented. The result of object-oriented analysis is 
a formal model of the proposed system (Fig. 3.).  

3.1   Subjects  

“Subject” in the object-oriented technology is a dedicated group of related objects. 
The subject may be interpreted as a model of some subsystem - the use of themes 
allows for a logical separation (clustering) of selected areas of the modelled domain. 
In the domain of production scheduling four subjects are identified:  
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─ TPP – technological processes planning – refers to the structure of technological 
processes plans of all products, including the variants of operations.  

─ PRODUCTION AND PLANNING – it covers both production orders already 
planned and implemented in the production system.  

─ PRODUCTION SYSTEM – includes the structure of the production system – 
resources and calendars of their work.  

─ SCHEDULING – saves the dates at which resources are occupied by the tasks 
and breaks.  

 

RESOURCEDEPARTMENT CALENDAR CAL_PERIOD

Production system

Production and planning

PRODUCTION

ORDER

JOB

TASK

PLANNING

TECHNOLOGY

PROCESS

OPERATION

OP_VARIANT

TPP

Scheduling

S_ORDER S_RESOURCE

S_TASK

S_JOB

SCHEDULE

S_TASK S_BREAK

 

Fig. 3. Object-oriented analysis model of production scheduling. Structural connections. 

3.2   Classes and Objects  

In the TPP subject the main class Technology includes following classes: Process, 
Operation and OP_Variant. The Process class identifies technological processes plan 
of a product, if the product is composed of other parts, then it has references to its 
sub-components (tree structure). Process consists of the list of operations – Operation 
class refers to the main part of the process performed on a single resource. In many 
cases capabilities of a manufacturing system allows realizing an operation on more  
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than one resource. Such parallel resources can be identical or can work with different 
efficiencies (e.g. different operation times, setup times). Therefore, for each possible 
resource a separate Op_Variant is assigned.  

The main classes in PRODUCTION AND PLANNING subject are Production and 
Planning. Class Production represents system occupancy – orders that are realized in 
the system and those confirmed for realization with fixed starting times of operations. 
Class Planning consist of orders for scheduling. Class Order represents production 
order and can be composed of one of more Jobs in accordance with the technological 
process. Class Task represents activities related to the implementation of the 
particular operation.  

In the PRODUCTION SYSTEM the main class is Department. It enables to model 
internal substructures in an enterprise. Instances of the Department class include all 
the Resources (machines, work places) in which tasks are performed. Each Resource 
has a fixed calendar time – established by instances of Calendar and Period classes.  

The main class in SCHEDULING subject is Schedule, which represents activities 
on resources in given period. Schedule consists of S_Order, S_Schedule, S_Job and 
S_Task classes.  

3.3   Structures 

The structure layer defines relations between classes and their instances in the object 
model. Three kinds of relations were distinguished: 

─ generalization/specialization – e.g. S_Period/S_Task (edges with semi-circles), 
─ aggregation/decomposition – e.g. Process/Operation (edges with triangles),  
─ transmitter/receiver – e.g. (directed arcs).  

3.4   Attributes  

Attributes layer includes both the attributes of objects and relations between objects 
(relations between instances). The attributes of the object are the data of various 
types. For example, object of class Order is characterized by the attributes as “name”, 
“priority”, “batch size”, “lot size”, “release date”, “due date”, “main process”, 
“scheduling strategy”, “lot flow” etc. Relations between instances show how the 
object in the class must be associated with an object(s) in another class. This 
procedures also define the size (1:1, 1: M, M: M - one to one, one to many, many to 
many) and participation (optional or required) for each relation.  

In the figure 3 the subjects, the aggregation/decomposition and the generalization/ 
specialization structures and the relations between instances of the object-oriented analysis 
model are presented.  

3.5   Methods and Messages 

Methods and messages layer, opposed to the previous layers, defines dynamic 
relations between objects. The method is a specific action of the object, which is 
required to perform by itself. Messages trigger execution of specific tasks using 
specific methods of the object. Example flow of messages is shown in Fig. 3. 
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4   Summary 

Object-oriented applications development distinguishes three phases: analysis, design 
and programming. In the paper, the analysis phase of the object-oriented models of 
the technological processes preparation and the scheduling were presented.  

Computer aided production scheduling can dramatically reduce the time-
consuming search for a solution, especially in systems with large numbers of 
resources and processes. Presented methodology is focused on supporting effective 
decision making in the verification of production orders and optimizing the 
production flow. Elaborated structures allow the development of dedicated computer 
systems with a knowledge base (expert systems). 

Acknowledgements. This work has been conducted as a part of research project  
N R03 0073 06/2009 supported by The Polish National Centre for Research and 
Development (NCBiR). 

References  

1. Grabowik, C., Kalinowski, K., Monica, Z.: Integration of the CAD/CAPP/PPC. Journal of 
Materials Processing Technology 164–165, 1358–1368 (2005) 

2. Grabowik, C., Knosala, R.: The method of knowledge representation for a CAPP system. 
Journal of Materials Processing Technology 133, 90–98 (2003) 

3. Sormaz, D., Khoshnevies, B.: Generation of alternative process plans in integrated 
manufacturing systems. Journal of Intelligent Manufacturing 14 (2003) 

4. Sormaz, D., Ganduri, J.: Integration of Rule-based Process Selection with Virtual 
Machining for Distributed Manufacturing Planning. Springer, London (2007) 

5. Błażewicz, J., Ecker, K.H., Pesch, E., Schmidt, G., Wȩglarz, J.: Handbook on Scheduling 
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Abstract. Advancements in the development of medical apparatuses and in the 
ubiquitous availability of data networks make it possible to equip more patients 
with telemonitoring devices. As a consequence, interpreting the collected data 
becomes an increasing challenge. Medical observations traditionally have been  
interpreted in two competing ways: using established theories in a rule-based 
manner, and statistically (possibly leading to new theories). In this paper, we 
study a hybrid approach that allows both evaluation of a fixed set of rules as 
well as machine learning to coexist. We reason that this hybrid approach helps 
to increase the level of trust that doctors have in our system, by reducing the 
risk of false negatives. 

1   Introduction 

With the changing demographics in Germany, the number of elderly people that the 
health care system must support increases. Furthermore, Germany faces the problem 
that specialists such as cardiologists move away from rural areas requiring patients 
from those areas to travel long distances to see them. Therefore, even a simple check 
up involves significant effort. In the context of the Fontane [1] project, we plan to use 
mobile communication technology to develop new solutions that overcome these 
limitations. The main idea is to equip patients that require regular observation of their 
vital signs, e.g. patients with heart diseases, with sensors that collect medically 
relevant information. Such sensors include scales and blood pressure monitors, a 
simple self-evaluation of a patient’s wellbeing as well as more complex sensors such 
as electrocardiogram recorders. The measurement data is collected by a special home 
broker device that transmits the data to a telemedicine center (TMC). In the 
telemedicine center the patient’s vital sign will be analyzed by medical experts. 
Furthermore, the data is available to other persons involved in the patient’s care, e.g. 
the family doctor. Thus, patients can be monitored even in rural areas without the 
need to travel long distances or even be hospitalized. This not only saves time and 
money, but also improves the health care itself and provides the patient with the 
comfort of their own home. The Fontane monitoring scenario is depicted in Figure 1. 

In the context of Fontane, we expect a ratio from 5-10 doctors for about 1000-5000 
patients to be monitored during three medical studies. In order to cope with the raising 
number of patients that require telemedical monitoring, the measurement data needs 
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Fig. 1. Fontane Architecture 

to be prioritized. We are currently developing a self-adaptive, prioritizing middleware 
(SaPiMa) that integrates hybrid artificial intelligence techniques [8] in order to 
suggest a review order of the patient data. Additionally, the middleware uses the 
decisions made by the doctors to improve its suggestions. Hence, more patients can be 
monitored while patients with critical conditions are noticed early. The main 
contribution of this paper is the introduction of an architecture of a hybrid artificial 
intelligence system for telemonitoring of heart patients.  

2   Architecture 

In the Fontane scenario described in Section I, the patient uses a number of different 
measurement devices. The types of the devices (e.g. blood pressure monitor, ECG 
recorder) vary depending on the therapy, which defines the measurement plan. After 
completion of the measurement the devices transmit the data to the home broker via 
Bluetooth. The home broker acts as the central hub in the patient’s home. Upon 
receiving the measurements from the various devices, the home broker converts the 
device specific data formats and transmits the data to the telemedicine center using 
mobile networks. On the side of the telemedicine center, the incoming data will be 
stored in an electronic health record (EHR). In order to provide interoperability with 
various EHR systems and medical data standards, the measurements are processed by 
a J2EE-based SaPiMa Endpoint (see Figure 2). The SaPiMa Endpoint uses the 
Apache Camel framework [2]. Camel allows the declarative configuration of routes 
and processors that are used to handle messages. Due to its declarative approach the 
system can be easily reconfigured and extended. The SaPiMa Endpoint converts the 
measurement according to the required record format. Additionally, the measurements 
are processed by a prioritization engine. According to the calculated priority, the 
SaPiMa system will suggest a review order for the patients. Furthermore, SaPiMa will 
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Fig. 2. SaPiMa testbed 

learn from the actions of the doctors to improve the prioritization in the future. Due to 
the prioritization, critical changes in the health status of a patient can be noticed early 
which increases the survivability of the patient. 

We have set up the system depicted in Figure 2 in a testbed for further research and 
added a neural network which, together with the rule system, builds a hybrid 
prioritizer. The following sections explain in detail the implementation of our hybrid 
artificial intelligence prioritization engine. 

3   Concept of a Hybrid Artificial Intelligence Classifier 

3.1   Challenges 

In order to provide a prioritization as described above, SaPiMa makes high demands 
on the utilized classifier. Vital parameters, such as blood pressure and body weight 
are transmitted according to a measurement schedule. In the TMC, SaPiMa calculates 
a priority based on the measurement values. Thus, a review order for the patients is 
suggested in order to assist the medical experts. To increase the prioritization 
accuracy, not only current data but also historical and master data are taken into 
account. However, the data available for the prioritization differs depending on 
patient and situation. Hence, the prioritization algorithm must be flexible enough to 
deal with variable input vectors. 

Furthermore, the prioritization mechanism must be able to interpret the different 
values correctly, e.g. distinguish a body weight from a pulse rate value. This can be 
achieved by using a classification system. In the context of the Fontane project we 
augment each measurement value with a LOINC code [3]. 

Another important aspect is the statistical distribution of the aberrant measurement 
values. According to oral reports of experienced telemedicine cardiologists, only 
about 1-5% of all patient data reviews result in an intervention. In the majority of 
cases, no further action is taken. This distribution poses a particular challenge for a 
statistical priority estimator because it obtains a >90% success ratio simply by 
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guessing the same every time. The training process of a classifier like a multilayer 
perceptron would be, without further modifications, very susceptible to terminating 
the training process at that point.  

At the same time, this 1-5% of the patients requires a reliable monitoring due to 
their state of health. The goal is to eliminate the false negative error (sick patient 
considered as healthy), at the cost of the false positive error (healthy patient 
considered as sick). While a classifier with a high false negative error rate might lead 
to worsening of healthcare provision, a high false positive error rate makes the system 
less efficient with regard to working time of the telemedicine center personnel.  

Another challenge is the explanation system. Due to legal and ethical reasons the 
ability to explain its decisions would be a great benefit for the prioritization 
mechanism. For a rule-based system, decision explanation would be very easy by just 
listing the set of matching rules, whereas statistical classifiers give results that are 
difficult to explain automatically [6]. On the other hand, rule-based systems are, as a 
general rule, not as efficient as probabilistic ones: it is tedious to construct them 
manually, and they grow significantly in size if derived automatically. 

In summary, neither a rule-base nor a static classifier satisfies the requirements for 
remote patient monitoring. For our middleware, we developed a hybrid classification 
system which combines both approaches in order to overcome their shortcomings. 

3.2   Concept of a Hybrid Classifier 

Since both approaches offer numerous advantages, we propose a classification system 
which combines both a rule-based and a statistical classifier thus stacking some 
benefits and eliminating some shortcomings. The goal is to achive the precision and 
flexibility of a statistical classifier as well as the controllability of a rule-based one. 
 

 

Fig. 3. Hybrid Classifier 

Figure 3 shows the conceptual design of the system. The incoming data consists of 
current and historical measurements sorted by LOINC-Codes. The data is passed to 
both the rule-based and the statistical classifier. Both then determine a prioritization 
value. The output of the statistical classifier is a very exact estimation of the 
abnormality of the given measurement data. It is a real number in the range between 
zero (= absolutely normal) and 1 (= totally abnormal). The statistical classifier uses 
machine learning techniques to learn from former classification decisions met by the 
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doctor to learn to fully imitate his decision behavior. There is also a strong focus on 
avoiding false negative errors. Currently, an artificial neural network (feed-forward 
MLP with backpropagation) with loss matrix is used. 

The output of the rule-based classifier is a Boolean value which is zero (normal) or 
1 (abnormal). The rule-based classifier relies on a set of rules created and maintained 
by the doctors. This allows to influence the classification process and adapt the 
prioritization to patient-specific cases that the statistical classifier does not recognize 
for some reason.  

The overall output of the system is computed as follows: 
 
output = maximum(output_statistical, output_rule_based) 
 

We hope that the statistical classifier produces reliable results in the majority of the 
cases, where the rule-based one deals with outliers.  

4   Rule-Based Classifier 

The core of a rule-based or manual classifier is a set of rules. These rules must be 
created and managed by domain experts (physicians or study nurses). Therefore, we 
developed a domain-specific language (DSL) that empowers the medical experts to 
specify the rule set using a familiar terminology. The language is based on predicate 
logic [4] and allows the specification of generic as well as patient-specific thresholds.  

Additionally, we developed an editor to edit the rule set easily as possible. The 
process of classification starts with creating or editing the rule set with the aid of the 
described editor. After that, the rule set is exported into a rule interpreter. This 
interpreter classifies the measured values on the basis of the rule set. The language 
and its automatic generated editor are implemented using Xtext [5]. 

5   Probabilistic Classifier 

As described in the challenges chapter, the prioritization may not produce false 
negative errors for the sake of healthcare on the one hand and should on the other 
hand keep the false positive error rate as low as possible to reduce the amount of time 
doctors spend reviewing patient measurements. To deal with asymmetries in the 
weighting of the errors, a loss matrix is used to adjust how the particular errors are 
weighed. More specifically, a doctor could adjust a loss matrix to prefer additional 
effort (more reviews) over false negative errors (healthcare), to prevent measurement 
data being classified as low priority.  

In order to come up with a good classifier, proper selection of the input vector is 
important. Several input vectors should be considered to choose the one that leads to 
the best classification result. On the one hand, the optimum input vector is the one 
that uses all available relevant information. On the other hand, the data available may 
differ. Hence, the classifier should be able to deal with missing data. 

As a strategy, we use a static input vector which is semantically divided into slots. 
A slot is a group of input neurons which receives input data from a single data entity 
e.g. a particular measurement and, in case of a perceptron, addresses several input 
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neurons. For every measurement type like weight, blood pressure etc. n slots are 
reserved. Each slot contains information such as measurement value, measurement 
age in hours and, very important, availability of the particular information. Slots 
reserved for a particular measurement type are filled with the according last n 
measurements, e.g. there are some slots reserved for blood pressure, marked by 
“LOINC 8480-6”. The rare case of missing information is dealt with by simply 
marking the availability input neuron. Of course, the perceptron needs to be trained 
accordingly to be prepared for missing information. The structure of the input vector 
is depicted in Figure 4. 

 

 

Fig. 4. Input Vector Construction 

For a given data set, a suitable topology must be determined for the classifying 
MLP. It is necessary to perform several training runs with varying number of hidden 
neurons, before committing to the most promising particular topology. 

6   Experimental Results 

For experimenting purposes, we have generated artificial patient measurement data. 
We used parts of data from the “Heart Disease Data Set“ (Courtesy of Cleveland 
Clinic Foundation) found in the UCI machine learning repository [7] and added some 
noise to create artificial timelines of patient monitoring data. Additionally, artificial 
events have been added by randomly increasing weight and decreasing blood pressure 
for a period of 11 days, peaking in a (noisy) 5% change in day 6. Then we have run 
simulations on how effectively these events are recognized by both statistic and rule-
based classifiers alone and in combination. 
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The statistic classifier consists of a MLP with one hidden layer and a random nodes 
count, selected from 10 training runs. The input values are normalized to be in the 
range 0…1. Target (priority) values are 1 in case of an event, >0 if the day lies within 
the 11 days escalation period and 0 else. 

The rule-based classifier consists of the following two rules that are arbitrarily 
derived from the artificial event generation process. Return value is 1 if a rule 
matches and 0 else. 

 
IF last_weight > 110% of mean_weight  
    THEN recommend_hospitalization 
 
IF last_blood_pressure < 90% of mean_blood_pressure  
    THEN recommend_hospitalization 

Table 1. Results 

 Neural network 
classifier 

Rule-based 
classifier 

Combined 
classifier 

Av. Error % 1.25 18.70 2.05 
false negative % 23.82 30.31 17.98 

 
While the overall error ratio of the combined classifier is slightly worse than the 

error ratio of the neural network alone (Table 1), the ratio of patients prioritized too 
low is considerably lowered by the hybrid model. 

7   Conclusion and Outlook 

We have presented the core functionalities of the middleware architecture in the 
Fontane project: a network of medical telemonitoring devices, and a telemedicine 
center in which the measurements are classified with the objective of determining 
patients for whom a medical intervention is necessary. As the number of patients 
increases, inspecting daily measurement results become monotonous and requires 
more personnel. Using machine-based classification can help to reduce the risk of 
mistakes as well as to make doctors more productive, giving them more time for the 
relevant cases. 

Our system is designed to be independent from and adaptable to the specific 
decease and therapy. To achieve this objective, both data models and classification 
machinery must be flexible. We have presented approaches to achieve this flexibility 
by supporting open data models, in-field updates to “static” rules, and machine 
learning. Currently, we consider the integration of a case based reasoning component 
as described in [9]. 

As an evaluation, we have presented results of feeding test data into our 
implementation. In the coming years, we will employ this implementation in field 
studies involving several hundred patients; this should give more insights into the 
practical operation of our hybrid approach to artificial intelligence. 
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Abstract. The history of patient classification in nursing dates back to the pe-
riod of Florence Nightingale. The first and the foremost condition for providing 
quality nursing care, which is measured by care standards, and determined by 
number of hours of actual care, is the appropriate number of nurses. Patient 
classification criteria are discussed in this paper. Hybrid classification model 
based on learning vector quantization (LVQ) networks and self-organising 
maps (SOM) are purposed. It is possible to discus three types of experimental 
results. First result could be assessment of Braden scale and Mors scale by 
LVQ. Second result, the time for nursing logistics activities. The third is possi-
bility to predict appropriate number of nurses for providing quality nursing 
care. This research was conducted on patients from Institute of Neurology, 
Clinical Centre of Vojvodina. 

Keywords: Patient classifications, logistics activities, nursing, hybrid system. 

1   Introduction 

Questions concerning patient safety and the quality of nursing care have been raised 
by quick and dynamic changes in the health care domain [1]. The first and the fore-
most condition for providing quality nursing care, which is measured by care stan-
dards, and determined by number of hours of actual care, is the appropriate number of 
nurses [2]. The continuous challenge here is to establish an objective and reliable way 
for determining how many nurses will be needed to satisfy patients’ needs, wishes 
and expectations. With this purpose, many different classification systems (grouping 
of patients into a certain category for a certain purpose) that is, classification of pa-
tients according to their need for care, have been created. Patient classification pro-
vides a quick insight into the gravity of condition of a ward patient, and indicates 
what kind of care is to be given to that patient, and how many nurses will be neces-
sary for adequate health care.  
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The rest of the paper is organised as follows: the following sections provide a brief 
overview of hybrid artificial intelligence systems and some background patient classifi-
cation system in nursing logistics activities. The section 3 overviews challenges in mod-
elling patient classification, while section 4 elaborates concept and designs of patient 
classification in Republic of Serbia and Republic of Croatia. Section 5 shows purpose 
hybrid classification model, implemented methods and usage data set. The section 6 
describes experimental results while section 7 overviews future work and concludes the 
paper. 

2   Background 

Artificial intelligence techniques have demonstrated a capability to solve real-world 
problems in science, business, technology, and commerce. The integration of different 
learning techniques and their adaptation, which overcomes individual constraints and 
achieves synergetic effects through hybridisation or fusion, has in recent years con-
tributed to a large number of new intelligent system designs [3].  

The hybridisation of intelligent techniques, drawn from different areas of computa-
tional intelligence, has become prevalent because of the growing awareness that they 
outperform individual computational intelligence techniques. In a hybrid intelligence 
system, a synergetic combination of multiple techniques is used to build an efficient 
solution to deal with a particular problem [4]. Evolutionary algorithms, instance selec-
tion and feature selection as the most known techniques, for data reduction in data 
mining problems have been successfully used. Their aim is to eliminate irrelevant 
and/or redundant features and to obtain a simpler classification system. This reduction 
can improve the accuracy of this model in classification [5].  

There are some studies where patient classification systems are discussed. Devel-
opment of a prototype patient classification instrument designed specifically for reha-
bilitation patients is focus in [6]. This research is based on and continues one of the 
early paper about Nursing workload measurement as management information [7]. 
The process of instrument development strategies is discussed and it includes: staff 
education, management support, data analysis including the development of support-
ing information systems, and ongoing use of the rehabilitation patient classification 
system. 

Personal dimensioning in psychiatric nursing motivated the development of an in-
strument to classify the level of dependence in psychiatric nursing based on statistical 
methods, Kappa coefficient and the Spearman correlation is proposed in [8]. The 
emergency department is a dynamic environment with a high throughput of patients. 
In order to provide optimal care for patients a responsive staffing pattern is required, 
according to the clinical stability of patients which can vary considerably. In [9] 
twelve patients classification systems are discussed, but only three systems reported 
evidence of good validity and reliability: the ED Patient Needs Matrix developed in 
the US, the Conner’s Tool (a modified version of the Patient Needs Matrix) devel-
oped in Australia and the Jones Dependency Tool developed in UK. 
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3   Challenges in Modelling Patients Classification 

The history of patient classification in nursing dates back to the period of Florence 
Nightingale, when an informal classification method reflecting nursing workload was 
used. Based on intuition, perhaps, the most seriously ill patients on the large open 
Nightingale wards were placed near to the ward sister’s office to facilitate their obser-
vation. On the other hand, those patients who could take care of themselves tended to 
be located at the far end of the ward, indicating their decreased dependency on the 
nursing staff [10]. During 1950s and 1960s great emphasis and attention have been 
given to adequate health care because of greater health care costs and the shortage of 
working force [11]. 

Table 1. Patient classification by Mary Ellen Warstler 

Category   Hours  Average hours  
I Self care 1 to 2  1.5 
II Minimum care 3 to 4 3.5 
III Intermediate care 5 to 6 5.5 
IV Modified intensive care 7 to 8 7.5 
V Intensive care 10 to 14 12 

 
In 1973 Mary Ellen Warstler defined 5 patient categories according to the care 

needed in 24 hours which is presented in Table 1 [12]. 

4   Concept and Designs of Patient Classification 

It is important to determine classification criteria in order to place patients in catego-
ries according to the amount of health care that is necessary. These criteria indicate 
the states or activities that most influence time spent on providing adequate health 
care [10]. The choice of criteria for patient classification is based on Virginia Hender-
son’s health care definition, which defines the role of a nurse as providing assistance 
to a patient in satisfying 14 basic human needs, and Dorothea Orem’s health care 
definition which is based on the idea of self – care [13].  

When choosing classification criteria concerning patient health care needs, thera-
peutic and diagnostic procedures should be taken into account. When classifying 
patients, authors use two approaches – description of specific criteria characteristic to 
certain category - an example of patient classification in Republic of Serbia. The 
separate scoring of individual criteria and calculating average value which then repre-
sents patient category - an example of patient classification in Republic of Croatia.  

Patient classification criteria in Republic of Serbia, with the purpose of provid-
ing quality health care, are placed in five categories: 1) General care; 2) Semi-
intensive care; 3) Intensive care; 4) Special intensive care; 5) Special care [14].  

General care is defined with the following classification criteria: (1) Preserved 
consciousness; (2) Time - space orientation; (3) Vital signs are checked every 12 
hours; (4) Absence of bleeding; (5) Ability to move; (6) Ability to feed themselves; 
(7) Does not regurgitate; (8) Able to satisfy physiological needs without assistance; 
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(9) Able to maintain personal hygiene; (10) Does not need other person’s help; (11) 
Adequate medical treatment. Six of these criteria are sufficient to define patients in 
general care.  

Other four patient categories are based on the same type of definition, for each 
category respectively. Peculiarity of this classification is that the decision on the de-
gree of necessary health care is based on the fulfilment of a number of linguistics 
characteristics.      

Patient classification criteria in Republic of Croatia. Patients are placed in five 
categories under this classification there are: 1) Self care; 2) Minimum care; 3) Inter-
mediate care; 4) Intensive care; 5) Special care [15]. For all patient categories 16 
patient’s activities are defined and rated on 4-point scale.    

Evaluation of patient’s ability to maintain his/her: (1) Personal hygiene; (2) Dress; 
(3) Feed; (4) Evaluation of elimination – other person’s assistance; (5) Walking and 
standing; (6), Sitting; (7) Moving and Turning; (8) Risk of falling; (9) State of con-
sciousness; (10) Pressure sores risk; (11) Vital signs; (12) Communication; (13) Spe-
cific health care procedures; (14) Diagnostic procedures; (15) Therapeutic procedures; 
(16) Education undertaken and type of knowledge.     

Risk of falling - If there is no risk of falling, the patient is placed in Category 1, if 
there is a risk of falling then the patient is evaluated by Mors scale. Depending on the 
number of points, patients can be placed in three following categories (sub-
selections): low risk (0-24 points), moderate risk (25-44 points), and high risk (44 
plus points).  Successfully conducted research on risk of falling of clinical patients is 
presented in [16].     

Pressure sores risk - is evaluated by Braden scale. Depending on the number of 
points on the scale, patients are placed in five sub-selections (categories). According 
to Braden scale there are following categories: no risk (19-23 points), risk present 
(15-18 points), moderate risk (13-14 points), high risk (10-12 points) and very high 
risk (9 points and less).  

According to Critical factors table in patient classification, Braden scale and Mors 
scale included, each of 16 factors of classification can be evaluated on 4-point scale.  
This means that overall minimum number of points can be 16 and overall maximum 
number of points can be 64. Modified normal distribution was used when placing 
points into categories. Finally, point distribution for each category is following: First 
category 16 – 26 points; Second category 27 – 40; Third category 41 – 53; Fourth 
category 54 – 64 points.    

5   Hybrid Classification Model, Methods and Material 

The aim of this research is to evaluate patient categories and amount of health care, 
then determine the number of hours of actual care, and at the end, the appropriate 
number of nurses for providing quality nursing care. We purpose hybrid artificial 
neural networks (ANN) for this complex analysis. As with any system, simple ANN 
has its limitations:  (1) The learning stage can be very drawn out; (2) The system 
might not achieve a stable absolute minimum configuration, but could stay with local 
minimums; (3) The system may begin to oscillate in the learning phase; (4) It is nec-
essary to repeat the learning phase when significant changes take place in the actual 
situation; (5) The analysis of the weightings is complex and difficult to interpret.  
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Two of the most used competitive ANN algorithms used are self-organizing maps 
(SOM) and learning vector quantization models (LVQ). SOM and LVQ models have 
been successfully used in different scientific fields [17]. According to previous limita-
tions in this research the great advantages of a hybrid ANN model is proposed, par-
ticularly LVQ and SOM.  

Learning vector quantization networks can classify any set of input vectors, not 
only linearly separable sets. The only requirement is that the competitive layer must 
have enough neurons, and each class must be assigned enough competitive neurons. 
LVQ models classify input vectors into target classes by using a competitive layer to 
find subclasses of input vectors, and then, combine them into the target classes de-
fined by the user.    

Self-Organising Map algorithm is probably the best known ANN technique. It is 
based on type of unsupervised learning called competitive learning, and adaptive 
process in which the neurons in neural networks gradually become sensitive to differ-
ent input categories or sets of samples in a specific domain of the input space. 

Data set - Patient classification criteria characteristic for Republic of Croatia is 
discussed in this research. This patient classification is better for hybrid ANN model 
then patient classification criteria in Republic of Serbia.  The data set is used from 
Institute of Neurology, Clinical Centre of Vojvodina, Novi Sad, Serbia. The data set is 
collection of data of 27 different patients who have been observed for two weeks, 
these data then determined classification criteria in order to place patients in catego-
ries according to the amount of health care that is necessary.  

Education undertaken and type of knowledge now become the input to the SOM. 
Patients are placed in five categories under this classification: 1) Self care; 2) Mini-
mum care; 3) Intermediate care; 4) Intensive care; 5) Special care. Then hybrid 
LVQ-SOM is used to predict appropriate number of nurses for providing quality nurs-
ing care. 

6   Experimental Results 

Risk of falling and Pressure sores risk are classified by LVQ networks. The output of 
Risk of falling and Pressure sores risk data that are used in LQW now become the 
input to the SOM with other 14 input data: 1) Personal hygiene; (2) Dress; (3) Feed; 
(4) Evaluation of elimination; (5) Walking and standing; (6), Sitting; (7) Moving and 
Turning; (9) State of consciousness; (11) Vital signs; (12) Communication; (13) Spe-
cific health care procedures; (14) Diagnostic procedures; (15) Therapeutic proce-
dures; (16) Education undertaken and type of knowledge now become the input to the 
SOM. Then hybrid LVQ-SOM is used to provide the time needed for nursing logistics 
activities and to predict appropriate number of nurses for providing quality nursing 
care.  

The basic usage of the SOM has following steps: (1) construct data set; (2) normal-
ise it; (3) train the map; (4) visualise map; (5) analyse results. The batch training algo-
rithm is used in this process [18]. SOM is used for probability density estimation. 
Each map prototype is the centre of a Gaussian kernel whose parameters are estimated 
from the data. The Gaussian mixture model is estimated and the probabilities can be 
calculated. The map grid is in the output space. 
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Table 2. A part of input data set – for one week 

  Mo Tu We Th Fr Sa Su 
patients 9 10 10 10 10 10 10 General care 

(1 hour) hours 9 10 10 10 10 10 10 
patients 8 7 7 7 8 8 8 Semi-intensive care 

(3 hours) hours 24 21 21 21 24 24 24 
patients 3 3 3 3 2 2 2 Intensive care 

(6 hours) hours 18 18 18 18 12 12 12 
patients 0 0 0 0 0 0 0 Special intensive care  

(12 hours) hours 0 0 0 0 0 0 0 
patients 0 0 0 0 0 0 0 Special care   

(24 hours) hours 0 0 0 0 0 0 0 
Total number of patients  20 20 20 20 20 20 20 

 
Table 3. Calculated and LVQ-SOM results – for nursing logistics activities – for one week 

 Mo Tue We Thu Fr Sa Su 
Total number of patients 20 20 20 20 20 20 20 

Number of hours of necessary care 51 49 49 49 46 46 46 
Number of nurses in 3 shifts  5 5 5 5 5 4 4 

Number of hours  (nurses x 8 hours) 40 40 40 40 40 32 32 
Variation (+ / -) -11 -9 -9 -9 -9 -12 -12 

Number of nurses – minimum   6.4 6.1 6.1 6.1 5.8 5.8 5.8 
Number of nurses – minimum 

(full-time + part time)   
6.5 6 6 6 6 6 6 

Number of nurses – minimum 
(full-time)   

6 6 6 6 6 6 6 

Number of nurses  – average   8.6 8.2 8.2 8.2 7.8 7.8 7.8 
Number of nurses – average 

(full-time + part time)   
8.5 8 8 8 8 8 8 

Number of nurses – average  
(full-time)  

9 8 8 8 8 8 8 

LVQ – SOM; assess nurses number 
(full time + part time)   

8 7.5 7.5 7.5 7 7 7 

 
It is possible to discus three types of results. First result could be assessment on 

Braden scale and Mors scale. This result shows that LVQ networks provide correct 
estimation for 95% of the cases. Second result could be assessment for providing 
quality nursing care, and the time for nursing logistics activities. These results could 
be discussed in several different ways. The basic reason is that the right time is not 
defined exactly, rather expected range of time (Table 3). This result can vary to a 
great extent and its limitations must be taken into account, and, it is very error sensi-
tive. That is why the results in Table 3 are given for average and minimum care time. 
And finally, the third result predicts the appropriate number of nurses for providing 
quality nursing care. These estimation results depend on previous (second) results for 
assessment of care time, but the results gained are less error sensitive. The hybrid 
LQV-SOM gives experimental results which are between minimum and average 
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hours for nursing logistics activities. The main reason is that the predicted appropriate 
number of nurses for providing quality nursing logistics care must be an integer.  

Moreover, this research shows how necessary number of nurses for providing qual-
ity nursing care differs from the actual number of hired nurses. This represents a very 
important conclusion of our research. It is a well known fact that workers do not have 
to be hired full time, but that they could be hired only part time. This means that, after 
quality nursing care assessment has been conducted, there is no need to hire a full 
time nurse, and that it is possible to optimize care time and expenses only for neces-
sary logistic activities. To improve presented experimental results one innovative 
research area that uses fusers as part of a multiple classifier system, which is dis-
cussed in Designing fusers on the basis on discriminants – evolutionary and neural 
network methods [19], could form part of future research in hybrid patient classifica-
tion system. 

In general, tools and instruments for the type of classification and patient follow 
up, although well described and useful in clinical practice, are not represented in a 
satisfying way. Awakening awareness about its usefulness through interdisciplinary 
studies and medical stuff, physicians and nurses [20], collaboration can make signifi-
cant contribution to wide spread acceptance of this method. Contribution of this paper 
presents a way to use artificial intelligent system, hybrid purpose ANN model, par-
ticularly LVQ-SOM instead of statistical methods that have been widely used so far to 
solve real-world problem of nurses. 

7   Conclusion and Future Work 

Hybrid classification model based on LVQ-SOM networks is proposed in this paper. 
The foremost condition for providing quality nursing care is the appropriate number 
of nurses. Assessment for Braden scale and Mors scale uses LVQ networks. The first 
result provides correct estimation for 95% of the cases. Second result provides the 
time needed for nursing logistics activities. The third result is able to predict appro-
priate number of nurses for providing quality nursing care. Experimental results are 
shown not just in respect to minimum hours for nursing logistics activities, but for the 
average as well. The acquired experimental results used by hybrid classification 
model LVQ-SOM are between minimum and average values for patient classification 
criteria in Republic of Croatia. This research was conducted on patients from Institute 
of Neurology, Clinical Centre of Vojvodina.  

Although the experimental results we have gained are valid, the research of hybrid 
classification systems could be continued. Presented model for classification is not 
limited to this case study. Also, this research could be improved by soft computing 
techniques utilization, as well as fuzzy logic and genetic algorithm utilization. 
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Abstract. This paper briefly introduces various soft computing techniques and 
presents miscellaneous applications in clinical neurology domain. The aim is to 
present the large possibilities of applying soft computing to neurology related 
problems. Recently published data about use of soft computing in neurology are 
observed from the literature, surveyed and reviewed. This study detects which 
methodology or methodologies of soft computing are frequently used together 
to solve the specific problems of medicine. Recent developments in medicine 
show that diagnostic expert systems can help physicians make a definitive diag-
nosis. Automated diagnostic systems are important applications of pattern rec-
ognition, aiming at assisting physicians in making diagnostics decisions. Soft 
computing models have been researched and implemented in neurology for a 
very long time. This paper presents applications of soft computing models of 
the cutting edge researches in neurology domain.  

Keywords: Soft Computing, neurology, neural networks, fuzzy logic. 

1   Introduction 

In recent years more sophisticated methods that can model non-linear, complicated, 
real-world applications are needed. Soft computing (SC) methods have been success-
fully applied to solve non-linear problems in engineering, business and medicine. 
These methods, which indicate a number of methodologies used to find approximate 
solutions for real-world problems which contain kinds of inaccuracies and uncertain-
ties, can be alternative to statistical methods. The underlying paradigms of soft com-
puting are neural computing, fuzzy logic computing and evolutionary computing [1].  

Neurology is a medical speciality dealing with nervous system disorders. More 
specifically, it deals with diagnosis and treatment of all categories of disease involv-
ing the central, peripheral, and autonomic nervous systems, including their all effec-
tors tissue such as muscle. 

The paper surveys the usage of SC in neurology domain which, in general, includes: 
fuzzy logic (FL), artificial neural networks (ANNs), and evolutionary computing (EC). 
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This is also one of our purposes in this paper: to present some SC methodologies avail-
able, to represent and manage imperfect knowledge in neurology domain, where a prob-
lem can be solved more effectively by using FL, ANN and EC in combination than using 
any of these individually.  

The rest of the paper is organised as follows. The following section presents early 
statistical based researches in neurology as medical discipline and the advances of 
artificial intelligence to solve real-world problems, while section 3 elaborates basic 
approach of soft computing, fuzzy logic, artificial neural networks, and evolutionary 
computation in the neurology domain. Section 4 shows some successful hybrid im-
plementation of soft computing techniques in neurology implementation. Section 5 
describes some future work for development and implementation of soft computing 
and hybrid models in neurology domain. 

2   Statistics vs. Hybrid Artificial Intelligent Systems 

In general, the earliest researches in medical domain used statistical methods. It can 
be considered that the first medical-statistical book was laid in the 17th century with 
publication of Natural and Political Observation upon the Bills of Mortality by John 
Graunt. Nowadays, large number of well-known statistical tests and procedures in 
medical domain are used as well as: multivariate analysis of variance as generalised 
form of univariate analysis of variance, chi-square test, correlation, factor analysis, 
mean square weighted deviation, Pearson correlation coefficient, regression analysis, 
Spearman’s rank correlation coefficient. There are large numbers of neurology re-
search papers which used statistics in different way. It can be mentioned that only  
some of them such as factor analysis are used in: (1) extracting salient features from 
EEG data as spatial information in a few factors and reducing redundancy of multi-
channels computerised EEG signal [2]; (2) evaluation of the Dutch version of the 
Parkinson’s disease questionnaire 39 (PDQ39-DV) [3]; CT angiography in acute 
stroke to provide additional information on occurrence of infarction and functional 
outcome after 3 months [4]. Also, Pearson correlation coefficient is used in: (1) com-
parison of 36-item Short-Form Health Survey (SF-36) and World Health Organisation 
Quality of Life Assessment (100-items version) (WHOQOL-100) in patients with 
stroke [5]; normal-pressure hydrocephalus: white matter lesions correlate negatively 
with gait improvement after lumbar puncture [6]; correlation of vibratory quantitative 
sensory testing and nerve conduction studies in patients with diabetic peripheral neu-
ropathy [7]. There is also a large number of papers where various statistics methods in 
medical domain are used.    

On the other hand, artificial intelligence (AI) techniques have demonstrated a ca-
pability to solve real-world problems in science, business, technology, commerce, and 
medicine. The advantage of AI techniques is a completely different way of solving 
real-world problems in completely different manner from statistics. While statistics 
tries to assert the research results, AI techniques show their proactive role in medical 
research. AI techniques not only assert the state of facts but try to improve communi-
cation and reasoning in decision making concerning diagnosis and/or treatment. The 
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integration of different learning techniques and their adaptation, which overcomes 
individual constraints and achieves synergetic effects through hybridisation or fusion, 
has in recent years contributed to a large number of new intelligent system designs [8]. 

The hybridisation of intelligent techniques, drawn from different areas of computa-
tional intelligence, has become prevalent because of the growing awareness that they 
outperform individual computational intelligence techniques. In a hybrid intelligence 
system, a synergetic combination of multiple techniques is used to build an efficient 
solution to deal with a particular problem [9]. One innovative research area that uses 
fusers as part of a multiple classifier system, which is discussed in Designing fusers 
on the basis on discriminants – evolutionary and neural network methods [10], could 
form part of future research in hybrid neurology patient classification systems. Evolu-
tionary algorithms, instance selection and feature selection as the best known tech-
niques for data reduction in data mining problems have been successfully used. Their 
aim is to eliminate irrelevant and/or redundant features and to obtain a simpler classi-
fication system. This reduction can improve the accuracy of this model in classifica-
tion [11]. 

3   Soft Computing 

The applications of SC have proved to have two main advantages. First, it made pos-
sible solving nonlinear problems, in which mathematical models are not available. 
Secondly, it introduced the human knowledge such as cognition, recognition, under-
standing, learning, and other skills into fields of computing. This resulted in the pos-
sibility of constructing intelligent systems such as autonomous self-tuning systems, 
and automated design systems. 

Fuzzy Logic provides a mathematical framework to treat and represent uncertainty 
in the perception of vagueness, imprecision, partial truth, and lack of information. 
Fuzzy systems are very useful not only in situations involving highly complex sys-
tems but also in situations where an approximate solution is warranted. To deal with 
qualitative, inexact, uncertain and complicated processes, the fuzzy logic system can 
be well-adopted since it exhibits a human-like thinking process [12]. FL is different 
from probability theory because FL is deterministic rather than probabilistic. Impreci-
sion is modelled via fuzzy sets, linguistic variables, membership functions, inferences 
and de-fuzzification. These concepts are all handled in an entirely deterministic man-
ner. Uncertainty in the membership functions in fuzzy set theory, i.e. uncertainty 
about the actual value of a membership function, has been addressed by type-2 fuzzy 
sets [13].  

Artificial Neural Networks (ANNs) are a modelling methodology whose inspira-
tion arises from a simplified model of the working of the human brain. ANNs can be 
used to construct models for the time series prediction, pattern classification, cluster-
ing, non-linear control, function approximation. ANNs are desirable because (1) non-
linearity allows better fit to the data; (2) noise-insensitivity provides accurate predic-
tion in the presence of uncertain data and measurement errors; (3) high parallelism 
implies fast processing and hardware failure-tolerance; (4) learning and adaptability 
allow the system to modify its internal structure in response to changing environment; 
(5) generalisation enables applications of model to unlearned data. 
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Evolutionary Computation draws inspiration from the processes of biological evo-
lution to breed solution to problems. Evolutionary algorithms search for the optimal 
solution by the number of modification of strings of bits called chromosomes. The 
chromosomes are the encoded form of the parameters of the given problem. In success-
ful iterations, the chromosome corresponds to the maximum of the fitness function. 
Each generation consists of three phases: reproduction, crossover, and mutation. Ge-
netic programming (GP) is an evolutionary algorithm in which the chromosome repre-
sentation is based on a parse tree structure. The nodes are functions which act on the 
values presented at the inputs and provide the answer to the output. A population of 
individual genetic programs is subject to an evolutionary strategy employing selection, 
mutation and recombination (crossover) schemes. The combined application of varia-
tion and selection generally leads to improving fitness values in population. 

4   Applications of Soft Computing in Neurology 

Recent developments in medicine show that diagnostic expert systems can help phy-
sicians make a definitive diagnosis. Automated diagnostic systems are important 
applications of pattern recognition, aiming at assisting physicians in making diagnos-
tics decisions. Automated diagnostic systems have been applied to a variety of medi-
cal procedures, such as electromyogram (EMG), electroencephalography (EEG).   

In this section we shall describe the novel applications of SC models in neurology 
domain. SC models have been researched and implemented in neurology for a very 
long time, but we decided to present some of the cutting edge researches.   

Most of these researches and implementations were conducted and published in re-
cent years. In the following subsections they will be presented in different logistic 
branches such as: hybrid model based on synergy of principal component analysis, 
multilayer perceptrons, and support vector machine for classification of EMG signals 
are discussed in (1) first subsection [14].  

Approximately 1% of the world population or 60 million individuals are diagnosed 
with epilepsy. Epilepsy is a disorder of cortical excitability and still represents an 
important medical problem. Therefore, the hybrid systems in classification of primary 
generalised epilepsy are discussed in (2) the second subsection [15] [16].  

There are also some other researches which discuss different possibilities of using 
SC techniques for diagnosing different neurology disorders. We can mention some of 
the latest: (1) Recurrent neural networks for diagnosis of Carpal tunnel syndrome 
[17]; (2) An immune networks inspired evolutionary algorithm for diagnosis of Park-
inson’s disease [18]; (3) Multi-parametric classification of Alzheimer’s disease and 
mild cognitive impairment for impact of quantitative magnetization transfer magnetic 
resonance imaging usage by fuzzy-c means classification algorithm [19];  (4) Rule-
based fuzzy logic systems for assessment primary headaches [20], and migraine [21]. 

4.1   The Hybrid Model for Classification of EMG Signals 

EMG is a signal obtained by measuring the electrical activity in a muscle, has been 
widely used both in clinical practice and in the rehabilitation field. Clinical analysis of 
the EMG is a powerful tool to assist the diagnosis of neuromuscular disorder. An 
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automatic diagnostic tool for neuromuscular disease, based on the feature extraction, 
classification, disease identification and muscle activity of myoelectric patterns, has 
been used in clinical practice.  

In [14] the First Fourier transformation (FFT) is most common method for deter-
mining the frequency spectrum of the EMG signal. The frequency spectrum of EMG is 
used to detect muscle fatigue force production, and muscle fibre conduction velocity.  

Principal component analysis (PCA) decomposes the covariance structure of the 
dependent variables into orthogonal components by calculating the eigenvalues and 
eigenvectors of the data covariance matrix. Eigenvalues assist in making decisions 
about number of orthogonal components that will be used in future analyses, while 
eigenvectors assist in determining the relationship between the original variables and 
these new components. Eigenvalues and eigenvectors transform the original variables 
space into a ’new’ set of variables, called principal components (PCs). 

Multilayer perceptrons (MLPs) are universal in the sense that they can approximate 
any continuous nonlinear function arbitrarily well on a compact interval. MLPs are 
used to solve a nonlinear optimisation problem, which has many local minima. Sup-
port vector machine (SVM) is recently developed pattern classification algorithm with 
nonlinear formulation. It is based on the idea that affords dot-products to be computed 
efficiently in higher-dimensional feature spaces. The classes which are not linearly 
separable in the original parametric spaces can be linearly separated in higher-
dimensional feature space. Because of this, SVM has advantage of handling the 
classes with complex nonlinear decision boundaries. Moreover, there are rather few 
applications in bioengineering field and, in particular, in neurology [14].  

In order to make meaning of EMG signal, spectral analysis should be applied to 
EMG signal, which is non-stationary since the algorithm of FFT is not complex. The 
FFT analysis produces a large number of coefficients, more rarely than the number of 
points in the original waveform. Therefore, the amount of FFT coefficients has to be 
reduced using PCA. In order to reduce the volume and to maximise information con-
tent of the input data, a compression technique has been applied prior to input of the 
data to the MLP and SVM classifiers. This provides data compression for both train-
ing and testing datasets, and reduces the dimensionality of the classifier network 
weight space as well. Training and testing on the basis of the EMG signals could 
contain many redundancies and nonessential information, which may lead to a leng-
thy training process. The concept of receiver operating characteristic (ROC) analysis 
was used for comparison of the diagnostic accuracy of the different classification 
methods and groups. Desired output values obtained from input vectors of EMG sig-
nals were determined as (1 0 0) – myopathy; (0 1 0) – neuropathy and      (0 0 1) – 
normal vectors. That means that output layer contains 3 neurons. 

In Table 1. performance values of different MLP topologies have been listed, 
TrError and TeError are the error values from training and test sets, respectively.  

The optimum MLP architecture is 3-6-6-3 topology. The test performance of both 
classification systems is executed, the highest percentage of correct classification 
(85.42 %) is found in SVM. However, 84.16 % of classification with MLP is very 
close. ROC analysis results of both classifications have indicated that SVM presents a 
higher performance.  
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Table 1. Performance values in different MLP topology 

Inputs   Hidden Hidden (2) TrError TeError 
1 1 15 0.369 0.373 
3 4 5 0.243 0.237 
4 12 10 0.238 0.245 
3 5 4 0.237 0.243 
3 7 6 0.247 0.238 
3 4 3 0.249 0.240 
3 3 3 0.252 0.236 
3 6 6 0.241 0.241 

4.2   The Hybrid Systems in Classification of Primary Generalised Epilepsy  

Epilepsy is classified as either generalised or partial with several subcategories in 
each class. In the management of patients with established epilepsy, the concept of 
epilepsy syndrome based on age at onset, seizure type or types, EEG findings and 
etiology has been an important advancement. The correct diagnosis of a patient’s 
epilepsy syndrome clarifies the choice of drug treatment and also allows accurate 
assessments of prognosis in many cases. 

In both researches [15] [16] multilayer perceptron neural networks (MLPNN), 
which contain two or more layers, are used. Each layer consists of units which receive 
their input from a layer directly below and send their output to units in a layer directly 
above the unit. There are many training algorithms used to train an MLPNN. A sig-
nificant improvement on realisation performance, in relation to well known back-
propagation training algorithm, can be observed by using approaches such as namely 
Newton’s method, conjugate gradient’s, or the Levenberger-Marquardt optimisation 
technique which is used in this study.  

The input of the MLPNNs had ten nodes representing parameters which are the age 
of seizure onset groups, sex, the activity properties of EEG findings, the physiological 
conditions of the patients during EEG, the existence of rhythmycity of the abdominal 
activities, the localisation of abdominal signals, hemispheric lateralisation, the  
frequency of abnormal waves, the duration of the abnormal signals and the loss of 
consciousness in the course of seizure time. The duration of the abnormal signals and 
the frequency of abnormal waves that are used as input to MLPNNs were interval 
variables.  

The learning of the network was executed by applying the input and output vectors. 
In this classification, the output layer of MLPNN represented the subgroups of primary 
generalised epilepsy: (generalised tonik-klonik, absans, myoclonic and more than one 
type seizure). In the hidden layer and the output layer, the activation functions were 
selected as sigmoid and softmax function, respectively. The MLPNNs were developed 
using 34 training examples, while the remaining 45 examples were used for testing 
model. For obtaining a better generalisation, nine training examples were selected 
randomly to be used as a cross validation set. When the structure of the neural network 
was formed as a result of the performed experiments, the MLPNN having 45 nodes in 
the hidden layer had the best total classification accuracy of 84.4 %.  
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Accuracy for each subgroup is expressed as the ratio of number of correctly classi-
fied cases within the subgroup over total number of cases in the subgroup. Total clas-
sification accuracy shows the overall performance of the neural network. The 
MLPNN classified the subgroups of primary generalised epilepsy with the accuracy 
of 84.4 %. It classified generalized tonik-klonik, absans, myoclonic and more than 
one type seizures epilepsy group correctly with accuracy of 78.5 %, 80 %, 50 % and 
91.6 % respectively. These outcomes indicate that this model may classify the sub-
groups of primary generalised epilepsy successfully after it is developed. 

5   Conclusion and Future Work 

This paper briefly introduces the various SC techniques and presents miscellaneous 
applications in clinical neurology related problems. SC models have been researched 
and implemented in neurology for a very long time. Recent developments in medicine 
show that diagnostic expert systems can help physicians make a definitive diagnosis. 
Automated diagnostic systems are important applications of pattern recognition, aim-
ing at assisting physicians in making diagnostics decisions. Automated diagnostic 
systems have been applied to a variety of medical procedures, such as electromy-
ogram, electroencephalography. This paper presents applications of soft computing 
models of the cutting edge researches in neurology domain, specifically for EMG and 
EEG signals. The presented outcomes indicate that hybrid soft computing models 
may very successfully be used in different neurology areas such as classification of 
neurological disorders, diagnosing and treatment determination.  

This paper only indicates some researches based on hybrid soft computing and ex-
pert and decision support systems. Also, researches on implementation of different 
artificial intelligence techniques – hybrid soft computing methods can be applied to 
almost all medical domains, neurology included. 
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Abstract. This study presents a novel hybrid intelligent system which focuses 
on the optimisation of machine parameters for dental milling purposes based on 
the following phases. Firstly, an unsupervised neural model extracts the internal 
structure of a data set describing the model and also the relevant features of the 
data set which represents the system. Secondly, the dynamic system 
performance of different variables is specifically modelled using a supervised 
neural model and identification techniques from relevant features of the data 
set. This model constitutes the goal function of the production process. Finally, 
a genetic algorithm is used to optimise the machine parameters from a non 
parametric fitness function. The reliability of the proposed novel hybrid system 
is validated with a real industrial use case, based on  the optimisation of a high-
precision machining centre with five axes for dental milling purposes. 

1   Introduction 

The optimisation process of machine parameters could significantly help to increase 
companies’ efficiencies and substantially contributes to costs reductions in 
preparation and setting machines processes and it also helps in the production process 
using new materials. 

Nevertheless, the variables and parameters setting processes are a well-known 
problem that has not been fully resolved yet. Several different techniques are 
proposed in the literature. In [1], is used a Taguchi orthogonal array to optimise effect 
of injection parameters. In [2] the influence of operating parameters of ultrasonic 
machining is studied using Taguchi and F-test method. In [3] is researched as to 
improve the quality of the KrF excimer laser micromachining of metal using the 
orthogonal array-based experimental design method. 

Conventional methods can be greatly improved through the application of soft 
computing techniques [4]. 
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The novel proposed method was tested and validated using a four-step procedure 
based on several soft computing techniques as artificial neural networks (ANN) and 
genetic algorithms (GA). Firstly, the dataset is analysed using projection methods 
such as Principal Component Analysis (PCA) [5], [6], [7] and Cooperative 
Maximum-Likelihood Hebbian Learning (CMLHL)[8] to analyse the internal 
structure  of the dataset to establish whether the data set is sufficiently informative.  
Then those methods are applied to perform feature selection as a pre-processing step. 
It means that if the initial collected data set, once analysed shows a certain degree of 
clustering, it can be seen as a sign of a representative data set (this means that there is 
not a single problem related to any sensor when collecting the information and the 
process is well defined by such data set. Then, the following steps of the process can 
be applied. And thus the most representative features are identified and used in the 
following steps. At this phase, a model is generated during the modelling stage to 
estimate production time errors by modelling techniques. Finally, the ANN model 
obtained in the last step is used as fitness function to be optimised in the genetic 
algorithm. 

The rest of this paper is organised as follows. Section 2 introduces the 
unsupervised neural models for analysing the internal structure of the data sets and to 
perform feature selection.. Section 3 deals with system identification techniques used 
in the system modelling. Section 4 introduces the applied GA. Section 5 describes the 
real industrial use case. The final section presents the different models that are used to 
solve the high precision dental milling optimisation use case. Finally conclusions are 
set out and some comments on future research lines are outlined. 

2   Soft Computing for Data Structure Analysis 

Soft Computing is a set of several technologies whose aim is to solve inexact and 
complex problems [9]. It investigates, simulates, and analyses very complex issues 
and phenomena in order to solve real-world problems [10]. Soft Computing has been 
successfully applied in feature selection, and plenty of algorithms are reported in the 
literature [11], [12], [13]. 

Feature Selection and extraction [14], [15] entails feature construction, space 
dimensionality reduction, sparse representations and feature selection among others. 
They are all commonly used pre-processing tools in machine learning tasks, which 
include pattern recognition. Although researchers have grappled with such problems 
for many years, renewed interest has recently surfaced in feature extraction. 

In this research, an extension of a neural PCA version [5], [6], [7] and other 
extensions are used to study the internal structure in the data set as well as to select 
the most relevant input features for feature selections porpuses. 

Then, this research uses the feature selection approach based on the dimension 
reduction issue. Initially, some projection methods as PCA [5], [6], [7], MLHL [16] 
and CMLHL [8] are applied. In a first step they aim to analyse the internal structure 
of a representative data set of a real use case. If after applying these models, a clear 
internal structure can be identified, this means that the data recorded is informative 
enough. Otherwise, data must be properly collected again [17], [18]. 
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3   System Modelling Using Identification Algorithms 

System identification (SI) [19] aims to obtain mathematical models to estimate the 
behaviours of a physical process whose dynamic equations are unknown. The 
identification criterion consists in evaluating the group of candidate models that best 
describes the dataset gathered for the experiment. The goal is to obtain a model that 
meets the following premise [19]: a good model is one that makes good predictions 
and which produces small errors when the observed data is applied. 

Classic SI refers to the parametrical literature, which has its origin in the linear 
system analysis [20]. Nevertheless, increased computational capability and the 
availability of soft computing techniques have widened research into SI. ANNs are 
one of the most interesting soft computing paradigms used in SI. 

The SI procedure comprises several steps [19], [21]: the selection of the models 
and their structure, the learning methods [22], [23], [20], the identification and 
optimisation criteria and the validation method. Validation ensures that the selected 
model meets the necessary conditions for estimation and prediction. Typically, 
validation is carried out using three different methods: the residual analysis -by means 
of a correlation test between inputs, their residuals and their combinations-; the mean 
squared error (MSE) and the generalisation error value -normalised sum of squared 
errors (NSSE) - and finally a graphical comparison between the desired outputs and 
the model outcomes through simulation [20], [17], [18]. 

4   Genetic Algorithm for System Optimisation 

Metaheuristic algorithms are considered as a computational method that optimises a 
problem by iteratively trying to improve a candidate solution with regard to a given 
measure of quality. Metaheuristics are more effective and specialised than the 
classical heuristics. They combine more exclusive neighbourhood search, memory 
structures and recombination of solutions and tend to provide better results. However, 
their running time is unknown and they are usually more time consuming than the 
classical heuristics. Metaheuristics make few or no assumptions about the problem 
being optimised and can search very large spaces of candidate solutions. Within these 
algorithms, there are two well-known types among others, such as the genetic 
algorithms [24], and the simulated annealing algorithm [25]. 

GA are adaptive heuristic search algorithm that mimics the process of natural 
evolution -Darwin's theory about evolution-. This heuristic is routinely used to 
generate useful solutions to optimisation and search problems. It solves both 
constrained and unconstrained optimisation problems. GA is a method for moving 
from one population of “chromosomes” to a new population by using a kind of 
“natural selection” together with the genetics, inspired operators of crossover, 
mutation and inversion. In the literature are found a large number of examples [26], 
[27], [28], [29], [30]. 
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5   A High Precision Industrial Use Case Scenario 

This study describes the way in which a hybrid artificial intelligent system can be 
applied to improve the last step of a high precision industrial system for the 
manufacture of metal dental pieces, by optimising the time error detection for dental 
milling process, as shown in Figure 1. 

 

Fig. 1. Metal pieces manufactured by a dynamic high-precision machining centre with five axes 

A dynamic high-precision machining centre with five axes was applied in this 
research. This real industrial use case is described by an initial data set of 109 samples 
obtained by a dental scanner in the manufacturing of dental pieces with a toric tool 
characterized by 7 input variables (Radius, Number of pieces, Thickness, 
Revolutions, Feed rate X, Y and Z) and 1 output variable -Real time of work- as 
shown in Table 1. Time errors for manufacturing are the difference between the 
estimated time by the machine itself and real production time -negative values 
indicates that real exceeds estimated time-. 

Table 1. Values of each variable used in the process 

Variable (Units) Range of values 

Radius (mm.) 0.25 to 2 

Number of pieces 1 to 4 

Thickness (mm.) 8 to 18 

Revolutions per minute (RPM) 10,00 to 38,000 

Feed rate X 75 to 3,000 

Feed rate Y 75 to 3,000 

Feed rate Z 75 to 2,000 

Real time of work (s.) 81 to 1,924 

Time errors for manufacturing (s.) -3 to -332 
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6   Optimising a Real Dental Milling Process 

The manufacturing of dental pieces process optimisation in terms of time errors based 
on the optimisation of the system behaviour is carried out by means of an ANN 
estimated model. Firstly, the dental manufacturing process is parameterised and its 
dynamic performance in normal operation is obtained by the real manufacturing of 
dental pieces. Then, the gathered data is processed using CMLHL to identify internal 
data set structures in order to determine the ability of the data set to be modelled and 
to identify the most relevant features. This allows a third step, knowing a priori, that 
the model to be obtained can be achieved. 

Once the model has been obtained –in the third step-, it is then used as a reference 
model and also as fitness functions in a GA. The GA calculates the best conditions 
under normal operating conditions in a dental milling process for manufacturing 
dental pieces, so if the operator wants to make a dental piece, the best machining 
conditions might be determined to minimize manufacturing time errors compared to 
the estimated manufacturing time which is given by the machine itself. 

This section deals with the description of each step once the data set is collected 
(see Section 4). In the next subsection, the generation of the data set which will be 
used in the process is described. Sub-Section 6.1 presents the PCA and CMLHL 
steps, in Sub-Section 6.2 the procedure to obtain the time error model is detailed, 
while in Sub-Section 6.3 the GA is applied. 

6.1   Identification of the Relevant Features 

PCA and CMLHL are techniques for identifying the internal structure of a data set 
and also to identify the most relevant variables, as detailed in Section 2. Both of 
which were applied to this real industrial use case. Then, by means of projection 
methods it is analysed whether the data set is sufficiently representative of a case 
study, and the most relevant variables are identified to reduce the computational cost 
in the third step. 

6.2   Modelling a Normal Dental Milling Operation 

Once the relevant variables and their transformations have been extracted from the 
production data, then a model to fit the normal manufacturing operation should be 
obtained. This is done to identify bias in the estimated production time, which, in the end, 
is used as fitness function -time error in the manufacturing of dental pieces-. The 
different model learning methods used in this study were implemented in Matlab© [31]. 

Moreover, several different indexes were used to validate the models [17], [18] 
such as the percentage representation of the estimated model; the graphical 
representation for the prediction - )|(ˆ1 mty - versus the measured output - )(ˆ 1 ty -; 

the loss function or error function (V) and the generalization error value. 
The percentage representation of the estimated model is calculated as the 

normalised mean error for the prediction (FIT1). The loss function or error function 
(V) is the numeric value of the mean square error (MSE) that is computed with the 
estimation data set. Finally, the generalisation error value is the numeric value of the 
normalised sum of square errors (NSSE) that is computed alongside with the 
validation data set (NSSE1) and with the test data set (NSSE2) [32]. 



442 V. Vera et al. 

 

6.3   Optimisation of a Normal Dental Milling Operation 

In this case study of dental pieces manufacturing, GAs are concerned with obtaining 
variables that best optimised the time errors. Firstly this process of optimisation is 
started with a set of solutions randomly called population –chromosomes-. Then, each 
individual in the population is evaluated by the fitness function obtained in the last 
step –ANN model of the manufacturing system-. GA, so as the different types of 
genetic operators -selection, crossover, mutation- used in this study were 
implemented in Matlab©. 

7   Experiment and Results 

The real industrial use case was analysed in order to select the features that best 
describe the relationships with manufacturing time errors. 

CMLHL is a powerful technique for identifying internal dataset structures. The 
axes forming the projections (Figure 2.a and Figure2.b) represent combinations of the 
variables contained in the original datasets. In the case of PCA, the model is looking 
for those directions with the biggest variance, when CMLHL is looking for those 
which measure how interesting is a dimension/direction. In this case, those are the 
directions which are as less Gaussian as possible, (by analysing the kurtosis) [8], [16]. 

 

 
(a) Projection of PCA (b) CMLHL projections 

Fig. 2. PCA projections (Figure 2.a) and CMLHL projections (Figure 2.b) 

 
As seen in Figure 2, PCA (Figure 2.a) and CMLHL (Figure 2.b), both found a clear 

internal structure in the dataset. Both methods identified ‘radius’ and 'RPM' variables 
as the relevant ones. CMLHL projection gives more information since it  recognises 
the 'thickness' as another important variable and also 'real time of work'. CMLHL 
provides a more sparse representation than the PCA model. 

An analysis of the results obtained with the CMLHL model, (Figure 2.b), leads to 
the conclusion that it has identified several different clusters ordered by 'radius' and 
'RPM' variables. 
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Inside each cluster (Figure 2.b), there are further classifications by ‘thickness’ and 
'real time of work'. The dataset can be said to have an interesting internal structure. 

When the dataset is considered sufficiently informative, as in this case, the step for 
modelling the relations between inputs and production time errors in the process 
begins, through the application of several conventional ANN modelling systems. 

Thus, an ANN was used to monitor time error detection in the manufacturing of 
dental pieces by using the pre-processed data set from the input and output 
normalisation step –zero mean and unity standard deviation-, the reduction of the 
input vectors dimension –the data set gathered in the previous step- and the use of 
early stopping and Bayesian regularization techniques [33]. 

The model was obtained using the Bayesian regularised criterion when the ANN is 
determined the last step starts and it is then used as fitness functions in a GA. The 
ANN structure -Feedforward Network- has 25 hyperbolic tangent units -layer 1-, 20 
hidden hyperbolic tangent units -layer 2-, 4 hidden hyperbolic tangent units -layer 3- 
and 1 linear output unit. The network is estimated using the Lenvenberg-Marquardt 
method. Indexes of the model are FIT1: 80.1%, V: 0.043 and NSSE1: 0.031. 

The fitness function is the model of the time error in the dental pieces 
manufacturing. GA starts with a randomly generated initial population of size 60 
individuals. Tournament selection is used to determine the parents for the next 
generation. Individuals from the current population are selected proportionally to their 
fitness and forming in this way the basis for the next generation. Two-point crossover 
combines two parents to form a new individual for the next generation and uniform 
mutation with a 0.01 rate makes small changes in the individuals in the population. 
The population obtained by these genetic modifications is evaluated against the 
fitness function and enters a new search process in the next generation. The algorithm 
stops after fixed number of generations is reached and the best individual is returned 
as a solution to the given problem. 

Figure 3 shows the output response of the time error for different unnormalised 
input variable ranges. In Figure 3.a the X-axis shows the thickness, from 8mm to 18  
mm., the Y-axis shows the revolutions per minute, from 10,000 to 38,000 in RPM. 
and the Z-axis represents the unnormalised output variable range from -400 to 0 in s. 
for a constant value of a radius of 1,5 mm. The time error is shown on the bar, too. In 
Figure 3.b the X-axis shows the thickness from 8 to 18 in mm, the Y-axis shows the 
radius, from 0.25 to 2 in mm and the Z-axis represents the unnormalised output 
variable range from -250 to 0 in s. for a constant value of revolutions per minute of 
22,000 RPM. The time error is shown on the bar, too. The time error can be optimised 
for different values of radius, thickness and revolutions per minute; i.e., it is possible 
to achieve the less time error and to find the optimal value of the revolutions per 
minute for a thickness of 14 mm. and a radius of 1.5 mm. -both values fixed- in this 
case the time error and the revolutions per minute are -38.4 s. and 38,000 RPM., 
respectively. Also if the radius and the time error are fixed to 1.5 mm. and -100 s., 
respectively, the thickness and the revolutions to optimise those variables are  
12.41 mm. and 19,900 RPM. 
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(a) 3D graph, the X-axis represents the 
thickness, the Y-axis the RPM. and the Z-
axis the output -time error- for a constant 
value of radius of 1,5 mm. 

(b) 3D graph, the X-axis represents the 
thickness, the Y-axis the radius, and the Z-
axis the output -time error- for a constant 
value of 22,000 RPM. 

Fig. 3. Output response of the time error for different unnormalised input variable ranges 

8   Conclusions and Future Work 

The novel hybrid artificial intelligence system for the optimisation of this industrial 
process can be used in the optimisation of machine parameters for industrial processes 
in general. The process increases the companies’ efficiency and substantially 
contributes to costs reduction of preparation and setting machine processes and it also 
helps in the production process using new materials.  This method has been used in this 
case for the optimisation and adjustments during the manufacturing process of dental 
pieces such as implants according to medical specifications of precisely moulded. 

The dental milling presents an important time error rate of manufacturing which is 
about 48%. This is due to the difference between the estimated time by the machine 
itself and the real production. The model obtained is capable of modelling more than 
80% of the actual measurements in relation to time error -modelling more than 90% 
of the real time of work-. This helps to reduce the error and the variability rate of 
manufacturing processes down to 10%, compared to 48% initially (acceptable error 
rate in planning work for dental milling). 

Future lines of research include modelling the temperature and the erosion (errors 
in length or tooth wear), which is a measure of the quality of the dental milling 
process. Finally, an algorithm will be developed to automatically identify the best 
operating conditions: minor time errors for the manufacturing of dental pieces and 
minor erosion. The resulting model would moreover be applied to different metals 
used in prosthetic dentistry and in other industrial processes. 
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Abstract. Our hybrid color distance is inspired in the human vision sys-
tem, simulating the sensitivity to intensity and chromaticity of the the
retina’s cells: cones and rods. This approach provides excellent edge de-
tection and is the core of our method. The segmentation output depends
on the hybrid distance parameters, whose values define the segmentation
method balance between intensity and chromaticity preference.

Keywords: Hybrid color distance, Spherical coordinates, Dichromatic
reflection model, Image segmentation.

1 Introduction

Image segmentation is one of the key topics in image processing and computer
vision, specially in robotics applications [1]. It is the first step of a lot of computer
vision systems and the result quality of the global process depends on it. We find
in the literature methods based in watershed [2,3], in clustering process [4], and
other features [5]. The watershed methods are based on the gradient information,
usually this gradient is obtained from the image intensity, and the chromatic
information is ignored. The clustering processes are completely dependent of the
color space, therefore classes with few pixels can be incorrectly classified. The
segmentation result is a labeled image where each pixel belong to a class, and a
class is a connected region in the image.

Uncontrolled illumination, noise and edge detection are problems strongly
related. It is most important the use of a suitable distance. We introduce a
hybrid distance. It is grounded in the dichromatic reflection model (DRM) [6]
formulated in a spherical interpretation of the RGB color space, it helps to avoid
the shadows and shines effect. Besides, on one hand with this distance we can
parametrize noise tolerance and on the other hand we can adapt this distance for
a optimal edge detection. We look for an algorithm with a good behavior over
shines and shadows in the image, good noise tolerance, and finally and the most
important, it must give us the “desired perceptual result”. Perceptual quality is
difficult to obtain because it tries to mimic a human mind ability poorly defined
in computational terms. According to [7], “the image segmentation problem is
basically one of psycho-physical perception, and therefore not susceptible to a
purely analytical solution”. Tuning the proposed hybrid distance parameters, we
can configure the segmentation method behavior, therefore matching the result
with our “desired perceptual output”.

E. Corchado, M. Kurzyński, M. Woźniak (Eds.): HAIS 2011, Part II, LNAI 6679, pp. 447–454, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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This paper is outlined as follows. In Sec.2 we will introduce the spherical
interpretation of the RGB color space, its correspondence with chromaticity and
its relation with DRM. Sec.3 explains the hybrid distance. Sec.4 describes our
method. In Sec.5 we will present our experimental results. Finally Sec.6 gives
the conclusions.

2 Spherical Coordinates and Chromaticity

There are several works that use a spherical interpretation of RGB color space
looking for photometric invariants [8,9]. We are interested in the correspondence
between the angular parameters (θ, φ) an the chromaticity Ψ .

An image pixel’s color corresponds to a point in the RGB color space c =
{Rc, Gc, Bc}. The vector going from the origin up to this point can be repre-
sented using spherical coordinates c = {θc, φc, lc}, where θ is zenithal angle, φ
is the azimuthal angle and l is the vector’s magnitude. In the RGB color space,
chromaticity Ψc of a color point is represented by its normalized coordinates
rc = Rc

Rc+Gc+Bc
, gc = Gc

Rc+Gc+Bc
, bc = Bc

Rc+Gc+Bc
, such that rc + gc + bc = 1.

That is, chromaticity corresponds to the projection on the chromatic plane ΠΨ ,
defined by the collection of vertices of the RGB cube {(1, 0, 0) , (0, 1, 0) , (0, 0, 1)},
along the line defined as Lc = {y = k·Ψc; k ∈ R}. In other words, all the points
in line Lc have the same chromaticity Ψc, which is a 2D representation equiv-
alent to one provided by the zenithal and azimuthal angle components of the
spherical coordinate representation of the a color point. Given an image I (x) ={

(R, G, B)x ; x ∈ N2
}

, where x refers to the pixel coordinates in the image
grid domain, we denote the corresponding spherical representation as P (x) ={

(φ, θ, l)x; x ∈ N2
}
, which allows us to use (φ, θ)x as the chromaticity represen-

tation of the pixel’s color.

2.1 DRM Expressed in Spherical Coordinates

The Dichromatic Reflection Model explains the perceived color intensity I ∈ R3

of each pixel in the image as addition of two components, one diffuse component
D ∈ R3 and a specular component S ∈ R3. The diffuse component refers to
the chromatic properties of the observed surface, while the specular component
refers to the illumination color.

A scene with several surface colors, the DRM equation must assume that the
diffuse component may vary spatially, while the specular component is constant
across the image domain. In spherical coordinates is expressed below:

I(x) = (θD(x), φD(x), lD(x)) + (θS, φS, lS(x))

For diffuse pixels (it means, pixels without specular component) the zenithal φ
and azimuthal θ angles are almost constant, while they are changing for specu-
lar pixels (it means, pixels with specular component), and dramatically changing
among diffuse pixels belonging to different color regions. Therefore, the angle be-
tween the vectors representing two neighboring pixels I (xp) and I (xq), denoted
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∠ (Ip, Iq), reflects the chromatic variation among them. For two diffuse pixels in
the same chromatic regions, this angle must be ∠(Ip, Iq) = 0 because they will
be collinear in RGB space. Diffuse pixels are much more abundant than specular
pixels, for this reason spherical coordinates is the best way to identify the true
surface chromaticity. In diffuse regions the angular parameters are more or less
constant. We will use this property for the image segmentation.

3 Edge and Distance

An edge appears in the image when two neighboring pixels have different proper-
ties. There are several approaches to implement edge detection by convolution of
derivative kernels like Sobel or Prewitt over the image intensity. The direct con-
sequence of this approach is a bad color edge detection because the chromatic
information is ignored. Improving these first approach, its convolution masks
can be applied to the color using an euclidean color distance, or better using
hybrid distances [10]. The core of all edge detection methods are the definition
of a distance. Edge measurement is obtained computing this distance among
neighboring pixels.

In the DRM formulation, the diffuse component is better characterized by
the angular components (θ, φ). They are mostly uniform in regions where pixels
have close chromatic properties, and it is independent of the intensity, therefore
independent of the illumination, assuming an uniform chromatic illumination.
In a limit case, if we use only angles to detect edges black-white borders may
go undetected because both colors fall in the same achromatic line, and hence
they have the same chromaticity. We formulate a hybrid distance to solve this
problem.

In images capturing the visual content depend on the contrast between colors
and also on the intensity contrast. If we work with only one of these features
we lose a lot of important information. Then the next question is, what is more
important, intensity or chromaticity? and in what proportion?

Taking inspiration in the human vision, in regions with poor illumination it is
better to use intensity. However in regions with good illumination, chromaticity
is the main feature for the color detector. Two neighboring image regions can
have different colors with the same light intensity, therefore the edge between
them may go undetected using only intensity. On the other hand, achromatic
surfaces are very abundant in nature and the only way to difference colors in the
black-white interval is using the intensity differences. After these considerations
we can see that it is necessary to work with chromaticity and intensity. But the
use of both together through a distance in the RGB color space (for example the
Euclidean distance) is a bad idea, because the euclidean distance between two
points near to the origin is very different than between two points in the opposite
corner, because neither intensity distance nor chromaticity distance are based
on the three-dimensional euclidean distance. Coming back to the human vision,
in the retina we have two kind of photoreceptor cells; rods and cones. The first
one is an intensity detector and the other one is a chromatic detector. Both need
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different energy for its activation. Rods need few energy, for this reason with poor
illumination human beings can detect intensity differences. Cones needs more
energy and for this reason colors are detected only with a good illumination.
Intensity is most important in dark regions and chromaticity importance grows
when the illumination is better. This transition is expressed with the graph
showed in the Fig. 1. This function represents the chromatic activation function.
For values below a it is inactive, for values between a and b it goes from its
minimum energy to its maximum energy h following a sinusoidal shape. Finally
for values bigger that b its energy is always h. The three parameters a, b, h are
in the range [0, 1]. The region under the green line is the chromatic importance
and its complementary, the region over this line is the intensity importance.

Fig. 1. Chromatic activation function α

The function α(I) depends of the image intensity I.Its mathematical expres-
sion is as follows:

α(I) =

⎧⎪⎪⎨
⎪⎪⎩

0 I ≤ a
h
2 + cos

(
(I−a)·π

b−a + π
)

a < I < b

h I ≥ b

(1)

where i depends on the intensity. To apply this distance to two colors we compute
I = |lc1 − lc2 |/2 where lc1 , lc2 are the intensity component l of the spherical
coordinates of the colors c1, c2 and we can express it as α(c1, c2).

Now we can formulate an hybrid distance between any two colors c1, c2 as
follows:

dH(c1, c2) = (1 − α(c1, c2)) ·dI(c1, c2) + α(c1, c2) · dC(c1, c2) (2)

where dI is an intensity distance as dI(c1, c2) = |lc1 − lc2 | and dC is a chromatic

distance as dC(c1, c2) =
√

(θc1 − θc2)2 + (φc1 − φc2)2.

4 Segmentation

We borrow from [11] a formal definition of image segmentation: If P() is a homo-
geneity predicate defined on groups of connected pixels, then segmentation is a
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partition of the image domain set F into connected subsets or regions (S1, S2, ..., Sn)
such that

⋃n
i=1 Si = F with ∀i �= j, Si ∩ Sj = ∅.

To obtain the partition in the aforegoing definition, we label all image pixels.
Each label corresponds to a chromaticity value. Our algorithm output is a bi-
dimensional matrix of integer labels, where each label identifies one and only one
connected region in the image. Therefore, if there exist two separated regions
with the same color, the segmentation output will represent this two regions by
two different labels.

This segmentation method is based is the proposed hybrid distance. The algo-
rithm examines all the pixels in sequence, assigning them labels according to the
labeling of the pixels in its neighborhood. We consider 8-connectivity, so all the
operations refer to the pixels’ 8-neighborhood N8 (p). Four parameters configure
the algorithm behavior. On one hand the distance parameters a, b, h previously
explained. On the other hand a threshold δ to test color similarity. We decide
that two colors c1, c2 are equivalent for segmentation purposes if dH(c1, c2) < δ.
We will call nearest neighbors to the subset of NN (p) ⊆ N8 (p) pixels with
equivalent colors.

Pixels in NN (p) may be labeled or not, and, if some of them are labeled, the
same or different labels may occur. If all NN (p) pixels have the same label, the
current pixel p and all unlabeled pixels in NN (p) will assume this label. When
pixels in NN (p) have different labels, it means that current pixel is at a bound-
ary point between some previously labeled regions whose colors are equivalent,
and therefore we must merge them in an unique label, this is known as “region
merging”. Again, all the pixels in NN (p) are labeled according to the result of
the region merging.

Contrary to other labeling algorithms, a special feature of this algorithm is
that when examining a pixel we can assign labels to more than one pixel. The
current pixel is always labeled in the current iteration, however we make profit
from current neighborhood information to label pixels that are ahead in the
examination procedure. This anticipatory strategy speeds up the process. For
each region label we save the mean chromaticity of its pixels and the amount of
pixels in the region. The segmentation algorithm keeps a label counter R, and
produces a map ΨR assigning to each region label its chromatic value and size.
Therefore, an image region label is described by ΨR = [R, (θ, φ) , #members].

5 Experimental Results

The natural output of a segmentation method is a labels’ vector, in this case is a
bi-dimensional integer matrix, where each number is linked to a label. For a good
visual supervision, the output images are drawn using the label’s chromaticity
and an uniform intensity (l = 0.7).

To validate the proposed segmentation method we will experiment with two
different kind of images, on one hand the well-know Berkeley image database [12]
and on the other hand a private collection of images taken by the robot NAO.
Fig. 2 shows results on the Berkeley database and Fig. 3 shows the results on the
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Fig. 2. Experimental results using Berkeley database

robot images. The parameter settings for the experiments are: δ = 0.02, a = 0.2,
b = 0.4 and h = 0.5. With these values for the dark regions (intensity less than
.2) we use only the intensity distance, whereas for pixels with an intensity bigger
than .4 we use a hybrid distance where intensity and chromaticity have the same
importance. (Images are normalized to the unit interval).

Respect to the first experiment, using the Berkeley database, images are very
different each others and we are using the same parameters and as we can see
results are goods. However, image segmentation is a human ability, therefore
difficult to compute. It means that for images with different properties we can
expect different segmentations. To adapt the output algorithm with our wished
results we must set the correct parameters. In fact, the estimation of the correct
parameters depending of the images properties is an important aspect and it
may be studied in next works.

Respect to the second experiment, images are taken in similar illumination
conditions, therefore results are more stable than in the first experiment. It is
important to realize the good results avoiding shines and detecting correctly
regions with different chromatic properties.

Regarding the speed up, it depends on the expected granularity, or in other
words, it depends on the output size. In the case of the robot images, to resize
the input image is a good idea because robot images are very noisy due to the
robot movements and resizing we remove noise and reduce the computational
cost. These experiments have been computed in a laptop with a processor Intel
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Fig. 3. Robot Images

Core i3 M330 with 4GB of memory, and the code has been written in C#. If
the output size is 160x120 it has an average time response of 250ms , and if the
output has a 80x60 size of 50ms.

6 Conclusions

In this work we propose a segmentation method starting with a physical ap-
proach of the reflectance phenomenon, and hence grounding our method in the
dichromatic reflexion model. The spherical coordinate interpretation of the RGB
color space is the best way to take profit from the DRM theory in the RGB color
space. In spherical coordinate representation it is very easy to detect diffuse re-
gions in the image, however the result is very sensitive to noise in low illumination
regions. We explain the advantages of working with intensity and chromaticity
in two different ways, and we propose a hybrid distance. It must cover our seg-
mentation expectations through the tuning of its parameters. Finally, to design a
segmentation algorithm we apply this distance in a neighborhood-based labeling
algorithm.

The introduced method follows a human vision inspiration and it is very versa-
tile thanks to its parametrization and it can be adapted to different expectations
of segmentation. As we can see in the experimental results it has a good behav-
ior in shines and shadows. Besides it is fast and can be applied in real time in
robotic contexts.

As further works we will to study an automatic estimation of the parameters
a, b, h of this method.
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Abstract. Non-rigid physical elements attached to robotic systems in-
troduce non-linear dynamics that requires innovative control approaches.
This paper describes some of our results applying Q-Learning to learn the
control commands to solve a hose transportation problem. The learning
process is developed in a simulated environment. Computationally ex-
pensive but dynamically accurate Geometrically Exact Dynamic Splines
(GEDS) have been used to model the hose to be transported by a sin-
gle robot, showing the difficulties of controlling flexible elastic passive
linking elements.

1 Introduction

Our group has been working in developing suitable control algorithms for Linked
MultiComponent Robotic Systems (L-MCRS) as categorized by [1]. This kind of
systems offer an inherent complexity due to the dynamics of the physical links
and no relevant literature about this subject can be found. This complexity adds
on the difficulty of dealing with collections of independent robots [2]. As part
of the on-going work, we have started applying different control approaches,
some of them based on analytical detailed models [3,4], some using simplified
spring-like linking-elements [5]. As a prototypical case we have considered the
the hose transportation problem with a single mobile robot at the tip of the
hose. This is a simple formulation of the problem, and the results can serve as
a starting point for further generalization. We have proposed Q-Learning [6] as
the basic approach to learn controllers for this system through experience. Q-
Learning [7,8,9,10] is an appealing learning algorithm from the Reinforcement
Learning family able to learn from on-line experience without requiring accurate
knowledge of the environment and has been successfully used in robotic systems.
Given some sensorial data to characterize the world state, an action selection
policy selects an action and stores information regarding the quality of the action
taken as qualified by a predefined reward system. We have tested several ways of
computing this reward, giving different values to the final state when the system
ends in a state that can not be labeled as a failure or as having reached the
goal. Reinforcement results were provided by the accurate simulation of L-MCRS
developed1by our group [3,4] based on the Geometrically Exact Dynamic Splines
1 Available at http://www.ehu.es/ccwintco/index.php/GIC-source-code-free-libre
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(GEDS) [11] approach to build dynamical model of uni-dimensional objects.
In this work, the control points of splines have been used with an additional
fourth coordinate to represent the hose-twisting. This paper extends the results
giving further insight into the effect of the different learning parameters by the
conducted exhaustive experiments.

This paper is organized as follows: section 2 explains the specifics details
about the experimental system and the Q-learning strategy. Section 3 gives the
results of the different experiments carried out. Our conclusions and comments
are given in section 4.

2 Experimental System Design

We will deal with the elemental hose system in this paper, which is composed
of one hose segment attached to a fixed end (the source) and whose other end
(the tip) is transported by a mobile robot attached to it. The fixed end is set as
the middle of the configuration space. The task for the robot is to bring the tip
of the hose to a destination. The working space where the tip-of-the-hose robot
moves is a square of size 2 × 2 m2. The specific definitions of the Q-learning
experiment realized are the following:

– State: we have defined the state using three alternative models:
S = (Pr, Pd, i), S = (Pr, Pd, i, c) and S = (Pr, Pd, i, P1, P2), where
• Pr = (xr, yr) is the actual position of the tip-of-the-hose robot.
• Pd = (xd, yd) is the desired position of the tip-of-the-hose robot, the

goal.
• i is a binary variable that indicates if the line PrPd intersects the hose.

i = 1 means that there is an intersection.
• c is a binary variable that indicates if the box with corners Pr and Pd

intersects the hose. c = 1 means that there is an intersection,
• P1 = (x1, y1) and P2 = (x2, y2) are two points of the hose that are

uniformly distributed from one end to the other end.
– Working space discretization: we have considered two different discretization

steps of 0,5 m. and 0,2 m. This discretization determines the cardinality
of the universe of states that we are working with, and it determines the
precision of the coordinates of the points Pr, Pd, P1 and P2. Our working
space is, thus, partitioned into 16 and 100 boxes respectively.

– Final state: the final state can be of three kinds.
• Goal: the tip of the hose reaches the goal.
• Failure: the tip of the hose is blocked in its advance by the hose itself.
• Inconclusive: the simulation ends without reaching any of the

aforementioned states.
– Actions: In our problem we can only interact with the scenario using the

mobile robot to change the position of the tip-of-the-hose, so the actions
are the possible motion directions of the robot. We have chosen a small set
of only four actions: A = {North, South, East, West }, meaning that the
robot will move in this direction for a length equivalent to the size of the
resolution box.



Hose Transport with Q-Learning 457

Table 1. Reward systems

r ←

⎧⎪⎨
⎪⎩

+1 if goal

−1 if failure

0 else

r ←

⎧⎪⎨
⎪⎩

+100 if goal

−100 if failure

f (distance) else

f (·) =
(
100 − dist in cm

2

)
reward system code: 10 reward system code: 60

r ←

⎧⎪⎨
⎪⎩

+100 if goal

−100 if failure

0 else

r ←

⎧⎪⎨
⎪⎩

+100 if goal

−1000 if failure

f (dist, i, c) else

f (·) =
(
100 − distance in cm

2

) − 10.i − 10.c

reward system code: 20 reward system code: 70

r ←

⎧⎪⎨
⎪⎩

+100 if goal

−1000 if failure

f (distance, i, c) else

f (·) = − (
distance in cm

10
+ 10.i + 10.c

)
r ←

⎧⎪⎨
⎪⎩

+100 if goal

−100 if failure

f (distance, i, c) else

f (·) = − (
distance in cm

10
+ 10.i + 10.c

)
reward system code: 30 reward system code: 80

r ←

⎧⎪⎨
⎪⎩

+100 if goal

−100 if failure

f (distance, i, c) else

f (·) =
(
100 − distance in cm

2

) − 10.i − 10.c

r ←

⎧⎪⎨
⎪⎩
−1000 if goal

+1000 if failure

f (distance, i) else

f (·) = distance in cm + 100.i

reward system code: 40 reward system code: 90

r ←

⎧⎪⎨
⎪⎩

+1 if goal

0 if failure

0 else

reward system code: 50

– Reward system: We have used several reward systems. In the table 1 we
present all the reward systems that we have used.
• Reward systems 10 and 20: both give a positive reward when reaching the

goal, negative when failing and nothing if the end state is inconclusive.
• Reward system 50: only gives positive reward when reaching the goal.
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• The remaining reward systems give positive reward when reaching the
goal, negative when failing and for the inconclusive states, a function of
the actual distance between the hose tip and the goal. In some cases the
reward function is also function of the binary variables c and i.

– α: [0 < α ≤ 1], as we suppose that we are working in a deterministic envi-
ronment we can assume that the value of this parameter is 1, so the Q-table
update expression is: Q (s, a) ← r + γ maxa′Q (s′, a′).

– γ: [0 < γ ≤ 1], we have set this value to 0,9.
– Action selection: we have chosen an ε-greedy policy, and we have set this

value as 0, 2. So we choose the action a with this criterion:

a ←
{

max
a′

Q (s, a′) with probability (1 − ε)

any a′ ∈ A with probability ε
.

Fig. 1. Episode where the tip of the hose robot reaches the goal

Figure 2 shows a success episode in which the robot carrying the tip of the hose
goes from a original position to a destination position.

3 Experimental Results

The experiments that we have designed consisted in the systematic exploration
of the combinations of state, reward system and discretization step. Besides,
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Table 2. Total episodes of the training phase (thousands of episodes)

state model
S = (Py, Pd, i) S = (Py , Pd, i, c) S = (P r, P d, i, P 1, P 2)

reward �s �s �s �s �s
system 0′5 m. 0′2 m. 0′5 m. 0′2 m. 0′5 m.

10 6.410 1.740 5.920 1.410 9.830
20 6.410 460 6.490 370 10.260
30 6.070 1.900 6.700 1.510 12.360
40 4.530 780 4.440 650 12.480
50 7.330 2.260 7.540 1.660 22.620
60 22.650 1.010 20.470 750
70 23.290 1.090 20.450 620
80 34.490 2.350 31.270 1.940
90 37.970 2.810 36.430 1.980

Fig. 2. Percentage of successful runs (reaching goal) obtained in test phase with each
reward system and state definition over a hundred simulations per combination of
parameters

we have obtained numerical values of the results with different training time
(expressed in terms of training episodes) in order to compare the learning of
the same systems varying this parameter. The number of total episodes that we
have carried out with each combination in the training phase is in table 2. In
this way we have obtained the results that are shown in figure 2 and figure 3.

In these figures we show, for each combination of reward system and state
model (with each different discretization step), the percentage of episodes where
the robot reaches the goal in figure 2, and the percentage of episodes concluded
because the maximum allowed step count was reached in figure 3. For each
combination we show the results obtained in the test phase with 100 different
initial configurations.

The best results correspond to the reward system code 20 with the state de-
fined as S = (Pr, Pd, i, P1, P2), the success rate, i.e. the percentage of episodes
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Fig. 3. Percentage of runs terminated because they reached the limit number of steps
obtained in test phase with each reward system and state definition over a hundred
simulations per combination of parameters

where the robot reaches the goal, is 77% of the test episodes. The 2% of the
test episodes concluded because the maximum allowed step count was reached.
Finally, 21% of the test episodes failed either because the robot collided with
the hose or because the whole system reached a non-feasible position. The worst
results come from the reward strategies 40, 60, 70 and 90 that give some combi-
nation of the distance to the goal and the binary variables as the reward function
in the inconclusive state. They have the worst accuracy results and the higher
number of simulations ended because they reached the step limit. The reward
systems that gave a null reward or pure negative reward in terms of distance
to the goal in the inconclusive final states were the ones with better results,
regardless of the definition of the state, which is indicative of the robustness of
the approach.

In general, we can see that increasing the training episodes the result in the
test phase improve slightly in two ways: firstly, the number of episodes that finish
with success have experienced a slight increase. On the other hand, the number
of episodes that fail decrease to increase the number of those that finish because
the maximum allowed step count was reached.

4 Conclusions

As a matter of interest to our group, we have approached the design of a con-
troller for a hose transportation problem in a L-MCRS multiagent system us-
ing Reinforcement Learning methods, more specifically, Q-learning. We have
restricted work in this paper to a single robot moving the tip of the hose to a
desired position, while the other end is attached to a fixed position. We have
tested a number of combinations of the model, the reward systems and the step
size used in the discretization process. Results of the training computational
experiment are good for some combinations.
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In this paper we have paid much attention to the time needed to get a rea-
sonably good training in terms of episodes. Viewing the experimental data we
can realize the fact that investing much more time in the training phase, the
results improve, but the ratio of that improvement is not linear in relation to
the computational effort. As a result of our experiments, we conclude that one
of the biggest issue while conducting experiments was the large duration of sim-
ulations, mainly because the hose model’s computation requirements, but also
due to the huge number of episodes needed to explore before learned Q-table
exploitation can yield good results.

Further work will be directed to optimize the state-action space represen-
tation, while keeping the most important information required for the learning
purpose. We will also attempt to apply the learned control strategy on real robots
to further validate the results. Long term research will deal with learning control
strategies for a collection of robots attached along the hose. We will evaluate the
application of hierarchical decomposition techniques [12] and the application of
alternative knowledge modeling paradigms such as [13,14].
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Abstract. When conventional Q-Learning is applied to Multi-
Component Robotic Systems (MCRS), increasing the number of com-
ponents produces an exponential growth of state storage requirements.
Modular approaches make the state size growth polynomial on the num-
ber of components, making more manageable its representation and ma-
nipulation. In this article, we give the first steps towards a modular
Q-learning approach to learn the distributed control of a Linked MCRS,
which is a specific type of MCRSs in which the individual robots are
linked by a passive element. We have chosen a paradigmatic application
of this kind of systems: a set of robots carrying the tip of a hose from
some initial position to a desired goal. The hose dynamics is simplified
to be a distance constraint on the robots positions.

1 Introduction

The key feature that makes traditional control techniques inappropriate for
Linked Multi-component Robotic Systems (L-MCRS) [2,3,7] is the non-rigid
physical link that imposes certain physical constraints and induces non-linear
dynamics in the system. Our previous work deals with the application of dis-
tributed control schemes based on consensus techniques to very simple L-MCRS
where the links are modeled as springs [5,6]. As an alternative approach to tra-
ditional control, we propose [4] the application of Q-Learning algorithm to learn
from experience.

The Q-Learning algorithm is part of the unsupervised Reinforcement Learn-
ing (RL) [9,11] method family and has become very popular because of its good
behavior despite its simplicity. The algorithm does not require any a priori knowl-
edge about the environment and it can even learn from simulated state transi-
tions. A learner is assumed to observe discrete states s ∈ S from the world,
choose a discrete action a ∈ A to be taken following policy π : S → A and
observe new state s′. A previously defined reward function immediately maps
perceived states to a scalar real reward (r) describing how good or desirable the
state is: r : S → R. While the reward is the immediately observed signal quali-
fying the observed state, the sum of all the rewards observed over time is called
the value. Knowledge can be acquired from episodic (finite tasks) or continuous
tasks. Once a reward is obtained, an agent can update its previous knowledge
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about taking action a in state s (described by a real number Q(s, a)) using the
following expression:

Q(s, a) ← Q(s, a) + α

(
r + γ ∗ max

a′
{Q(s′, a′) − Q(s, a)}

)
, (1)

where α ∈ [0, 1] is an step-size parameter indicating how fast the agent is desired
to learn and γ ∈ [0, 1] is a discount-rate parameter that weights earlier rewards
higher than later ones. All those Q-values are usually stored in a look-up table
and each of the entries represents how good an action has been in a state. Q-
Learning algorithm updates entries as soon as an action is taken based on the
estimated value of the new state observed; as it can be seen in equation 1, this
estimation is based on the best Q-value available in state s′. An action selection
algorithm must be defined so an action is selected according to the observed state
every time-step. While the straightforward approach (greedy action selection)
involves always selecting the action with the highest Q-value exploiting available
knowledge, this prevents the agent exploring yet unknown action-state pairs and
thus, not allowing it to explore possibly better actions. This compromise between
exploration and exploitation is usually solved using a ε − greedy algorithm (a
random action is selected with probability ε while the best action is chosen with
probability 1 − ε) .

The main drawback of using Q-Learning with explicit look-up tables is called
curse of dimensionality: as the state space increases, the size needed to store the
Q matrix grows so fast it easily becomes an unpractical approach to real appli-
cations. To deal with this problem in the L-MCRS control learning, we explore
the concurrent learning [10] which uses simultaneously multiple RL modules as-
signing each of them a subtask to carry out. Each module represents the world
as a subspace of the sensorial information available to the agent (ideally, it only
receives the state input needed to properly learn its subtask) and they all are
able to learn concurrently.

Another problem that arises in multi-agent domains is how to assign credit
to agents when the team achieves a goal. Three main approaches may be dis-
tinguished: global rewards, local rewards and mixed approaches. Global rewards
are those given to the whole team when it achieves a team-level goal. Local
rewards are those based exclusively on individual performance. The latter dis-
courages lazy behaviors but doesn’t encourage coordination either, so they are
not appropriate for team-level goals.

Coordination of agents [1] is also an interesting and non-trivial issue, because
if the system does not act in a coordinated way, it may lead to unexpected results.
For the scope of this work, we will assume that robots will have permission to
move in a round-robin schedule, that is, an explicit order will be defined and
robots will make discrete moves in turns so robots can consider the remaining
robots as static during their turn.

This paper is structured as follows: first we introduce the Modular Concurrent
Q-Learning concepts and issues in section 2 including features of our own mod-
ular approach to L-MCRS. Section 3 presents the application chosen to test our



Towards Concurrent Q-Learning 465

approach. Section 4 shows the results obtained giving details of the conducted
experiments. Finally, conclusions and future work comments are presented in
section 5.

2 Modular Concurrent Q-Learning

Let n be the number of learning agents in a multi-component system, m the
number of modules each agent runs and c the number of possible actions each
agent can take. For a discretely perceived world state s ∈ S, the ith module is fed
with a subset siεSi ⊂ S which is expected to be relevant to achieve its goal. Let
us denote as Qi(si, a) the Q matrix entry of the ith module relating its partial
state si and action a.

Fig. 1. Modular Q-Learning Scheme

The typical approach to learn different subtasks or behaviors concurrently
involves using a Module Mediator (also referred to as Module Arbiter in the lit-
erature) responsible for action selection, as represented in Figure 1. Each module
has its own Q matrix representing its partial knowledge of the world state si and
modules may even compete imposing their preferences to the rest. To select the
next action we will follow the Greatest Mass (GM) strategy [12] defined as:

π (si) = arg max
a∈A

m∑
i=1

Qi(si, a),

which selects the action that maximizes the sum of local agent Q-values.
An additional advantage of using separate modules is that some subtasks (those

that can be learnt independently of other agents’ policies) can be trained sepa-
rately, thus reducing the exploration space as the state space shrinks to the mod-
ule’s state subspace | si |. This reduction often gives the possibility to consider
using exploring starts [11], which assure a better exploration of the state space.

Two different type of tasks can be easily distinguished in L-MCRS: those
trying to reach one or more goals and those satisfying the physical constraints
imposed by the linking element so as to avoid the hard-to-control undesired
effects (e.g, force exerted by the hose if stretched). To cope with the different
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nature of these two module types, we propose distinguishing goal modules and
constraint modules while keeping the structure coherent with that already rep-
resented in Figure 1. Constraint modules are expected to learn which actions are
not to be carried out in a given state, while goal modules learn how to reach the
goal not being even aware of the constraints present. We use positive rewards in
the goal-oriented modules whenever the goal is reached, negative rewards in the
constraint modules if a constraint is not respected and neutral rewards otherwise.
The discount-rate parameter γ is different for both types of learning modules:
goal-oriented modules will use a rather low γ parameter and constraint-type
modules will work best with a high value, so they can learn on a one step basis.

2.1 Veto-Based Action Selection

To enforce the constraints, we propose to use a simple veto system, allowing
constraint modules to impose a veto to actions that have broken constraints
in the past. A boolean vector Vi ∈ {true, false}c is defined for each Module
Mediator as follows:

Vi(aj)

{
true if Qi(si, aj) < vt

false else
,

where i = 1, ..., n, j = 1, ..., c and vt is the threshold for imposing the veto. This
means that if, under state si, a constraint module i has a value Qi(si, aj) below
the veto threshold, action aj is forbidden for that state. Traditional ε − greedy
is then used to select an action among the available ones, assuring this way that
taking a random action will not result in an abrupt failure once the modules have
a minimum amount of experience, avoiding that way the main problem towards
appropriate learning. Instead of manually tweaking the ε parameter, we obtain
a simple approach to keep goal-focused exploration while avoiding constraint-
related termination conditions. Of course, the downside to this technique is that
it only works properly with deterministic constraints because exploration is dis-
abled for states found to be undesired in the past.

3 Hose Transport Application

As a paradigmatic application of L-MCRSs, the hose transportation problem
has been chosen. A group of n robots attached at fixed points of a hose must
carry the tip of the hose to a given position avoiding collisions. The source of
the hose is assumed to be located in the (0, 0) cell and robots are identified by
an integer number in range [0, n − 1], where the robot carrying the tip of the
hose is labeled as 0 and the rest labels are given according to the position on
the hose as shown in Figure 2. In this figure, Pi = (P x

i , P y
i ) denotes the discrete

coordinates position of the ith robot on the grid representing the world and the
goal position will be noted as Gi = (Gx, Gy). For the scope of this article, the
hose between ith and i + 1th robots is represented as the line segment Pi −Pi+1,
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which has a maximum nominal length of L times the size of grid cells. Because
the ultimate goal for the team of robots is for robot number 0 to reach a goal
position, no matter where the rest stand as long as constraints are respected, it
made sense to use a global reward signal for the goals.

Fig. 2. Representation of the robots and the goal on the grid

3.1 Modules

Our experiments involved a variety of module combinations (including both ho-
mogeneous and heterogeneous agents) and the best results were achieved using
two goal-modules and three constraint-modules:

1. Goal-1 : This module models the state as the combination of the distance to
the goal and the angle formed by the hose segment and the goal. Training
uses a global reward: whenever the tip of the hose reached the goal, a positive
reward was given, else a neutral value.

2. Goal-2 : A simplification modeling the state as the distance to the goal.
3. Constr-Distances: The module models the length constraint on the hose

segment ahead of the robot. It receives a negative reward every time any of
them exceeds the maximum allowed length, and a neutral one otherwise.

4. Constr-Collisions : This module learns to avoid collisions between robots and
hose segments. State is modeled as a set of boolean values, each of which
indicates whether there is an obstacle (robot or hose segment) within one
time-step reach in a direction corresponding to one of the allowed actions.

5. Constr-InGrid: The robots were desired to stay within a predefined bounds.
This module gives a negative reward if the position is outside the allowed
bounds, neutral otherwise.
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4 Experiments

A set of experiments were conducted to test our modular multi-agent learn-
ing approach for L-MCRS. We used a grid of 21 × 21 cells, a maximum hose
length Lhose of 26 cell units and the step limit count for episodes was set
to 400: episodes that didn’t reach the goal within this limit were forced to
abort. In all the cases, the ε parameter had a fixed value: 0.1. Robots were
allowed to take any of 9 actions at each time step: move North, North-east,
East, South-east, South, South-west, West, North-west or no move at all. All
of them were considered to be deterministic, always reaching the intended po-
sition. Episodes were randomly generated to have a more realistic measure of
performance, rejecting those that didn’t fulfill all the constraints. We report
results on the improvement introduced by the use of the veto system (Experi-
ment B) versus the conventional greedy action selection (Experiment A) in the
concurrent training of the agents. Two different graphs were plotted for each
of the experiments: the success rate of the system related to the constraint
module errors for a system with 6 robots, and the success rate for different
number of robots.1. Videos were generated for each of the experiments to visu-
ally validate the simulations2. Figure 3 shows the evolution of the percentage
of episodes reaching the target as the training evolves for both experiments
and for an increasing number of robots. It both cases, increasing the number
of robot dramatically reduces the capacity to reach the goal. Hover results are
much better for the veto system (figure 3(b)) than for the baseline greedy system
(figure 3(a)).

(a) (b)

Fig. 3. Experiment A: Success rate for different number of robots. (a) Experiment A,
(b) Experiment B.

1 Note: all charts used express normalized rates [0, 1] on y-axis and episode count on
x -axis.

2 Some videos can be downloaded from
http://www.ehu.es/ccwintco/index.php/Borja-videos

http://www.ehu.es/ccwintco/index.php/Borja-videos
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5 Conclusions

We have presented a modified veto-based version of existing Modular RL tech-
niques suitable to deal with L-MCRS and we have applied it to the multi-robot
hose transport problem. Results show that combined use of separate constraint
module training and a veto system leads to a very good learning rate and success
rate. We also studied the scalability of the system and, although increasing the
number of agents decreased slightly the performance of the learning algorithm,
results showed very satisfactory.

Our approach has two main limitations: robots are limited to move in turns
to avoid the coordination issues, and it assumes deterministic constraints. On
the future, our work will focus on introducing the learnt Q matrices in a simula-
tion environment that includes more realistic hose models for further validation
of the approach and the assumptions made. It also will address the coordi-
nation issues so robots can move simultaneously and will consider completely
stochastic environments. More complex tasks and scenarios may also benefit
from integrating hierarchical structures and this is also a very appealing field of
research.

It is our belief that L-MCRSs have a very unique idiosyncrasy that requires
specific approaches and more effort should be focused on this particular research
area before more complex applications can be solved. Modular approaches in-
spired in the general hierarchical systems theory should be pursued [8].
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Abstract. This paper describes an approach for the progressive construction of 
controllers for sets of robots performing collective behaviors. The procedure is 
based on the incremental construction through evolution of a neural multilevel 
behavior architecture where the higher-level behaviors modulate the actuation 
of the lower-level ones. This hybridization permits simplifying the design of the 
behavior controllers and allows obtaining them in evolutionary processes with-
out making the search space huge. From a cognitive point of view, the proce-
dure could be thought of as an incremental learning procedure where the robot 
first learns basic responses and then uses them within more elaborate decision 
and actuation processes progressively increasing complexity. 

1   Introduction 

In the last few years, a lot of effort has been devoted to the generation of coordinated 
behaviors for large (and sometimes not so large) groups of robots. Work has been 
carried out on the formalization of the problems [1][2] in order to produce hand 
crafted algorithms or controllers for particular tasks, as well as on implementation 
issues [3][4]. However, many of these approaches are particular to a behavior (i.e. 
foraging, flocking) or environment, often using homogeneous sets of controllers, and 
cannot be considered a general framework for the generation of collective behaviors. 
There is, however, some work, such as [5] or [6], that is beginning to appear where 
some problems are characterized and a study of the production of collective solutions 
is carried out in order to determine the most appropriate approach for each case. The 
main problem, which is often ignored, is that the structure of most real world prob-
lems does not allow for an easy decomposition into sub-problems or, in robotic terms, 
particular subtasks, nor are they known beforehand and, consequently, the robot 
teams that solve them must arise in a joint manner as it is through the interaction of 
the components doing their tasks and not through the tasks themselves that the final 
objective is achieved.  

In this work we are interested in what could be considered an engineering ap-
proach. We want to obtain systems that produce specific behaviors required for par-
ticular tasks or processes. We are, thus, contemplating a design process the objective 
of which is to produce the appropriate controllers for the individual entities participat-
ing in the collective process, so that the whole does what it is supposed to do. These 
types of design processes are necessary in many different realms. Examples can be 
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found for robots in industrial settings, where a few robots must collaborate to perform 
a task such as exploring an area [3] or for large sets of robots such as in the field of 
nanotechnology and nanorobotics[7], where thousands of individual entities must be 
controlled to produce a collective that achieves the goal in a given environment. 

As these control systems are complex, the basic idea in this paper for the design of 
collective behaviors is that one has to provide a coherent controller architecture and 
construction mechanism that makes efficient use of previously obtained information, 
and that allows for an automatic incremental construction of the individual behaviors 
within the collective system [8]. Such mechanism could start from an initial creation 
of simple low level behaviors, by evolution or learning in simple and controllable 
circumstances, which are aggregated and modulated by higher level behaviors that are 
created taking the low level behaviors as primitives (at least, those low level beha-
viors that are required for the task). Thus, in what follows, we will present a modula-
tion based architecture that is used to produce controllers for multirobot teams that 
collectively produce behaviors leading to the completion of the task in hand. We will 
also discuss how it can be implemented through the classical hybridization of evolu-
tion and artificial neural network based structures. 

2   Description of the Architecture and Procedure 

The objective of this procedure is to automaticallyobtain the behavior of a collection 
of robots acting together making it feasible to reuse previously obtained beha-
viors,making the production of ever more complex behaviors for therobots more pro-
gressive and easier. It is based on a hierarchical modulation based controller behavior 
architecture where both the controller modules and the connections among them are 
obtained through evolutionary processes and that is described with detail in [9]. These 
modules are based on Artificial Neural Networks due to their excellent characteristics 
as universal function modelers. 

Thus, in a first stage, the simplest behaviors (low level behaviors) are identified an-
dobtained separately as a whole using evolutionary processes in very simplified envi-
ronments. That is, a single ANN is obtained to implement the behavior and take control 
of effectors. One can have behavior libraries out of which behaviors may be reused and 
this step can be skipped. Higher-levelcontrollersdo not directly control effectors but mod-
ify the way lower level controllers act. They are obtained, together with their connections 
to lower level controllers, through evolution in environments that are particularized for 
their particular behavior and make use, if possible, of previously obtained lower level 
controllers that are appropriate for their task. Obviously, in many cases, the available 
lower level behaviors are not appropriate for the higher-level modules to be able to im-
plement the desired global behaviors and thus it is necessary to simultaneously obtain 
another low-levelbehavior that complements those already present and performs every 
task not covered by them. By iterating this process as required a tree-like control archi-
tecture (Fig. 1 left) is obtained. Higher-level modules modify the operation of lower level 
modules by acting on their inputs or their outputs through product operations. We have 
called these processes input / sensor modulation and output / actuator modulation. More 
formally, being X and Y any two modules:  

 



 Evolutionary Procedure for the Progressive Design of Controllers 473 

• X is an ancestor of Y if there is a path from X to Y. 
• X is a descendant of Y if there is a path from Y to X. 
• X is a direct descendant if there is a path of length 1 from Y to X. 
• X will be called a Root node (denoted as R) if it has no ancestors. There can be 

more than a root node. 
• X is an actuator node (A) if its outputs establish values for the actuators. 
• X is an actuator modulating node (AM) if its outputs modify (multiplying by a value 

between 0 and 2) the outputs of its descendant nodes of type A. The modulations 
propagate through the controller hierarchy until they reach the actuator nodes in such a 
way that if between R and A there is more than one AM that modulates one output of 
A, the resulting modulating value will be the product of the individual modulations in 
the path. Assuming that AM wishes to modulate the values of n actuators, its number 
of outputs must necessarily be n*number of direct descendants, as the modulation 
propagated to each descendant is usually different. When more than one node A pro-
vides values for the same actuator, the actuator receives the sum of these values. An 
AM does not necessarily modulate all the actuators over which the set of nodes acts, 
just any subset of them.  

 

Fig. 1. Left: Example of a controller with all the elements of the architecture. Right: Alternative 
representation for the architecture (arrows represent blocks of connections) 

• X is a sensor modulating node (SM) if its outputs modify (multiplying by a value 
between 0 and 2) the inputs of its descendant nodes. The modulations propagate 
through the controller hierarchy until they reach the actuator nodes in such a way 
that if between R and Y there is more than one SM that modulates one input of Y, 
the resulting modulating value will be the product of the individual modulations in 
the path. Assuming that SM wishes to modulate the values of n sensors, its number 
of outputs must necessarily be n*number of direct descendants, as the modulation 
propagated to each descendant is usually different. An SM does not necessarily 
modulate all the sensors over which the set of nodes act, just any subset of them. 

• X is a selector node (S) if its output selects one of its direct descendants as the 
branch to follow, short-circuiting the others. This is a particular case of an AM that 
modulates with a value of 1 every actuator of one descendant and with 0 every  
actuator of the remaining descendants but, if we want this behavior, evolution is 
simplified by identifying the node as a selector drastically reducing ANN outputs. 
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• X is a continuous selector node (CS) if the node output modulates one of its de-
scendants with a given value and the other descendants are modulated by its com-
plementary. This node is another particular case of AM. 

The use of actuator modulators leads to a continuous range of behaviors for the transi-
tions between those determined by the individual controllers. In addition, sensor 
modulators permit changing how a module reacts under a given input pattern  
transforming it to a different one. This way, it is very easy to make changes in that 
reaction for already learnt input patterns. The construction of the control architecture 
produces an apparently hierarchical structure, but this is due to the incremental nature 
of this process. Taking into account the way modulators act, the control architecture 
is, in fact, distributed as shown in the alternative (functional) representation of Fig.1 
right. 

3   Collective Supply Example 

The present architecture and design approach has been used to obtain the controllers 
for groups of robots that had to perform different tasks. Here we are going to concen-
trate on one of these scenarios and use it as a way to demonstrate how the progressive 
development of complex group behaviors can be achieved through a sequence of 
simpler steps that lead to the production of the elements that make up the modulating 
architecture controlling each individual. For the sake of clarity, in this example we are 
going to assume that all the robots participating in the task use the same controller 
(although this does not necessarily have to be this way). 

We have a scenario where a group of simulated robots must provide humanitarian 
aid in an area with several villages in conflict that must be supplied. In this scenario 
there is a resource levelassociated to each village representing the scarcity of goods 
for basic subsistence. The higher this level, the higher the urgency of supplying the 
village, and the robots must visit it sooner. In addition, there isa danger level  
associated to the whole area that represents how risky is to visit the villages providing 
aid. When this danger level rises, the robots must travel close together to support each 
other in case of attack, that is, as a convoy. If this level is low, each robot can deliver 
the goods alone without risk. To solve the task, the robots have sensors for the  
resource level of each village and danger level of the area (simulated as a communica-
tion), they are capable of seeing other robots in their surroundings and detectingthe 
villages’ exact position. The global task consists on providing the humanitarian aid as 
soon as possible assuming the lowest risk for the robot’s integrity. 

The particular modulation architecture for this example is shown in Fig. 2 and was 
constructed from the bottom up, by starting with the basic low-level behaviors. These 
basic behaviors are devoted to the motion behavior of a robot in order to ignore  
orapproachobjects in the environment, in this case, villages or robots. Above that, it 
was necessary to implement two modulation levels (see Fig. 2) that will be discussed 
in the following sections.  



 Evolution

F

3.1   Low-Level Behaviors

As indicated above, there 
robots and villages that nee
bots can travel grouped or 
lage, the robots can approa
level behaviors that can be
villages. These lower level 

• Reach an object: the in
the group of similar ob
linear and angular spee

• Escape from an object
case, the outputs should

These controllers are con
teristics: 2 inputs, one hidd
poral processing ANNs wa
riment, where the robots m
basic behaviors was obtaine
rithm with a population of
ness is calculated through t
plied by each robot during 
ditions (initial positions). T
caping from the objective (
utility value. As an example

nary Procedure for the Progressive Design of Controllers 

 

Fig. 2. Controller used in the example 

s 

are two different relevant elements in the environme
ed aid. Depending on the danger level of the area, the 
isolated, and depending on the resource level of each 

ach it or ignore it. As a consequence, there are four lo
e identified, that is, reaching or escaping from robots
behaviors could be generalized into two: 

nputs are the distance and the angle to the center of mas
bjects in the visual field of the robots. The outputs are 
eds to reach the objective. 
t: the inputs and outputs are the same as before but, in 
d lead the robot away from the objective. 

nstructed as delay-based ANNs [10] with the same char
den layer of 4 neurons and 2 outputs. The inclusion of te
s necessary due to the dynamic characteristics of the ex

must modify their direction in real time. Each of the t
ed by evolution of the ANNs using a canonic genetic al
f 240 individuals. During the evolutionary process the 
the addition of particular utility values for each action 
100 steps (100 actions applied) for 10 different initial c

The utilities have been defined so that approaching or 
depending on the desired behavior for the controller) su
e of the followed procedure, for the approaching behavio

 ∑ 10 · · ,                   

475 

ent: 
ro-
vil-
ow-
s or 

s of 
the 

this 

rac-
em-
xpe-
two 
lgo-
fit-
ap-

con-
es-

ums 
or: 

 (1) 



476 P. Caamaño et al. 

where n is the number of st
the action,dpost is the distan
maximum distance to the ob

In Fig.3 we have represe
al and the mean fitness valu
ANN controllers. As show
reaches a high fitness level
ly achieved by the robots. T
an aggregation of the value

As a conclusion, we can 
easy to evolve and the ANN
This implies that the contro

 

Fig. 3. Evolution of the fitness
tion through the generations 
from (right) an objective 

3.2   High-Level Behavior

Once we have evolved the
escape from villages and 
correspond to the distance t
ing robots (represented in 
controlling the robot team 
that the robots travel isolate
have evolved a continuous 
two low-level behaviors o
depending on the danger le
from 0 (no danger) to 10 (m
must try to reach the cente
and escape from it in case o

This modulator node is 
put, the danger level, one h
what proportion of the low 
1). It was obtained using a 
with just two extreme value

teps, dprevis the distance to the objective prior to execut
nce to the objective after applying the action and dmaxis 
bjective.  
ented the evolution of the fitness value of the best indivi
ue of the population through the generations for these t

wn in the graph, in about 250 generations, the evolut
, which implies that these simple behaviors are success

The fitness value oscillates because it is being calculated
s in several different runs. 
say that the selected low-level controllers are, as expec

Ns that represent them contain a small number of neuro
ol is simple and accurate. 

s value of the best individual and the mean fitness of the pop
for the controllers involved in approaching (left) and escap

s 

e basic low-level behaviors the robots are able to reach
other robots, depending on whether the sensorial inp
to the nearest village or the center of mass of the neighb
Fig. 2 by nodes 3, 4, 5 and 6). The next step consists
behavior as a function of the danger level of the area

ed or as a group. To achieve this middle-level behavior,
selector node(CS) that acts as a modulator controlling 
f reaching or escaping from other robots(ignoring the

evel input value (node 2 in Fig. 2). Thedanger level va
maximum risk) and the desired response is that each ro
r of mass of its set of neighbors in case of maximum r

of minimum risk. 
represented by a multilayer perceptron ANN with one
hidden layer with two neurons and one output that sele
level controllers must be used (normalized between 0 
genetic algorithm with a population of 80 individuals 

es for the input, 0 and 10.  

ting 
the 

idu-
two 
tion 
ful-
d as 

ted, 
ons. 

pula-
ping 

h or 
puts 
bor-
s in 
, so 
 we 
the 

em) 
aries 
obot 
risk 

e in-
ects 
and 
and 



 Evolution

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.4 (left) represents th
about 25 generations the co
an example of the response
robot team in a simulation
robots tend to get closer tog

The second and last leve
lages, being the most prior
this module must control th
lage and, in addition, it mu
controls the behavior of the

In this case, an actuator 
using a multilayer perceptr
two hidden layers with 3 ne
ulates the approaching vill
troller and the third the outp
a genetic algorithm with a p
for the resource requiremen
modulator should use the o
the villages as aid is urgen
sourcerequirement level is 
level controller that ignores

 

Fig. 5. Behaviors provided by

Fig. 4

nary Procedure for the Progressive Design of Controllers 

he evolution of the modulator. It can be observed tha
ontroller reaches almost the highest fitness level value.
e of thiscontroller, Fig. 4 (right)displays the behavior of 
n. From top to bottom, the danger level increases and
gether in a continuous manner. 
el of modulation depends on the resource level of the 
ritarymagnitude for this particular task. As a consequen
he low level behaviors of reaching or escaping from a 
ust control the middle-level behavior obtained above t

e team depending on the danger level. 
modulating (AM) node (module 1 in Fig. 2) implemen

ron ANN with one input, the resource requirement le
eurons each and 3 outputs was used. The first output m
age controller, the second the escaping from village c
put of the middle-level CS controller. It was obtained us
population of 130 individuals and with two extreme val
nt level input: for 10, maximum resource requirement, 

output provided by the low-level controller that approac
t and ignore the other two modules, whereas when the
0, the modulator should increase the relevance of the lo

s the villages and the danger level. 

y the complete controller for different resource and danger lev

. Evolution of the continuous selector module 

477 

at in 
 As 

f the 
dthe 

vil-
nce, 
vil-
that 

nted 
vel, 

mod-
con-
sing 
lues 
the 

ches 
e re-
ow-

 

vels 



478 P. Caamaño et al. 

Evolution was successful again and the behaviors are displayed in Fig. 5 as a func-
tion of the resource and danger levels. From left to right: resource requirement level 
of 10 and a danger level of 0, resource requirement and danger levels of 10 andre-
source requirement and danger levels of 0. 

4   Conclusions 

This paper provides a modulation based ANN architecture that facilitates the combi-
nation of several ANN based controllers into a single behavioral controller for robots. 
The architecture facilitates the progressive construction of complex controllers, espe-
cially when considering evolution. This structured way of doing things permits using 
simple environments and usually single robot simulations to obtain low level beha-
viors and then increase complexity by adding controllers that modulate these low 
level controllers or other controllers below them leading to growing behavior based 
controllers in an incremental manner. 
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Abstract. This work analyses the state of the art in the field of Evo-
lutionary Robotics and marks the path we select in the design of evo-
lutionary strategies. The aim of this text is to describe the lines that
we are going to follow in the foreseeable future. Our goal is to create
through evolution the neural network that couples with a complex hu-
manoid robot body. For us the problems of a non-structured environment
and of Evolutionary Robotics need a sub-symbolic conexionist approach
based in Nouvelle AI that can cope with the coupling among sensorimo-
tor, neural and environment parts. We also describe the tools we choose
to accomplish this task.

Keywords: Evolutionary Robotics, Spiking Neural Networks, Artificial
Life, sub-symbolic, small-world topologies, CUDA.

1 Introduction

Current computer power brings us the opportunity to search for new paths in
Robotics but most of the research is based on the classical Artificial Intelligence
paradigm, which relies on a top-down human design. Sometimes the problems
are too complex to solve them by hand. The alternative is to build systems with
a strong bio-inspired bottom-up structure, to let the evolutionary algorithms
to select the appropriate links and relations among the basic parts, taking into
account new theories in the field of graphs and networks. In this work we propose
a system to exploit the computer power and get not-so-simple behaviours from
very low-level primitives with the aim to obtain a truly scalable system.

Evolutionary Robotics [1] has its roots in Artificial Intelligence [2,3], Artificial
Life [4], evolutionary strategies [5,6], and in neural networks [7].

2 State of the Art

Our recent work [8,9,10] describes the state of the art in Evolutionary Robotics.
ER is a type of Behaviour-based Robotics and hence there are two forms of un-
derstanding: the classical approach to robotics and the line defined by Rodney
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Brooks to avoid the problems caused by the use of representations. Ronald Arkin
depicts these ideas as a continuum in a spectrum. The Spectrum of Robot Con-
trol [11] represents the range of of robot control strategies from a deliberative
symbolic, classic AI, high level cognitive approach for a structured environment
and a reactive, sub-symbolic, Nouvelle AI conexionist based system that can
cope and couple with a non-structured environment. The latter is more suitable
for a embodied and situated robot controller since it applies the Symbol Ground-
ing Hypothesis, and the former excludes the connection between the world and
the system [12] because the designer has to set symbol primitives to represent
the atomic stimuli.

Embodiment and situatedness are two ideas that we have to take into account
if we want to get a robot for a non-structured environment, because the infor-
mation that the robot needs is closely related to the filtering that the body and
sensors physically do. There is a coevolution between the neural system and the
shape and function of the sensors. The body as a whole determines and modifies
the given response to a stimulus.

Evolutionary Robotics is a young discipline that has followed this approach
achieving complex behaviours that emerge from simple interactions among the
parts of the system. Nevertheless, there are two problems that have to be ad-
dressed in order to obtain more powerful robots: morphogenesis and scalability.
First attempts of morphogenesis were a simple and direct expression of the robot
parameters and neural weights from the genetic information to the actual con-
troller and the physical robot. This is not a scalable system. Genetic Algorithms
cannot find the correct relations among the values that shape the individual.
Instead of this, the evolutionary algorithm has to set as an individual the set of
parameters of a dynamical system whose final result is the robot. In our opinion,
this is the way to develop a body and sensorimotor structure coupled with the
topology of the neural network, that can be parametrized and evolved.

In other words, if the environment is complex and it only can be described
in a non-linear form, the robot and its evolution has to be equally complex,
as a new born child that has to learn to coordinate vision, proprioception and
environment. The whole mechanism has to be scalable to allow the growing of
the robot capabilities to quantitatively more complex ones.

Some authors have created new models of neural networks, more bio-inspired
and with a rich dynamics, time delays and interesting effects on computational
capabilities [7,13,14,15]. There has been also a lot of exciting new work on net-
work topologies [16,17,18] that has been applied to Neural Networks but in a
theoretical level to study their properties [19,20]. As a clue on how the neuro-
science could change with these theories, in [20] we can read:

“Our results suggest that mammalian cortical networks, by virtue of
being both small-world and topographically organized, seem particularly
well-suited to information processing through polychronization.”

It is clear that an experiment in Evolutionary Robotics could help to the progress
in these areas.
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If this knowledge could be applied to Evolutionary Robotics, within the de-
scribed framework the so called small-world networks and their algorithms could
give us the tools to tackle both problems, morphogenesis and scalability. With
these ideas, through simple algorithms the net would grow and connect to form
the sensorimotor loop, parametrized with the help of the evolutionary strategies.

The lines that Di Paolo [21] marks as the future of Evolutionary Robotics are
on one hand, more and more high-level cognitive behaviours, and on the other
hand, experiments as a synthetic biology:

“The purpose of work in ER is less centred on trying to obtain more
’cognitively’ complex performance —a goal that has not been abandoned—
and more on understanding other dimensions of adaptation and the role
of different kinds of underlying mechanisms. The design and study of
novel integrated systems of this sort may well be one way for evolution-
ary robotics to contribute useful information back to biology, especially
neuroscience, in the proximate future.”

Both objectives could merge and obtain complex cognitive mechanisms based
on the last discoveries in neuroscience, with the help of graph theory and new
methods of describing, building and connecting the body and the control of the
robot.

3 Objectives

After the critical analysis of the situation in Evolutionary Robotics we can de-
scribe the main goal that we want to achieve. We want to build mechanisms
to get an advance in complex sensorimotor behaviours (as bipedal walking of a
humanoid robot) in a completely sub-symbolic conexionist system, that is, the
designer deals with neuron definitions, without setting architectures, hierarchies,
or at least not directly, but through bio-inspired developmental algorithms. Nev-
ertheless, the current works based on human designed behaviours implement the
analytic approaches of the classic AI [22]. These ones are obviously interesting
but lack a synthetic framework like the one described. The work we propose is
ambitious within the constraints of the theoretical proposal.

For this task we need a big spiking neural network to connect to simulated
muscles as a proprioceptive and motor system in a humanoid robot with tens of
degrees of freedom. The neural network has to have thousands of neurons because
it is easier to extract and set the correct information for each joint, and this
topology also has to reflect the somatotopic arrangement (spatial organisation
that maintains the body topology within the brain [23]) and to show a small-
world connectivity [24].

So this development would give a step further in the fields of morphogene-
sis, scalability, robotic neuroscience and globally in Evolutionary Robotics. The
interaction between the body and the growing network could be the way of
emerging a meaningful structure of the neural network in the previously de-
scribed framework and consequently at least a partial solution to the problems
that usually arise when building new robots using evolution.
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4 Tools

The first thing we need is a simulation of a humanoid robot. The need of a sim-
ulation is because it is much easier and cheaper to apply evolutionary strategies
in simulation due to the available computational power and the lack of damages
in the robot. After a search we choose SimSpark simulator [25], the one used in
RoboCup 3D Soccer Simulation League. The reasons are that is free software, it
uses the Open Dynamics Engine (ODE) for simulating physics as velocity, iner-
tia and friction, rigid body dynamics and collisions. It has a model of a Nao-like
robot with a lot of sensors and 22 degrees of freedom (see fig. 1).

Fig. 1. A Nao-like humanoid robot in the SimSpark simulation

A software that helps to use SimSpark is the libbats library [26], which also
it is free software (GPL). This library deals with some common operations that
we do not need to change from the usual way and let us to read and set joint
angles easily.

We also need a fast simulation of a spiking neural network. We select the
Izhikevich model [14]. The reasons to pick out this one are explained in [27]. In
short, this model is one of the fastest and also it has most of the necessary char-
acteristics. The formulas that rule the neuron dynamics are the following (eq. 1).
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v̇i = 0.04v2
i + 5vi + 140 − ui + I,

u̇i = a(bvi − ui),
if vi ≥ 30 mV (1)

vi ← c,

ui ← ui + d.

Fig. 2. Some of the neuron dynamics in the Izhikevich model, from [14]

The robot controllers for the SimSpark are written in C++, so we can run them
at high speed, but the neural networks are fully “parallelisable”, that is, they
are matrix calculus that can be done in parallel. Nowadays, we have powerful
rendering graphical processor units (GPU) that are designed to calculate at
each processing core the colour, brightness and shadows for each pixel in a 3D
scene. There are programs that allow to send non-graphical computing to GPU
to perform general-purpose computing. In this case the hardware and software
pack that we have chosen is CUDA [28]. It is a mature technology and it is
demonstrated that can be 26 times faster than a common CPU software when
simulating a neural network based on the Izhikevich model [29].

The design of the fitness functions is always a problem in Evolutionary
Robotics. We have to design an experiment in which a function has to tell how
good is a robot (one of the possible solutions of a problem subject to evolution)
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in order to select or discard the parameters that define the robot. In this case it
is easy to design the experiment thanks to the problem that we want to work, the
bipedal locomotion. The fitness value can be calculated as the covered distance
in a fixed time. It could be also added a value related to the time that the robot
has maintained the standing position while walking.

5 Conclusions

In this work we have set the basis for a search of new techniques in Robotics.
We continue our previous in Evolutionary Robotics, remarking the bio-inspired
bottom-up structure, and adding new works on graphs to permit evolutionary
strategies to build the neural controller of the robots that fits with a complex
humanoid robot body.
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Brzeziński, Dariusz II-155
Burduk, Anna II-381, II-389
Burduk, Robert II-245
Buza, Krisztian II-253
Byrdziak, Adrian I-222
Bystrzycki, Orestes I-222

Caamaño, P. II-471
Calvo-Rolle, José Luis II-327, II-352
Camara, Monica II-437
Cano, Alberto I-172, I-388
Casar, José R. II-127
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López, M. I-132, I-148
Lopez-Guede, Jose Manuel II-455,

II-463
Ludermir, Teresa B. I-164
Lughofer, Edwin I-107
�Lukaszewski, Tomasz I-288
Luna, J.M. I-388
Lung, Rodica Ioana II-75
Lysiak, Rafal II-229

Maciejewski, Henryk I-321
Maiora, Josu II-344
Maña, Manuel J. II-271
Markowska-Kaczmar, Urszula I-420
Márquez Chamorro, Alfonso E. II-303
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Stañczyk, Urszula II-172, II-295
Sta̧por, Katarzyna II-205
Stefanowski, Jerzy II-155
Strug, Barbara I-280
Strzelecki, Micha�l I-140, I-206
Suknaja, Vesna II-421
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Wísniewski, Micha�l I-182
Wojcikiewicz, Wojciech II-34
Woloszynski, Tomasz II-229
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